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Abstract
Thangka, as a precious heritage of painting art, holds irreplaceable research value due to its richness in Tibetan history, 
religious beliefs, and folk culture. However, it is susceptible to partial damage and form distortion due to natural erosion or 
inadequate conservation measures. Given the complexity of textures and rich semantics in thangka images, existing image 
inpainting methods struggle to recover their original artistic style and intricate details. In this paper, we propose a novel 
approach combining discrete codebook learning with a transformer for image inpainting, tailored specifically for thangka 
images. In the codebook learning stage, we design an improved network framework based on vector quantization (VQ) 
codebooks to discretely encode intermediate features of input images, yielding a context-rich discrete codebook. The sec-
ond phase introduces a parallel transformer module based on a cross-shaped window, which efficiently predicts the index 
combinations for missing regions under limited computational cost. Furthermore, we devise a multi-scale feature guidance 
module that progressively fuses features from intact areas with textural features from the codebook, thereby enhancing the 
preservation of local details in non-damaged regions. We validate the efficacy of our method through qualitative and quan-
titative experiments on datasets including Celeba-HQ, Places2, and a custom thangka dataset. Experimental results dem-
onstrate that compared to previous methods, our approach successfully reconstructs images with more complete structural 
information and clearer textural details.
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1 Introduction

Thangka images originate from the Tibetan region as a 
traditional religious painting art form, presented as scroll 
paintings adorned with brocades. Locals typically employ 
precious minerals like gold, silver, pearls, and agate, along 
with plant-based pigments, to paint on cotton or silk. The 
content of thangkas reflects the social life, customs, myths, 
legends, and historical events of the Tibetan people, earning 

them the title of the “Tibetan Encyclopedia.” However, dur-
ing creation, transmission, or storage, thangka images often 
suffer local damage or degradation due to harsh natural con-
ditions and human activities, significantly impairing visual 
appreciation and subsequent research. Traditional physical 
inpainting is time-consuming and irreversible, hindering the 
inheritance and preservation of cultural heritage.

With the flourishing development of scientific research 
and computer technology, digital methods enable the 
inpainting of images in a non-destructive manner [1–4], sig-
nificantly enhancing the science and reliability of inpainting 
work. Digital image inpainting is a crucial research direction 
in computer vision, aiming to repair damaged parts of pixel 
features in incomplete images using mathematical models 
and machine learning techniques, subsequently reconstruct-
ing and generating high-quality images akin to the original 
in deep semantic content. Early inpainting models based on 
Convolutional Neural Networks (CNNs) [5–8], incorporat-
ing encoder-decoder architectures or Generative Adver-
sarial Networks (GANs), handle large volumes of spatially 
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correlated data to generate new pixel content for damaged 
areas. Moreover, some approaches [9, 10] incorporate 
attention mechanisms, ensuring neighboring pixels focus 
on similar background regions, thus enhancing the coher-
ence and authenticity of inpainting outcomes. Nonetheless, 
these methods lack emphasis on prior information such as 
structural textures, leading to semantically implausible and 
blurry textures in restored results. Some researchers have 
proposed utilizing auxiliary information for structural recov-
ery, including contours [11], edges [12–14], and semantics 
[15, 16]. These methods are suited for highly structured 
images like faces or architecture. Unlike natural images, 
however, thangkas feature intricate and exquisite patterns in 
the attire of deities, ritual objects, or the florid, cloudy, and 
landscape backgrounds, brimming with detail. Moreover, 
Thangka images are more focused on religious and cultural 
symbols, which demands that image restoration algorithms 
not only restore physical integrity but also preserve artistic 
value and cultural significance. When confronted with such 
thangka images, the accuracy of predicted prior informa-
tion decreases dramatically, resulting in extensive inpainting 
errors during the filling of internal textures.

Inspired by iGPT’s [17] remarkable performance in vari-
ous visual tasks [18–20], Wan et al. [21] adopted K-means 
clustering to generate a visual vocabulary, mapping low-
resolution images to indices in this vocabulary to form a 
discrete representation, thereby facilitating the use of Trans-
formers [22] to restore the coherent structure and coarse 
texture of images. However, fundamental issues with the 
Transformer, such as high computational complexity and 
inadequate handling of positional information, persist. 
Recently, Patrick Esser et al. [23] introduced VQGAN, a 

novel method that first employs a Convolutional Neural Net-
work (CNN) to encode images into continuous latent repre-
sentations, which are subsequently transformed into discrete 
representations based on a codebook via vector quantization. 
This is followed by efficient global modeling of the code-
book indices in high-resolution images using Transformers. 
Here, as depicted in Fig. 1, the codebook can be seen as a 
form of prior knowledge, learned from extensive training 
data through clustering algorithms. It encompasses multi-
ple representative codebook items, which can be regarded 
as compact representations of various typical patterns or 
structures found in images. Consequently, recent discrete 
codebook-based generative models [24–26], with their 
capability for discrete image representation and heightened 
robustness against various degradation scenarios, have found 
broad application in image super-resolution. Nonetheless, 
exploration of the quantized discrete codebook mechanism 
in the realm of image inpainting [27, 28] remains limited. 
Furthermore, this solution is beset by three salient issues: (1) 
significant information loss occurs during the conversion of 
original images into continuous latent representations, lead-
ing to color distortion and artifact issues in reconstructions; 
(2) fidelity of non-masked regions in repaired images is low, 
characterized by poor quality and insufficient detail; (3) the 
attention scope of the transformer modules is constrained, 
resulting in suboptimal predictive performance and substan-
tial computational resource consumption.

To address the aforementioned issues, this paper proposes 
a novel framework for image inpainting that synergistically 
combines a discrete codebook with a transformer (CDCT). 
Diverging from previous methods based on structural priors, 
our approach integrates the advantages of codebook-based 

Fig. 1  Illustration of the dis-
tribution of latent features and 
their codebook entries
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methods and Vector Quantization (VQ) techniques [23, 29], 
efficiently representing image information. The key contri-
butions are outlined as follows:

(1) We devise a novel codebook learning framework where 
an encoder partitions the input image into fixed-size, 
non-overlapping patches, followed by nonlinear trans-
formations into latent feature vectors. This ensures 
effective isolation of local information. The integration 
of a vector quantization codebook further enhances the 
capture and retention of image structural information 
and details, yielding more realistic outcomes during 
reconstruction.

(2) A parallel Cross-Shaped Window (CSWin) Trans-
former module is designed, featuring a cross-shaped 
window and locally enhanced positional encoding. This 
design bolsters context modeling capabilities while 
reducing computational costs, thereby enhancing the 
accuracy of index prediction.

(3) Innovatively, we introduce a multi-scale feature guid-
ance module, wherein Large Kernel Attention (LKA) 
at different scales leverages local information and adap-
tivity across channels to better learn feature representa-
tions of non-damaged areas.

(4) Extensive experimentation with our CDCT model has 
been conducted on datasets including Celeba-HQ, 
Places2, and a custom Thangka dataset, comparing it 
against state-of-the-art methodologies. Both qualitative 
and quantitative assessments demonstrate the compet-
itiveness of the CDCT model’s inpainting results. It 
opens up a novel technical path for the inpainting of 
cultural heritage such as thangka images.

2  Related work

2.1  Image inpainting

Image inpainting research can be categorized into two 
classes: traditional methods that fill in missing parts based 
on diffusion [1, 2] or sample-based approaches [3], and deep 
learning methodologies that learn semantic and textural 
structures from vast amounts of image data. Diffusion-based 
inpainting methods typically rely on mathematical diffusion 
equations, simulating the propagation process of image sig-
nals in two-dimensional or higher-dimensional spaces to 
achieve the goal of filling in image gaps. These methods can 
lead to detail loss or boundary artifacts when dealing with 
nonlinear degradations or sharp edge variations. Sample-
based repair techniques involve selecting suitable sample 
textures or structures from undamaged areas of the image 
or other reference images with similar features, to repli-
cate or blend them to reconstruct damaged regions. These 

methods tend to produce matching errors or edge disconti-
nuities when confronted with missing foreground regions 
possessing complex textures and structures. The remarkable 
achievements of deep learning techniques in tasks such as 
image classification and object detection have sparked the 
interest of researchers in applying these methodologies to 
the task of image inpainting [30]. Cui et al. [31] proposed 
a multi-branch and content-aware module that dynamically 
decomposes features into independent frequency subbands 
and highlights useful information through channel atten-
tion weights. Wang et al. [7] designed a multi-column net-
work architecture comprised of multiple parallel encoder-
decoder branches, where the structure synthesizes different 
components of the image in parallel within a single stage, 
enhancing the quality of image repair. Sagong et al. [10] 
constructed a shared encoding network accompanied by two 
parallel decoding paths. A coarse path rapidly generates an 
initial repair outcome, while the refinement path further 
enhances repair quality atop this foundation, leveraging con-
textual attention mechanisms. Guo et al. [12] introduced a 
Conditional Texture and Structure Dual Generative Network, 
incorporating a bidirectional gated feature fusion module for 
the exchange and integration of information across struc-
tural and textural domains, as well as a contextual feature 
aggregation module that utilizes regional affinity learning 
for further refinement of generated content. Nonetheless, 
these approaches tend to yield over-smoothed or texture-
discontinuous results when restoring complex textures and 
fine structures. FocalNet [32] emphasizes critical infor-
mation and enhances the network’s capability to process 
high-resolution features through a dual-domain selection 
mechanism and multi-scale feature splitting. Consequently, 
the feature guidance module designed in our method is not 
only capable of capturing global contextual information but 
also meticulously handles local details, thereby promoting 
comprehensive circulation and utilization of information 
within the model.

2.2  Vision transformer

Recently, Dosovitskiy et al. proposed an image classification 
model known as Vision Transformer (ViT) [33]. This model 
aims to introduce the Transformer architecture, which origi-
nally shone in the field of Natural Language Processing (NLP), 
to computer vision tasks, especially image classification. Until 
then, Convolutional Neural Networks had been the domi-
nant models in visual tasks. The advent of ViT highlighted 
the potential of Transformers in image processing domains. 
Subsequently, new variants of Transformers, including the 
Axial Transformer [34] and the CSWin Transformer [35], 
have continually emerged and shown promise in the domain 
of image inpainting. Notable examples are the ZITS model 
proposed by Dong et al. [13], and the TFill model proposed 
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by Zheng et al. [36]. In addressing the repair of large miss-
ing areas, Transformers, thanks to their unique self-attention 
mechanism, are capable of generating realistic textures. Com-
pared to conventional convolution operations, Transformers 
boast a wider receptive field but entail a higher computational 
overhead. Hence, we have made adjustments to the standard 
Transformer architecture by incorporating cross-shaped win-
dows to segment feature maps, with the dual purpose of reduc-
ing computational demands while enhancing repair efficacy.

2.3  Vector‑quantized codebook

The concept of vector quantized codebooks was initially 
introduced in the groundbreaking work of VQVAE [29], 
marking a significant innovation in the field of generative 
models. Within this framework, the encoder’s output devi-
ates from conventional continuous representations, instead 
adopting a discretized form achieved through lookup in a 
meticulously designed codebook. Remarkably, this code-
book is not pre-determined but dynamically optimized as 
part of the model learning process, thereby encapsulating 
a profound understanding of the data distribution. Build-
ing upon this foundation, subsequent research has relent-
lessly pursued the refinement and expansion of codebook 
learning mechanisms. VQVAE2 [37] advanced this by 
incorporating a hierarchical codebook structure, enabling 
the model to capture different scales of image features at a 
finer granularity. Following this, VQGAN aimed to gener-
ate high-quality images, enhancing the realism and diver-
sity of generated samples while maintaining the efficient 
encoding of VQVAE achieved through adversarial training 
with GANs. Moreover, other works have explored apply-
ing VQ codebooks to visual tasks such as super-resolution 
and image editing, yielding remarkable achievements. Zhu 
et al. [24] proposed an asymmetric VQGAN architecture that 
effectively addresses information loss issues in the original 
VQGAN when applied to StableDiffusion, thereby enhanc-
ing the quality of image editing and generation. Chen et al. 
[38] leveraged the implicitly learned high-resolution prior 
from a pre-trained VQGAN network, framing super-resolu-
tion as a feature matching problem between low-resolution 
features and a codebook of distortion-free high-resolution 
feature. The method performs well in recovering fine details 
such as real hairs. Inspired by codebook learning, this paper 
explores a novel method for Thangka inpainting based on 
vector quantized codebooks.

3  Overall design of the model structure

Thangka images not only exhibit rich and unique textural 
and structural features but also boast visually striking effects 
with saturated colors and pronounced contrasts. In the face 

of degraded images resulting from masking processes, this 
paper aims to train a model that can fully exploit and effec-
tively utilize the abundant textural and complex structural 
information in thangkas to infer logically consistent content 
for missing regions and supplement visually realistic details, 
thereby achieving the complete inpainting of the image.

To attain this objective, we propose a discrete codebook 
and transformer collaborative image inpainting model, 
whose overall framework is depicted in Fig. 2. Built upon 
the fundamental framework of GANs, the training procedure 
encompasses two primary phases: a shared codebook learn-
ing phase and an image inpainting phase based on code-
book priors. During the shared codebook learning phase, 
an encoder-decoder structure is employed to jointly learn a 
discrete codebook representing the input image. Inspired by 
the work [36], before vector quantization, we enhance the 
encoder architecture to map the input image into a continu-
ous latent space representation via non-overlapping patches. 
This ensures the integrity of information between patches 
and prevents erroneous information transmission between 
masked and unmasked areas in the subsequent phase. In the 
second phase, leveraging the constructed codebook priors, 
we utilize a designed parallel CSWin Transformer module 
to accurately predict the indices of missing tokens. Subse-
quently, these indices are used to retrieve the corresponding 
discrete vectors from the codebook. This module is capable 
of generating high-quality repair outcomes while maintain-
ing a balance in computational complexity. Furthermore, we 
propose a multi-scale feature guidance module to fully lever-
age features from non-damaged regions, promoting greater 
harmony and consistency in structure and texture between 
the generated and intact areas, thereby enhancing the quality 
and fidelity of the repair results.

3.1  Discrete codebook learning phase

3.1.1  Codebook learning

During the codebook learning phase, the model architecture 
comprises three core components: the codebook encoder E , 
the codebook decoder G , and a codebook C = {ck}

K
k=0

 con-
taining K discrete codewords. When processing the input 
image It ∈ ℝ

H×W×3 , the codebook encoder E initially comes 
into play, transforming image I into a latent representation Z 
in a high-dimensional space, i.e., Z = E(x) ∈ ℝ

m×n×d , where 
d denotes the number of dimensions making up this latent 
vector. Subsequently, an element-wise quantization opera-
tion q(⋅) is employed, comparing each element in the spatial 
latent representation Z with all codewords in the codebook 
C . The codeword Ck that is closest in distance is identified, 
and the index of this codeword in the codebook (i.e., the 
code token sequence s, s ∈ {0,⋯ ,N − 1}m⋅n ) is recorded. 
This forms a code token sequence of size m × n , which is 
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used to retrieve corresponding code items from the code-
book C to constitute the quantized feature Zc.

Specifically, if s(i,j) = k , then the value of Zc at position 
(i, j) is equal to the k th code item Ck in the codebook. Sub-
sequently, the decoder G reconstructs a high-quality image 
Irec given Zc . The overall reconstructed image Irec ≈ It can 
be formulated as:

The encoder performs a mapping operation that trans-
forms image data of size H ×W into a discrete encoded form 
of scale H∕m ×W∕n , where parameters m and n denote the 
downsampling ratio. This process essentially condenses the 
information within each m × n region of the image It into a 
single encoding unit. Thus, when referring to any encoding 
element in Zc , the m × n equally symbolizes the correspond-
ing coverage of that code on the original image It space.

For end-to-end training of the codebook and model, four 
image-level reconstruction losses are employed: L1 loss L1 , 
perceptual loss Lper [39], adversarial loss Ladv [40], and style 
loss Lstyle [41]. The specific definitions of these loss func-
tions are as follows:

(1)
Z
(i,j)
c = q(Z) ∶= arg min

ck∈C

‖‖Z(i,j) − ck
‖‖;

s(i,j) = arg mink
‖‖Z(i,j) − ck

‖‖2.

(2)Irec = G(Zc) = G(q(E(I))).

Here, Φ denotes the feature extractor from the VGG19 
network [42]. Due to the inadequacy of image-level loss 
constraints when updating codebook entries, an additional 
intermediate code-level loss Lquantize is adopted in this work 
to minimize the discrepancy between the codebook C and 
the embedded input features Z.

Here, sg(⋅) refers to the stop-gradient operator, and the 
parameter � is set to 0.25 to balance the weights between 
the encoder and codebook update speeds. Addressing the 
non-differentiability issue inherent in the feature quantiza-
tion process as shown in Eq. (1), we adopt the approach 
presented in reference [43], employing a straight-through 
strategy. This strategy entails mirroring gradients from the 
decoding stage to the encoding stage during backpropaga-
tion, ensuring the feasibility of the backpropagation pro-
cess. To comprehensively guide the learning of codebook 
priors, the combined loss function Lcodebook serves as the 

(3)

L1 =
‖‖It − Irec

‖‖1; Lper =
‖‖Φ(It) − Φ(Irec)

‖‖
2

2
;

Ladv = [logD(It) + log(1 − D(Irec))];

Lstyle = �

[
∑

k

1

Mk

‖‖‖G�k

(
It
)
− G�k

(
Irec

)‖‖‖1

]
.

(4)Lquantize =
‖‖sg(Z) − Zc

‖‖
2

2
+ �‖‖Z − sg(Zc)

‖‖
2

2
,

Fig. 2  Overall framework of the CDCT model
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optimization objective, driving the entire end-to-end training 
process. The Lcodebook is defined as:

where �adv is set to 0.8 in the experiments in this paper.
While a larger codebook size could simplify reconstruc-

tion, redundant elements may lead to ambiguity in subse-
quent code prediction. Consequently, our CDCT method 
sets the number of codebook entries N  to 1024, which is 
sufficient for accurate image reconstruction. Moreover, the 
codebook dimension d is set to 256.

3.1.2  Design of the encoder‑decoder

Traditional CNN-based encoders, which process input 
images using a sliding window approach with several 
convolutional kernels, are ill-suited for image inpaint-
ing tasks as they tend to introduce interference between 
masked and unmasked regions. Consequently, the encoder 
in the first phase of our model is designed to handle the 
input image via non-overlapping patches through a series 
of linear residual layers. Specifically, our Token repre-
sentations are extracted using a linear residual structure 
across eight blocks. Within each block, two sets of opera-
tions comprising GELU activation functions, linear layers, 
and residual connections are employed. The input image 
is initially unfolded into patches, altering its dimensions 
to (3 × m × n, L) , where L denotes the number of patches. 
This is followed by an adaptation layer that transforms 
the features into dimensions of (L, d) . Thereafter, within 
each block, the input features transform 256 dimensions 
to 128, and then back to 256 dimensions. After the fea-
ture extraction through these eight linear residual layers, 
a fold operation is applied to obtain the latent represen-
tation Z  . Consequently, a substantial compression ratio 
r = H∕n = W∕m = 32 is achieved, which confers robust-
ness against degradation in the global modeling of the 
second phase while maintaining computationally manage-
able costs.

The decoder G of this paper comprises three transposed 
convolutional layers followed by one standard convolu-
tional layer, all serving the purpose of upsampling. Here, 
the transposed convolution kernels are of size 4 × 4, indi-
cating both their width and height are 4 pixels. A stride 
of 2 is adopted, meaning the kernel moves 2 pixels at a 
time across the input image. The padding size is set to 1, 
signifying a single pixel padding is added to the edges of 
the input to maintain the spatial dimensions of the out-
put. Initially, three transposed convolutions upscale fea-
tures from 256 × 32 × 32 to 64 × 256 × 256 dimensions. 
Subsequently, a convolutional layer with a 3 × 3 kernel, 

(5)Lcodebook = L1 + Lper + Lquantize + �adv ⋅ Ladv + Lstyle,

reflection padding of 1, and a stride of 1 adjusts the output 
to a final resolution of 256 × 256 × 3, yielding the recon-
structed image.

3.2  Image inpainting stage with codebook priors

3.2.1  Parallel CSWin transformer modules

In existing transformer architectures employed for image 
inpainting and completion, the indices of quantized pix-
els serve as both inputs and prediction targets. While this 
strategy of leveraging contextual indices to predict missing 
indices enhances computational efficiency, it poses a signifi-
cant issue of information loss in the input domain, which is 
detrimental to index sequence prediction. Consequently, our 
proposed Parallel CSWin Transformer module (PCT) takes 
the feature vectors Ẑ from the codebook encoder as direct 
inputs, facilitating more accurate predictions while mitigat-
ing information loss.

The parallel CSWin transformer module is shown in 
Fig. 3. We first add additional learnable positional embed-
dings to the feature vector Ẑ ∈ ℝ

(H×W)×C to preserve spatial 
information and subsequently flatten the feature vector along 
the spatial dimension to obtain the final input to the module. 
Our model employs 12 parallel CSWin transformer blocks, 
each comprising parallel Multi-Head Self-Attention blocks 
and cross-shaped window attention [35] blocks, along with 
a Feedforward layer (Feedforward 1). The number of atten-
tion heads is set to 8. Departing from conventional trans-
former modules, the PCT module combines multi-head and 
cross-shaped windowing, significantly reducing computa-
tional overhead while achieving superior repair outcomes. 
Moreover, the cross-shaped window attention block intro-
duces a novel positional encoding mechanism, LePE, on 
the linearly projected values ( V  ), enhancing local inductive 
biases. Notably, within the PCT module, the cross-shaped 
window attention and full self-attention operate on different 
receptive fields during training and then are concatenated via 
residual connections, thereby ensuring that standard self-
attention blocks remain unaffected by the CSWin attention 
blocks. The Swish activation function in Feedforward layer 
1 smoothens gradients while preserving the nonlinear char-
acteristics of ReLU.

Unlike axial attention [34], the cross-shaped window 
attention splits channels into horizontal and vertical stripes, 
with half of the heads capturing attention along horizontal 
stripes and the other half along vertical stripes. Specifically, 
focusing on horizontal stripe self-attention as an example, 
the feature matrix S is evenly divided into a series of non-
overlapping horizontal stripe segments [S1, .., SN] , where 
N = H∕b , and each segment comprises b columns and W 
rows of elements. Furthermore, the hyperparameter b can be 
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adjusted flexibly to strike a balance between learning capac-
ity and computational expense. Assuming the dimension of 
query, key, and value vectors for each head is d , the output 
of horizontal stripe self-attention processed by each head 
can be defined by the following expression:

where Si ∈ R(b×W)×C  , i = 1, ...,N  . Here, WQ ∈ RC×d  , 
WK ∈ RC×d , and WV ∈ RC×d denote the query, key, and value 
matrices respectively, obtained after linear transformations 
of the input feature matrix for each head. Analogously, local 
self-attention operations applied to the vertical stripe regions 
can be derived accordingly, with outputs from each head 
represented by AttentionV (S).

The output from the final PCT block is further projected 
into a probability distribution over K potential vectors in 
the codebook, using a linear layer followed by a Softmax 
function, which represents the likelihood of image patches 
corresponding to features in the codebook. To quantify the 
agreement between the model’s predictions and class labels, 
the PCT module is trained to predict the probability distribu-
tion p(si|s<i) of the next likely index. This sets the training 
objective as minimizing the negative log-likelihood of the 
data representation:

where p(s) =
∏

i p(si�s<i).

(6)
S = [S1, S2,… , SN],

Yi = Attention(SiWQ, SiWK , SiWV ),

AttentionH(S) = [Y1, Y2,… , YN]

(7)LTransformer = �x p(x)[− log p(s)].

3.2.2  Multi‑scale feature guidance module

As illustrated in Fig. 4, we have devised a multi-scale feature 
guidance module aimed at preserving details in non-masked 
regions of the image. Given an input image that is masked 
with a mask m , yielding the masked input Y  , this module 
represents the masked image input across multiple feature 
maps rather than compressing it into a single-layer feature.

Recognizing the need for comprehensive learning of 
multi-scale feature information with a large receptive field, 
we note that while the frequency-domain filtering convo-
lution used in the LaMa approach [44] possesses a global 
receptive field, it is limited in capturing stable feature corre-
lations between masked and unmasked regions. Meanwhile, 
numerous inpainting techniques incorporate diverse attention 
mechanisms to address long-range dependencies, but these 
attention-based strategies, lacking scale invariance, can lead 
to overfitting issues at specific resolutions. To address these 
challenges, we innovatively introduce large-kernel convolu-
tions within our multi-scale feature guidance module, aiming 
to combine the strengths of CNN operations and attention 
mechanisms. This module is comprised of three LKA feature 
transformation sub-modules, each operating at a different 
scale. Specifically, we employ the Large Kernel Attention 
(LKA) structure proposed by Guo et al. [45], which utilizes 
k

d
×

k

d
 depthwise convolutions (DW-Conv) with dilation rate 

d to extract local features, followed by a (2d − 1) × (2d − 1) 
dilated depthwise convolution (DW-D-Conv) to capture 
long-range dependencies. Lastly, information is aggregated 
and channel numbers are adjusted through pointwise 1 × 1 
convolutions, enhancing inter-channel interactions. As LKA 

Fig. 3  Parallel CSWin Trans-
former module
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focuses on optimizing feature representations in occluded 
areas with an expansive receptive field, it aids in the global 
learning of regular textures in the frequency domain. Fur-
thermore, to ensure the generalizability of LKA, we append 
a Feedforward Network 2 (FFN2) after the LKA module. 
Our designed FFN2 comprises RMS normalization, 3 × 3 
convolutions, Swish activations, another 3 × 3 convolution, 
and Dropout. We employ RMSNorm [46] for normaliza-
tion to enhance training stability; the Swish function [47] is 
used to provide smoother gradients compared to ReLU while 
maintaining non-linearity, addressing the zero-centered gra-
dient issue of ReLU for negative inputs.

4  Experimental design and results analysis

Experiments were conducted on three distinct datasets to 
train and evaluate our model: Celeba-HQ [48], an extended 
version of the CelebA dataset featuring high-quality, high-
resolution facial images, from which we selected 27,000 
images for training and 3000 for testing and validating the 
model’s performance on high-fidelity facial images. Places2 
[49], a large-scale natural scene image dataset, saw us uti-
lizing 20 scene categories for our experiments, with 90,000 
images dedicated to training and 10,000 for evaluating the 
model’s performance in various scene understanding con-
texts. A custom Tibetan thangka dataset was also included, 
comprising buddhist thangka, dharmapala thangka, exoteric 
and esoteric thangka, and domestic thangka. What distin-
guishes this dataset is its highly detailed patterns, vivid 
colors, and themes related to religion and culture. This data-
set featured 2500 images for training and 500 for testing 
and validation. Utilizing our custom Thangka image dataset 

allows for a more accurate evaluation of the model’s ability 
to handle images with specific artistic styles and cultural 
elements. The specific configurations for the three datasets 
are outlined in Table 1. Irregular masks provided by PConv 
[50] were employed for both training and testing purposes.

For quantitative comparisons, this study employs a vari-
ety of image quality metrics, encompassing traditional meas-
ures such as Peak Signal-to-Noise Ratio (PSNR), Structural 
Similarity Index Measure (SSIM), Mean Absolute Error 
(MAE), as well as the more recent, perceptually driven 
Learning Perceptual Image Patch Similarity (LPIPS).

4.1  Implementation details

For the first stage of training, our method employs the 
Adam optimizer (�1 = 0, �2 = 0.9) with a batch size of 
16. The second stage also utilizes the Adam optimizer 
(�1 = 0.9, �2 = 0.95) but with a reduced batch size of 4. 
Learning rates are set to 2e-4 and 3e-4 for the two stages 
respectively, and a cosine scheduler is adopted for learning 
rate decay. Our method is implemented using the PyTorch 
framework and trained on a single NVIDIA 3090 GPU.

In this section, the proposed model is compared with 
other advanced methods, including EC [51], CTSDG [12], 
ICT [21], PUT [27], and MAT [52]. All comparative models 
are evaluated on both the Celeba-HQ and Places2 datasets. 
Additionally, we retrain EC, CTSDG, ICT, PUT, and MAT 
on our custom thangka dataset to further discuss the inpaint-
ing effects.

As illustrated in Fig. 5, the training progress of the first-
stage network on the Places2 dataset is demonstrated. Dur-
ing training, the Quantize loss and Adv loss initially rise 
and then stabilize after fluctuating. On the right, through 
continuous training and tuning, the L1 loss, Perceptual loss, 
and Style loss of our model gradually decrease, contributing 
to an enhancement in the quality of generated images.

4.2  Qualitative comparisons

Figures 6, 7, and 8 present visual comparisons of the inpaint-
ing results achieved by various methods on the Celeba-HQ, 
Places2, and our custom Thangka dataset, respectively.

In the comparison against existing state-of-the-art meth-
ods on the Celeba dataset, our model demonstrates notable 
differences. As seen in Fig. 6, methods like EC and CTSDG, 

256 256

128 128
64 64

32 32

Fig. 4  Illustration of the multi-scale feature guidance module

Table 1  Settings of Celeba, Facade and Thangka datasets

Dataset Training set Validation set Test set

Celeba-HQ 27,000 1800 1200
Places2 90,000 6000 4000
Thangka 2500 300 200
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when confronted with images featuring extensive damage, 
inadequately predict structures, leading to significant dis-
tortions in the restored outcomes. For instance, in rows 3 
and 5 of Fig. 6b and c, noticeable omissions are present in 
the cheeks and eyes of the subjects. ICT, which leverages a 
transformer for visual prior reconstruction, produces struc-
turally sound restorations overall but lacks refinement in 
detail. In Fig. 6d, deformities in the restored frames (first and 
second rows) and asymmetry in the eyes are evident. MAT, 
a mask-guided transformer model for large-area damage 
repair, does not perform satisfactorily in handling smaller 
missing regions within images. In Fig. 6e, the restored hair 
and eyes in rows 4 and 5 do not adhere well to facial char-
acteristics. PUT’s P-VQVAE encoder, which transforms 
images at original resolution into latent features in a non-
overlapping manner to avoid cross-information influence, 
fails to fully comprehend semantic features. When restoring 
the bangs of the character in the second image of Fig. 6, our 
method not only successfully recovers the side bangs but 
also ensures a reasonable extent of the bangs, with hair that 
is finely textured and does not obscure the eyes. In contrast, 
the PUT method produces disheveled bangs that partially 
cover the eye, showing a clear discrepancy from the original 
image and disrupting the overall harmony of the picture. In 
the fourth image of Fig. 6, we tested the background resto-
ration after hat removal. Although the PUT method seem-
ingly restores the shape of the hat, the texture and color 
of the hat are incongruous, resulting in a poorer overall 
visual effect. Our CDCT method, leveraging the content of 
the known areas of the image, successfully reconstructs the 
person’s hair, achieving a good balance between realism and 
fidelity of details, aligning well with human visual percep-
tion. In contrast, our proposed algorithm, by incorporating 
the concept of vector quantization alongside the parallel 
CSWin transformer module and multi-scale feature guidance 

module, demonstrates restorations with sharp edges and nat-
urally transitioning colors. Even in severely damaged areas, 
the semantic content of the repairs is reasonable, avoiding 
any discordant or abrupt local inconsistencies.

Figure 7 illustrates the inpainting effects of various mod-
els on the places2 dataset. EC and CTSDG, unable to cap-
ture long-range features, produce blurry and inconsistently 
bordered artifacts. ICT, due to substantial information loss 
during downsampling, results in defective horse legs being 
restored. MAT and PUT’s repair outcomes exhibit seman-
tic inconsistencies and color discrepancies; for instance, as 
shown in Fig. 7e, a cabinet is generated on the grassland in 
the third row, which is semantically inappropriate. In Fig. 7f, 
the fourth row depicts an unnatural restoration of the back-
ground after removing a person, where the generated rocks 
appear unrealistic. Our proposed method, through shared 
codebook learning, avoids image information loss, thereby 
acquiring richer semantic information and enabling high-
fidelity image inpainting.

Figure 8 and 9 illustrates the repair comparison for vari-
ous damaged regions of thangkas. The EC algorithm, when 
confronted with large areas of damage, is limited by its small 
receptive field, leading to the repair results with extensive 
texture blurring and an inability to reconstruct image struc-
tures. As shown in Fig. 9b, EC restoration fails, exhibit-
ing semantic loss phenomena such as missing petals and 
green leaves. The CTSDG algorithm, in dealing with local 
missing regions of figures, can leverage edge information to 
reconstruct the basic outline of the figures. However, it falls 
short of restoring material characteristics and fine details 
at a micro level. From Fig. 9c, it is observed that the ICT 
method’s restoration result exhibits noticeable artificial res-
toration artifacts, failing to reproduce the fine textures and 
color gradients present in the original image. As shown in 
Fig. 8e, the MAT algorithm demonstrates strong restoration 

Fig. 5  Curve of loss values over iteration counts
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(a)Input (b)EC (c) CTSDG (d)ICT (e)MAT (f)PUT (g) Ours (h)Ground Truth

Fig. 6  Qualitative comparison results on the Celeba-HQ dataset

(a)Input (b)EC (c) CTSDG (d)ICT (e)MAT (f)PUT (g)Ours (h)Ground Truth

Fig. 7  Qualitative comparison results on the places2 dataset
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capabilities even when the area of damage is substantial, 
repairing outcomes that the first two algorithms failed to 
restore in the second row and fourth row’s eye regions. Nev-
ertheless, the positioning of the eyes is still unreasonable, 
and there is distortion in the face. As can be seen from the 
second and fourth rows of Fig. 8, our method, by incorpo-
rating the Parallel CSWin Transformer module, is able to 
accurately reconstruct the contours of the eyes and the shape 
of the lips, ensuring clear lip edges with distinct gradations 
of color, closely resembling the artistic style of the original 

Thangka. In contrast, the eye socket structure restored by 
PUT is blurred, and the color transition in the mouth area 
is unnatural. Visually, after restoration using the algorithm 
proposed in this paper, all five images exhibit consistency in 
structural continuity and precision in texture details, aligning 
closely with the original images. Consequently, it is verified 
that the algorithm presented herein is better suited for the 
restoration of thangka paintings, which are characterized by 
complex textures and rich colors.

(a)Input (b)EC (c) CTSDG (d)ICT (e)MAT (f)PUT (g) Ours (h)Ground Truth

Fig. 8  Qualitative comparison results for character images in the Thangka dataset

(a)Input (b)EC (c) CTSDG (d)ICT (e)MAT (f)PUT (g) Ours (h)Ground Truth

Fig. 9  Qualitative comparison results for non-character images in the Thangka dataset
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4.3  Quantitative comparisons

Given that individual perceptions and evaluation crite-
ria may vary, quantitative comparisons provide a more 
accurate reflection of subtle differences in performance, 
enhancing the verifiability and reproducibility of research 
findings. We have adopted four assessment standards—
PSNR, SSIM, MAE, and LPIPS—and conducted experi-
ments on datasets including Celeba-HQ, Places2, and a 
custom thangka dataset. Among them, PSNR (Peak Sig-
nal-to-Noise Ratio) is a commonly used objective meas-
urement method for image quality, such as for measuring 
the difference between the restored image and the origi-
nal image. A higher PSNR value indicates better restored 
image quality. However, the assessment results may differ 
from human perception. It is specifically defined as shown 
in Eq. (8).

where, MSE represents the mean squared error between 
two images; MaxValue is the maximum value that a pixel 
in the image can attain. SSIM (Structural Similarity) evalu-
ates the similarity between images using three factors that 
conform to human perception, namely luminance, contrast, 
and structure. This method is more consistent with human 
visual perception than other approaches, albeit with a higher 
computational cost. The SSIM calculation formula is as fol-
lows in Eq. (12):

where, the mean of X is denoted by �X , and its standard 
deviation by �X , with Y  following the same convention. The 
covariance of X and Y  is also denoted by �XY . Formula (6) 
represents the luminance factor, formula (7) represents the 
contrast factor, and formula (8) represents the structural fac-
tor. Constants C1 , C2 , and C3 are used to avoid division by 
zero. LPIPS (Learned Perceptual Image Patch Similarity) is 
a state-of-the-art perceptual metric based on human judg-
ments of similarity. To compute the LPIPS metric, features 
are first extracted using a given network and normalized 
per channel. Activations are scaled by vector wl sequentially 

(8)PSNR = 10 ∗ log10

(
MaxValue2

MSE

)

(9)l(X, Y) =
2�X�Y + C1

�2
X
+ �2

Y
+ C1

(10)c(X, Y) =
2�X�Y + C2

�2
X
+ �2

Y
+ C2

(11)s(X, Y) =
�XY + C3

�X�Y + C3

(12)SSIM(X, Y) = l(X, Y) ∗ c(X, Y) ∗ s(X, Y)

across channels, and the l2 distance is computed. Then, we 
average over spatial dimensions and all layers. A higher 
LPIPS score indicates greater dissimilarity between the gen-
erated image and the original one, whereas a lower score 
indicates greater similarity. LPIPS is specifically represented 
by formula (13).

where, I denotes the original image patch, and I0 denotes the 
generated image patch. ⊙ represents the Hadamard product, 
which is used for element-wise multiplication of matrices. 
Ŷ l, Ŷ l

0
∈ ℝ

Hl×Wl×Cl represent the unit-normalized outputs of I 
and I0 at layer l , respectively. The vector wl ∈ ℝ

Cl is a train-
able weight parameter, and when wl = 1∀l , it is equivalent to 
computing the cosine distance. MAE (Mean Absolute Error) 
refers to the average of the absolute differences between two 
values, which prevents positive and negative errors from 
cancelling each other out. A smaller value indicates higher 
model accuracy, and it is specifically defined as shown in 
Eq. (14).

where, m denotes the number of pixels, Yi represents the 
actual values, and Ŷi stands for the predicted values.

All test images were uniformly set to a resolution of 
256 × 256, and they were subjected to irregular masks of 
the same proportion. We compared existing mainstream 
algorithms such as EC, CTSDG, ICT, MAT, and PUT, with 
the algorithm proposed in this paper. Based on these com-
parisons, we compiled specific numerical values for each 
evaluation metric, as shown in Table 2.

Analysis of the results in Table 2 reveals that, in both the 
Places2 scene dataset and our custom thangka dataset, our 
algorithm outperforms others, demonstrating a significant 
advantage in terms of similarity at both pixel level and struc-
tural level. In some instances, discrepancies between objec-
tive evaluation metrics and intuitive visual observations are 
noted, which underscores the limitations of relying solely on 
either objective or subjective measures to gauge the quality 
of image inpainting. At the same time, it also strongly proves 
the rationality and necessity of combining the two evaluation 
methods for comprehensive assessment in this paper.

4.4  Ablation study

To validate the effectiveness of the key components in the 
proposed method, a series of ablation experiments were 
conducted on our custom thangka dataset. The main experi-
ments include the following: (b) The encoder part of the 

(13)d(I, I0) =
∑

l

1

HlWl

∑

h,w

‖‖‖wl ⊙ (�Yl
hw

− �Yl
0hw

)
‖‖‖
2

2

(14)MAE =
1

m

m∑

i=1

|||Yi − Ŷi
|||
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CDCT model in this paper uses the Conv layer of the same 
size to replace the Linear layer, (c) The parallel CSWin 
transformer module is replaced by the same number of 
standard transformer modules, (d) The parallel structure of 
the standard self-attention and CSWin attention in the PCT 
module is changed to a serial structure, (e) The multi-scale 
feature guidance module is removed, (f) The LKA structure 
in the multi-scale feature guidance module is replaced by 
the Conv layer, and (g) The complete network structure of 
this paper.

Table 3 shows the results of the objective evaluation of 
the different component ablation studies. Variants 1 and 2 
use encoders sourced from VQGAN as well as the standard 
transformer module, which allows for over-compression 
of information as well as under-utilization of local details, 
which affects the performance of the model. Variant 3 is a 

change from a parallel to a sequential approach to the inter-
nal structure of the PCT module, with a small decrease in 
metrics. Variants 4 and 5 demonstrate that the multi-scale 
feature guidance module maintains the ability to decode 
latent representations while making full use of non-masked 
region features. Relative to the other replacement compo-
nents, the complete model with the addition of the linear 
residual encoder module, the parallel CSWin transformer 
module, and the multi-scale feature guidance module show 
an average improvement of 1.741 dB and 0.038 in the PSNR 
and SSIM values, and an average decrease of 0.0221 and 
0.0053 in the LPIPS value as well as the MAE value. This 
indicates that these improved modules have a positive impact 
on the quality of the repair results.

Figure 10 showcases the visual outcomes of various 
components in our model. As depicted in Fig. 10b, Variant 

Table 2  Objective quantitative comparison of this paper’s algorithm with EC, CTSDG, ICT, MAT, PUT on three datasets with different mask 
ratios

The best results are marked in italics, followed by those marked in bold

Method Dataset PSNR↑ SSIM↑ LPIPS↓ MAE↓

20–40% 40–60% Random 20–40% 40–60% Random 20–40% 40–60% Random 20–40% 40–60% Random

EC Celeba-HQ 26.611 21.875 21.504 0.928 0.818 0.799 0.0685 0.1420 0.1448 0.0216 0.0481 0.0366
CTSDG 28.383 24.244 23.216 0.951 0.874 0.845 0.0609 0.1401 0.1354 0.0165 0.0353 0.0285
ICT 27.781 23.265 22.742 0.948 0.851 0.864 0.0513 0.1087 0.1066 0.0212 0.0425 0.0319
MAT 29.737 25.158 24.657 0.962 0.906 0.890 0.0525 0.0933 0.1021 0.0174 0.0335 0.0259
PUT 28.232 23.603 24.599 0.954 0.871 0.898 0.0415 0.1028 0.0940 0.0176 0.0384 0.0254
Ours 30.316 25.807 24.056 0.964 0.911 0.900 0.0368 0.0708 0.0968 0.0179 0.0324 0.0289
EC Places2 23.248 19.236 20.778 0.843 0.661 0.742 0.1317 0.2474 0.1792 0.0310 0.0636 0.0467
CTSDG 19.262 19.055 22.206 0.798 0.687 0.786 0.1734 0.2430 0.1922 0.0546 0.0628 0.0388
ICT 22.794 18.257 20.097 0.834 0.624 0.725 0.1170 0.2247 0.1729 0.0357 0.0737 0.0537
MAT 23.982 18.882 21.421 0.861 0.672 0.770 0.1485 0.2553 0.1955 0.0326 0.0690 0.0480
PUT 22.830 17.953 20.914 0.843 0.653 0.783 0.0808 0.2114 0.1419 0.0276 0.0666 0.0426
Ours 23.971 19.582 20.605 0.872 0.742 0.765 0.0852 0.1653 0.1457 0.0270 0.0471 0.0456
EC Thangka 22.880 20.615 20.378 0.780 0.695 0.683 0.1387 0.2218 0.2241 0.0349 0.0454 0.0505
CTSDG 24.180 21.874 21.615 0.832 0.767 0.754 0.1076 0.1777 0.1879 0.0282 0.0366 0.0420
ICT 23.787 22.073 21.171 0.851 0.812 0.799 0.0956 0.1333 0.1497 0.0393 0.0430 0.0495
MAT 23.111 21.197 20.731 0.806 0.749 0.732 0.0933 0.1293 0.1506 0.0316 0.0389 0.0468
PUT 27.858 26.460 25.576 0.928 0.919 0.905 0.0402 0.0467 0.0635 0.0194 0.0222 0.0267
Ours 30.064 29.260 27.811 0.962 0.956 0.947 0.0209 0.0246 0.0352 0.0181 0.0189 0.0226

Table 3  Quantitative ablation 
analysis of the proposed method 
on the custom thangka dataset

Bold markings signify the optimal performance on the assessment

Types Components PSNR/dB↑ SSIM↑ LPIPS↓ MAE↓

Variant 1 + Convolutional Encoder 25.792 0.901 0.0583 0.0335
Variant 2 + Standard Transformer 25.938 0.904 0.0560 0.0254
Variant 3 + Serial CSWin Transformer Module 27.318 0.924 0.0403 0.0225
Variant 4 − Multi-scale Feature Guidance Module 21.453 0.781 0.1227 0.0643
Variant 5 + Convolutional Guidance Module 26.650 0.913 0.0509 0.0234
Our Proposed Complete Architecture 28.165 0.948 0.0292 0.0209
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1 exhibits a lack of coherence between the damaged area 
and its surroundings, with noticeable variations in bright-
ness and skin tone across the subject’s arms, face, and 
chest. Both Variant 2 and Variant 3 reveal inconsistencies 
in the size of beads held by the figure, introducing artifacts 
into the restoration. As seen in Fig. 10e, the absence of the 
multi-scale feature guidance module leads to a reduction 
in local informative details, with the figure’s fingers being 
influenced by the surrounding blue background, and the 
edges of the eyes appearing distorted with unnatural tran-
sitions. Figure 10g validates the effectiveness and superi-
ority of our proposed CDCT algorithm in tackling images 
with complex color schemes, demonstrating that it yields 
more realistic and logically coherent repair outcomes.

In the first-stage network, our proposed CDCT model 
embeds continuous features into a discrete space of finite 
size, comprised of k-code vectors. This section conducts 
an ablation study to investigate the impact of the num-
ber of code vectors (k) in the codebook on model perfor-
mance. Table 4 illustrates that a codebook size of 1024 
on the thangka dataset yields better results, proving more 
effective in enhancing reconstruction quality rather than 
suggesting that larger codebook vectors inherently lead to 
more reasonable data compression.

This study undertook five experimental groups to ascer-
tain the optimal hyperparameters for the number of atten-
tion heads and the embedding dimension. It was found that 
setting the number of attention heads in the PCT module to 
8 and the embedding dimension to 512 enabled the model 
to more effectively capture long-range dependencies in the 
input sequences, significantly improving across all four 
evaluation metrics, while also avoiding an excessively high 
embedding dimension that would increase the computational 
burden of the model, as shown in Table 5.

4.5  Analysis of computational overhead

To comprehensively evaluate the computational cost of our 
proposed method, this section conducts a comparative analy-
sis of the CDCT method against others in terms of parameter 

count, memory consumption, and inference time. We uti-
lized the same experimental environment and datasets to 
ensure fairness in the comparison. In Table 6, “Total par-
ams” denotes the total number of parameters in the network 
models, including trainable and non-trainable parameters. 
“Total memory” indicates the amount of GPU memory 
space occupied during the testing phase of each method. 
“Runtime” refers to the time required by each method to 
restore a single image.

The results in Table  6 demonstrate that our CDCT 
method, when pitted against state-of-the-art methods 
employing Transformer architectures (such as ICT, MAT, 
PUT), not only exhibits a more streamlined parameter design 
but also significantly reduces memory footprint. Compared 
to MAT, our approach decreases the parameter count by 16% 
and slashes the GPU memory cost by 11%. When tackling 
the task of restoring a single image, our method also con-
sumes less time.

5  Conclusion

This paper presents a novel image inpainting method that 
synergizes discrete codebooks with transformers, incorpo-
rating several distinctive design innovations. Firstly, a lin-
ear residual encoder replaces convolutional downsampling, 
enabling independent encoding of feature blocks to prevent 
cross-information interference. Unlike typical inpainting 
models, our approach employs a codebook to discretely 
encode intermediate model features. Secondly, to mitigate 

(a)Input (b) Variant 1 (c) Variant 2 (d) Variant 3 (e) Variant 4 (f) Variant 5 (g)Our (h)GT

Fig. 10  Analysis of visual effects for individual components of the CDCT model (color figure online)

Table 4  Impact of different codebook sizes on model performance

Bold markings signify the optimal performance on the assessment

Codebook 
Sizes (k)

PSNR/dB↑ SSIM↑ LPIPS↓ MAE↓

512 26.033 0.839 0.0491 0.0250
1024 27.868 0.889 0.0311 0.0208
2048 26.889 0.868 0.0414 0.0216
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information loss in Transformers, the input is not the dis-
crete tokens (indices), but rather the features outputted by 
the encoder, while the discrete tokens solely serve as the 
Transformer’s output. Moreover, the design of the parallel 
CSwin transformer module enhances the accuracy of token 
prediction while reducing parameter count. An additional 
multi-scale feature guidance module is then incorporated 
into the decoder, effectively preserving local details in non-
damaged areas and restoring details from the encoder’s 
quantized output. Extensive experimentation across repre-
sentative tasks validates the CDCT method’s capability to 
handle color-diverse, semantically rich thangka images, as 
well as effectively repair various defects in natural images. 
Through meticulous ablation studies, the efficacy of the pro-
posed model design is demonstrated.

While our method has achieved notable success in deal-
ing with large occlusion regions and complex scenes, there 
remain certain limitations. Specifically, given our reliance 
on patch-level feature representations, the model is prone 
to being influenced by distracting information from the 
known background areas during the restoration process. For 
instance, when restoring the stamens of flowers in Fig. 7, 
the model can be interfered with by the features of adjacent 
petals, leading to overly smoothed restoration results lack-
ing in detail. Similarly, when handling roads on grasslands 
in Fig. 7, due to the interference of grassland environmental 
features, the model struggles to precisely define and recover 
the boundaries of the road.
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