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Abstract
The generation of painting steps can help people understand how artistic works are created and assist beginners in learning 
through copying. However, this task faces significant challenges: achieving the generation of clear and plausible intermediate 
painting steps while maintaining consistency with the real painting process. Existing related research mainly focuses on 
generating painting steps for oil painting using brush stroke rendering methods. However, such approaches often result 
in significant discrepancies between the generated process and the real painting process, making it challenging to reflect 
the principles and techniques of painting accurately, and they are not applicable to Chinese painting. To better address 
the issue of generating painting steps for Chinese painting, we propose “Intelligent-paint”. First, considering the unique 
painting principles of Chinese painting, we interpret the painting process as a mapping from the final artwork to a series of 
intermediate painting stages. To ensure the quality of the generated intermediate stages, we use a generator based on Vision 
Transformer (Vit) for this mapping process. We enhance the image generation quality by adversarial learning with a real/
fake discriminator. In addition, to capture the characteristics of Chinese painting, such as void and brush strokes, we employ 
void loss constraint and brush stroke loss constraint to ensure consistency with the features of Chinese painting. To ensure 
the coherence between the generated painting sequence and the real painting process, we employ a sequence discriminator 
to constrain the generated painting sequence. Expert evaluations and quantitative assessments indicate that our method 
outperforms existing approaches. Through ablation experiments and applicability evaluations, our method demonstrates 
strong rationality and applicability, providing significant assistance to beginners in learning Chinese painting.

Keywords Chinese painting · Vision transformer · Painting steps · Image generation

1 Introduction

Painting is an important artistic form of human expression 
that has evolved over thousands of years, gradually devel-
oping various techniques for visual representation from its 
earliest cave drawings. Human painters often require exten-
sive learning and practice to master this skill. Is it possible 
for machines or artificial intelligence agents to learn and 
master this human skill? Research on intelligent painting 
agents can enhance people’s understanding of painting, help-
ing them comprehend how exquisite art pieces are created 
and reducing uncertainties for beginner painters during their 
self-learning process.

Intelligent painting agents refer that, given a specified 
image input, generate realistic and plausible painting pro-
cesses. This area of research is fraught with challenges. First, 
painting is a highly complex and specialized skill, where 
different painting styles and types possess different methods 
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and principles. Particularly, in the context of Chinese paint-
ing, artists seek a delicate balance between realism and artis-
tic expression to achieve a distinctive artistic conception, 
using specific perspectives and techniques for visual expres-
sion. Second, unlike video generation or prediction tasks 
in traditional computer vision research, painting involves a 
diverse array of subjects. For instance, when creating art-
works depicting still life or human figures, artists may adopt 
various drawing strategies. In addition, inferring the possible 
painting process solely from the final artwork lacks neces-
sary temporal and motion information. Moreover, human 
painters often employ editing and retouching techniques 
during the creative process, introducing extra uncertainty 
for machine learning. Finally, real painting processes are 
not linear; artists may pause and resume their work, lead-
ing to personalized approaches that defy capturing common 
underlying patterns.

Existing research on painting process generation can 
be divided into two categories: stroke-based rendering 
methods [1] and pixel-based video prediction methods [2]. 
Stroke-based rendering methods are the most commonly 
used approaches for generating painting processes. These 
methods imitate the real painting process by decomposing 
the input image into a series of coarse-to-fine strokes. The 
challenge lies in generating stroke decompositions of vary-
ing granularity and producing authentic brushstrokes. While 
existing studies have made considerable progress, these 
methods assume a priori that painting processes involve a 
transition from coarse-to-fine strokes and do not consider the 
sequential order of brushstrokes in real painting processes. 
As a result, although these methods can generate logically 
consistent drawing processes for oil paintings, they exhibit 
significant differences when applied to painting forms such 
as watercolor or traditional Chinese painting, where brush-
stroke variations are minimal. Video prediction methods for 
generating painting processes are a relatively new research 
area. Zhao et al. [3] utilized CVAE [4] to learn pixel varia-
tions in oil painting processes and synthesized painting pro-
cess sequences that align with real painting processes using 
a temporal sequence oil painter. This method interprets the 
painting process as pixel variations from a blank canvas to 
the final painted image. Although it can generate seemingly 
reasonable drawing processes, it suffers from high computa-
tional complexity, limited output image size (e.g., 64 × 64 ), 
and the inability to capture brushstroke variations, resulting 
in a tremendous gap from real painting processes.

We propose a novel painting step generation approach 
based on the Vit generator of a generative adversarial 
network (GAN) [5] to generate a sequence of painting steps 
that both maximizes the preservation of realistic painting 
brushstrokes and adheres to authentic painting processes. 

We interpret the Chinese painting process as a mapping from 
the final artwork to a series of intermediate stages, where we 
specify the drawing stage labels and generate corresponding 
stage images from the final artwork. Our generator accepts 
two conditional inputs: the stage labels and the final artwork. 
We employ a discriminator similar to PatchGANs [6–8], 
capable of producing two different outputs based on the 
settings of the output layer, one for judging the authenticity 
of the input image and the other for predicting its 
corresponding stage label. The adversarial interplay between 
the discriminator and generator encourages the generator to 
produce more realistic and coherent intermediate images that 
align with the painting stages.

Unlike traditional GANs, our ViT-based Unet [9] 
generator achieves better image generation quality. To 
address the unique characteristics of Chinese painting, 
such as void and brushstroke techniques, we use specific 
constraints to generate more authentic images. For void, we 
utilize adversarial loss combined with L1 loss to generate 
images that resemble real effects and leave appropriate areas 
blank. For brushstroke constraints, similar to the method 
used by He et al. [10], we employ a pre-trained holistically 
nested edge detector [11] to impose loss constraints on 
the edge effects of generated and real images, ensuring 
the generated images closely match the brushstroke edges 
in real Chinese paintings. We compare our method with 
brush rendering-based methods, video prediction-based 
methods, and other generator-based GANs. The quantitative 
evaluations, qualitative assessments, and expert evaluations 
consistently demonstrate the superiority of our proposed 
method across multiple metrics. Our main contributions can 
be summarized as follows:

(1) We propose a new approach for generating painting 
steps, tailored to the characteristics of Chinese painting, 
including blank space and brushstroke techniques. This 
approach enables the generation of realistic and reasonable 
image painting processes while preserving authentic 
brushstrokes. (2) We employ a ViT-based generator method 
for image generation, extending the research from single-
image domains to multi-target domains in image generation. 
(3) Through experiments, we demonstrate that our method 
can generate authentic painting steps and, to some extent, 
assist beginners in the process of learning painting.

The remainder of this paper is organized as follow. 
Section  2 summarizes related works. We analyzed the 
technical characteristics of Chinese painting in Sect. 3. 
Then we present the problem overview and the details of our 
methods in Sect. 4. The evaluation method of our solution 
and results are presented in Sects. 5 and 6 separately. Finally, 
Sect. 7 concludes our work.
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2  Related work

2.1  Research on reasoning the painting process

2.1.1  Stroke‑based rendering methods

Existing researches on painting process generation 
primarily focus on stroke-based rendering methods. 
Early works in this field concentrated on stylizing real 
images through abstract strokes [1, 12–15]. Typically, 
these methods process real images using an ordered 
set of strokes, controlling the color, shape, size, and 
direction of individual strokes. Subsequently, researchers 
began simulating painting processes by controlling the 
appearance order and timing of strokes within the image. 
Fu et al. [16] generated realistic painting processes for 
line sketches by controlling the visibility order of strokes 
based on painting cognition mapping. Similarly, Fan et al. 
[17] decomposed the strokes in traditional Chinese ink 
paintings and used a natural evolution strategy to determine 
the order of brushstroke appearance, producing realistic 
painting processes. These stroke order-based painting 
process generation methods require the construction of 
specialized libraries of fundamental brushstrokes and 
rules, which involves considerable time and effort for 
decomposition and encoding of the original artwork. With 
the development of machine learning techniques, stroke 
order can be automatically optimized in a self-supervised 
or semi-supervised manner. Kevin et al. [18] employed 
self-supervised deep neural networks to learn the 
mapping between paintings and brushstrokes, providing 
a foundation for image-to-brushstroke decomposition. 
Huang et al. [19] used a reinforcement learning-based 
method to determine the position and color of each 
stroke and made long-term plans to decompose texture-
rich images into strokes. Jaskirat et al. [20] introduced 
a semantic segmentation module based on reinforcement 
learning to recognize foreground and background elements 
in the image, generating more realistic painting processes. 
However, reinforcement learning has the characteristics 
of unstable training and low efficiency, limiting its 
universality and practicality [21].

Zou et  al. [22] reformulated stroke prediction as 
a “parameter search” process, distinct from previous 
stroke-based rendering methods that employed stepwise 
greedy search [12, 23], recurrent neural networks [24], 
or reinforcement learning [19, 25–27]. This method 
maximizes the similarity between the input and rendered 
output in a self-supervised manner. Zheng et  al. [28] 
employed self-supervised learning to map brushstrokes to 
the final image, generating painting processes for images 
such as doodles and handwritten characters. This method 

is more efficient compared to reinforcement learning-based 
methods. Liu et al. [21] proposed a novel Transformer-
based framework for predicting stroke set parameters.

While stroke-based rendering methods transfer 
high-level cognitive painting knowledge to intelligent 
agents and generate planning processes consistent with 
human cognition to some extent, their assumption that 
decomposed brushstrokes align with the actual brushstroke 
variations in real painting processes is challenging to meet. 
Therefore, existing methods simulate painting processes 
by transitioning from coarse-grained to fine-grained stroke 
variations. Consequently, the generated painting processes 
differ significantly from real ones and are applicable only 
to certain painting types with significant brushstroke 
variations, such as oil paintings and tapestries [22].

2.1.2  Pixel‑wise prediction methods

If stroke-based rendering methods operate in a higher 
level cognitive dimension of painting process knowledge, 
pixel-wise prediction for painting process generation works 
at a more foundational level of knowledge reasoning. 
Compared to stroke-based rendering methods, pixel-
based prediction methods retain more original painting 
knowledge information and align more closely with real 
painting steps but introduce challenges such as increased 
computational complexity and less discernible cognitive 
features. Zhao et al. [29] employed CVAE-based learning 
for painting process modeling and optimized the generated 
painting process sequences through sequence optimization. 
This method achieves expected results for oil paintings 
and watercolor paintings. However, it has limitations: due 
to computational constraints, the input and output image 
sizes are only 50 × 50 , and the generated process sequences 
exhibit significant variations only in the early frames, 
making it difficult to observe distinct differences in later 
frames.

In our method, we preprocess real painting data based 
on expert knowledge, aiming to retain as much information 
about authentic brushstrokes as possible while achieving 
brushstroke stacking orders consistent with real painting 
processes.

2.2  Image generation research

Painting process generation can be understood as an 
image generation task that generates time-series images 
by inputting final paintings. Therefore, we also need 
to review the related research on image generation. 
With the continuous development of deep learning 
technology, significant progress has been made in image 
generation tasks, achieving the ability to generate visually 
indistinguishable fake images. Early deep neural network 



 Z. Wang et al.112 Page 4 of 17

image generation methods focused on autoregressive 
models, and autoregressive models such as PixelRNN [30] 
and PixelCNN [31] achieved good experimental results. 
However, autoregressive models have drawbacks such as 
high computational cost and unsuitability for generating 
large-sized images. Variational autoencoder (VAE) 
models, which adopt an encoder–decoder structure and 
generate images by sampling from a latent vector following 
a Gaussian distribution, have become popular image 
generation algorithms. VAE models are easy to converge 
and computationally efficient compared to autoregressive 
models, but they suffer from image blurriness. Subsequently, 
the introduction of generative adversarial networks (GANs) 
greatly promoted the development of image generation 
research. GAN models optimize the quality of generated 
images through the continuous adversarial optimization 
between the generator and discriminator. GAN models can 
generate realistic large-sized images and achieve diverse 
image generation tasks by employing different generator 
and discriminator settings, obtaining impressive generation 
results. These tasks include text-to-image generation, 
image-to-image translation, and cross-domain image 
transformation. Although GANs have limitations in terms 
of limited generation diversity and training instability, GAN-
based image generation methods remain the mainstream 
solution in image generation tasks and have evolved into 
many domain-specific image generation and processing 
studies. Recently, the remarkable progress of attention 
mechanisms and Transformer-style architectures in natural 
language processing has drawn attention to their potential in 
the field of image generation, leading to extensive research 
on Vision Transformers. Compared to traditional CNN-
based generation models, Transformers can more effectively 
capture non-local patterns, which are common in nature 
[9]. The applications of Transformers in computer vision 
were introduced in [32], while recent work has shown that 

a CNN–Transformer hybrid can achieve better performance 
[33, 34]. Diffusion models [35], a class of likelihood-
based models with a stationary training objective, can 
obtain better sample quality than state-of-the-art GANs. 
Although diffusion models represent a promising direction 
in generative modeling, they are slower than GANs during 
sampling due to multiple denoising steps (thus forward 
propagation). Furthermore, in scenarios with relatively 
small-scale data, GANs still have advantages in terms of 
training and inference time while ensuring image generation 
quality.

3  Technical characteristics of Chinese 
painting

Before undertaking the intelligent generation of Chinese 
painting processes, a brief analysis and summary of Chi-
nese painting are necessary. Unlike other types of artworks, 
Chinese painting possesses unique drawing techniques and 
expressive methods, as shown in Fig. 1. One prominent fea-
ture is the extensive use of void in Chinese paintings, leaving 
significant areas of the composition unpainted. In addition, 
the brushstrokes in Chinese painting differ significantly from 
those in oil painting and other styles. Moreover, Chinese 
painting often employs a flat perspective rather than the real-
istic perspective sought in Western art.

There are numerous books and studies that analyze and 
introduce Chinese painting techniques throughout history, 
with Xie He’s “Guohuapinlu,” proposed during the Southern 
Dynasty of China, being a classic example. He advocated 
a systematic approach to painting, emphasizing drawing 
according to different parts and shapes of the subject, 
followed by color filling based on the subject’s various 
colors. Similarly, other literature [36, 37] also highlights 
that the drawing order in Chinese painting is influenced 

Fig. 1  Void space and unique 
brushstrokes in Chinese paint-
ings
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by factors such as shape, shadow, color, and semantics. 
After summarizing relevant literature and consulting with 
Chinese painting experts, we can outline the main principles 
of meticulous brushwork flower painting in Chinese painting 
as follows:

Shape: Chinese paintings are drawn based on the differ-
ent shapes of the objects. For instance, leaves with similar 
shapes are drawn together, and petals with similar shapes are 
drawn together. Color: objects of the same color are usually 
drawn together to reduce the need for frequent ink changes. 
For example, green leaves and branches are typically drawn 
together, followed by the drawing of petals in different 
colors. Darker colors are usually drawn first, followed by 
lighter ones. Position: objects with close proximity are usu-
ally drawn together in the drawing order. Moreover, there is 
a general tendency to draw from the center to the periphery, 
and from major elements to minor details. Importance: the 
main theme elements are generally drawn first, with details 
or decorative parts drawn subsequently. The above principles 
may sometimes conflict with each other, and there is no strict 
hierarchy of priority. As long as the drawing order adheres 
to one or more of these principles, we consider the process 
to be reasonable and compliant with the specifications. Fig-
ure 2 shows the actual drawing process of Chinese painting.

In traditional research on painting process generation, 
two main approaches are stroke-based rendering methods 
and pixel-wise prediction methods. Stroke-based rendering 
methods are suitable for painting types with distinct stroke 
segmentation, such as oil paintings, but they are not well-
suited for realistic paintings like watercolor paintings, and 
the stroke segmentation process differs significantly from 
real painting processes, as shown in Fig.  2. Pixel-wise 
prediction methods can generate more diverse variations in 
the image, with richer granularity. However, their generated 
painting processes are non-linear (with significant changes 
in the early stages and less noticeable changes in the later 
stages), which does not effectively reflect painting techniques 
and principles. To generate realistic and reasonable image 
painting processes while preserving authentic brushstrokes, 
we propose a new pixel-wise prediction method for painting 
step generation. We decompose the real painting process into 

a series of intermediate stages based on expert knowledge. 
Each drawing stage corresponds to a unique label. During 
model inference, given the final artwork and stage labels 
as input, the model generates the final painting process 
sequence. This knowledge-based learning approach allows 
the painting agent to generate realistic painting process 
sequences while ensuring that the painting sequences adhere 
to painting principles.

4  Method

4.1  Problem overview

Painting process varies greatly depending on the materials 
used, the subject of the painting, and the artist’s painting 
habits. For example, some artists prefer to complete their 
work quickly, while others prefer to spend a long time 
refining their pieces. It is challenging to enable machines 
or intelligent agents to master this complex process. Our 
goal is to enable intelligent agents to generate drawing steps 
that closely resemble real painting processes. As mentioned 
earlier, painting processes are diverse, and our objective is 
not to generate all possible painting processes but rather 
to generate a reasonable and consistent painting process 
that adheres to painting principles and habits. Therefore, 
our research question can be summarized as follows: given 
or inputting an artwork to an intelligent agent, how can 
we generate an image sequence that approximates the real 
painting process? In other words, how can we transform a 
single image into a sequence of target images, ensuring the 
coherence between the target image sequences?

Assuming we have a completed artwork represented as 
the mathematical formula: xT  , our goal is to infer the 
previous creative sequence as a sequence of formulas: 
x1, x2,… , xT−1 . If we have real painting video sequences 
obtained based on expert knowledge represented as the set 
of formulas: 

{
X(i) = xi

1
, xi

2
… , xi

T (i)

}
 , we first construct the 

mapping model from the xT to the previous x1, x2,… , xT−1 
frame by frame: G:{xT , c1

}

→ x1,G:
{

xT , c2
}

→ x2,… ,G:
{

xT , c(T−1)
}

→ xT−1 , 

Fig. 2  Comparison of the painting process between Chinese painting and Western painting. Chinese paintings usually draw different parts of the 
object one after another, while Western paintings usually use the background–foreground layered drawing strategy
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where different input labels ci are used to distinguish each 
mapping. During the training process, the model parameters 
are adjusted by learning from all video data. During testing, 
the trained model combined with different labels is used to 
achieve the image translation from the final artwork to each 
frame before it.

4.2  System framework

Our model architecture is illustrated in Fig. 3, consisting 
primarily of three components: the generator, the 
discriminator, and the brush stroke constraint. The generator 
takes the final artwork and specified painting stage labels as 
input to output corresponding stage images of the painting 
process. It generates a sequence of continuous stage images 
based on a series of consecutive stage labels. Unlike 
traditional generators using CNN, our generator adopts the 
ViT-Unet architecture, incorporating attention mechanisms, 
enabling our model to produce better image results. Detailed 
design aspects of our model will be discussed in the 
following section.

The discriminator adopts the PatchGAN structure, 
configured to simultaneously discriminate the realness 
of input images and classify their corresponding painting 
stage labels. We refer to these classifiers as Dsrc and Dcls , 
respectively. It should be noted that Dcls inputs a real 
drawing stage image and corresponding stage label each 
time. By sequentially learning the input of a complete 
drawing process, Dcls has the ability to distinguish the entire 
drawing process. The dual discriminator structure ensures 
that the generator not only produces realistic images but 
also maintains the correlation and distinction between the 
generated painting stage image sequences, aiming to closely 
resemble authentic painting processes. To address the unique 
characteristics of Chinese painting, such as blank space and 
distinctive brushstrokes, we supervise the generator using 

both Void constraint and brush stroke constraint to generate 
more authentic images.

For the blank space constraint, we apply L1 loss to 
constrain the generated images to their corresponding real 
images, as L1 loss produces clearer details compared to L2, 
ensuring that the images generate white blank areas in the 
correct positions. For the brush stroke constraint, we use a 
pre-trained holistically nested edge detector to extract edge 
features from both real and generated images. By imposing 
the edge feature loss constraint, we encourage the generator 
to better preserve the authentic brushstroke effects during 
image generation.

Regarding the generation of painting steps, it is essential 
not only to produce realistic intermediate images but also to 
ensure that the generated image sequences are both intercon-
nected and independent. Specifically, for a certain intermedi-
ate stage image, the content already drawn in the previous 
stage’s drawing image should be completed in this stage, 
and this stage’s image should continue based on the previous 
stage’s work. In other words, the content in the intermediate 
stage image should be more than the previous stage and less 
than the following stage. We achieve this objective through 
an adversarial interplay between the generator and the dis-
criminator’s stage label classification. The generator needs 
to adversarially confront Dsrc , making it difficult to discern 
whether the generated images are real or fake to improve 
image generation quality. In addition, the generator needs to 
continuously engage with Dcls to ensure that the discrimina-
tor’s output stage labels align with the original input stage 
labels, ensuring that the generator can produce stage images 
that comply with authentic painting processes. Through this 
design, during testing, we only need to input the final paint-
ing and the stage label of each stage into the generator G, 
and then the serialized drawing process can be output, and 
the continuity and consistency of the sequenced drawing 
process can be ensured.

Fig. 3  Schematic diagram of intelligent-paint
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4.2.1  Generator model architecture

Our generator model adopts a UNet-Vit structure similar 
to UVCGAN [9]. The generator consists of a UNet [38] 
with a pixel-wise Vision Transformer (ViT) [32] at the 
bottleneck. UNet was originally designed for medical 
image segmentation, using an encoder–decoder structure 
with a U-shape. Compared to earlier models like Fully 
Convolutional Networks, UNet employs skip connections 
for feature map fusion, enabling the capture of more image 
features.

In the traditional UNet model, the encoder path extracts 
features from the input through four convolutional layers 
and downsampling. The features extracted at each layer 
are passed through skip connections to the corresponding 
layers in the decoder path, with the bottom-level features 
also being passed to ViT. We assume that skip connections 
are effective in transferring high-frequency features to the 
decoder, while ViT provides an effective method for learning 
paired relationships of low-frequency features.

On the encoder path of UNet, the preprocessing layer 
transforms the image into a tensor with dimensions 
(w0, h0, f0) . The tensor undergoes halving of width and 
height at each downsampling block, while the feature 
size doubles in the last three downsampling blocks. 
The output from the encoder path, with dimensions 
(w, h, f ) = (w0∕16, h0∕16, 8f0) , serves as the input to the 
pixel-wise ViT bottleneck.

Our generator model details are shown in Fig. 4. The 
pixel-wise ViT mainly consists of a stack of Transformer 
encoder blocks [39]. To build the input for the stack, ViT 
first flattens the encoded image along the spatial dimensions 
to form a token sequence. The length of the token sequence 

is w × h , and each token in the sequence is a vector of length 
f. It then concatenates each token with a two-dimensional 
Fourier positional embedding of dimension fp [40] and 
linearly maps the result to a dimension of fv . To enhance 
the convergence of Transformers, we adopt the rezero 
regularization scheme [41] and introduce a trainable scaling 
parameter � , which adjusts the size of the non-trivial branch 
of the residual block. The output of the Transformer stack 
is projected back to size f and is not attenuated to have 
width w and height h. In this study, we use 12 Transformer 
encoder blocks and set f , fp, fv = 384 , and fh = 4fv for the 
feed-forward networks in each block.

4.2.2  Discriminator model architecture

Our discriminator model adopts the PatchGAN [dd1] 
structure. PatchGAN maps the input to an N × N  patch 
(matrix) X, where Xij represents the probability of each 
patch being a real sample. Taking the average of Xij values 
yields the final output of the discriminator. This encourages 
the GAN discriminator to model high-frequency structures 
while relying on an L1 term to enforce low-frequency 
correctness. To model high-frequency structures, it is 
sufficient to focus our attention on the local image patches.

We modified the PatchGAN structure by introducing two 
different branches at the output layer to separately output 
the image’s real/fake classification and the painting stage 
label classification. For Dsrc , its final output is a 4 × 4 × 1 
tensor representing the real/fake classification labels. As for 
Dcls , the number of convolution operations determines its 
output size, generating a label sequence of size T. In our 
experiments, we set T to 9. For detailed model specifica-
tions, please refer to Fig. 5.

Fig. 4  Vit-Unet generator 
framework
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4.3  Loss functions

4.3.1  Adversarial loss

We employ the GAN architecture to achieve the generation 
of target images. Therefore, we aim to make the generator 
G generate realistic images that the discriminator D cannot 
distinguish from real images. Thus, we define the adversarial 
loss as follows:

Here, G generates the target image G(x, c) based on the 
input painting image xt and the label information c, while D 
attempts to discriminate between real and generated images. 
Dsrc(x) represents the probability distribution of D’s output. 
The generator G tries to minimize this objective, while the 
discriminator D tries to maximize it.

4.3.2  Label classification loss

Given the input painting image xT and the target domain 
label ci , our goal is to generate the target domain image x̄i 
that can be correctly classified by the discriminator and 
assigned the label ci . Since the discriminator needs to cor-
rectly classify both real and generated images, we need to 
compute the classification loss separately for real and gener-
ated images.

For the classification loss of real images, it is defined as:

(1)Ladv = �x[logDsrc(x)] + �x, c[log(1 − Dsrc(G(x, c)))]

Here, Dcls(c
�|x) represents a probability distribution over 

domain labels generated by D. To minimize this objective, 
D tries to classify a real image x into its corresponding origi-
nal domain c′ . The input image and label pair (x, c�) is given 
by the training data.

As for the fake image, the loss function for domain clas-
sification is defined as:

In this case, G tries to minimize this objective to generate 
images that can be classified as the target domain c.

4.3.3  Void constraint and brush stroke constraint

Void constraint involves leaving blank spaces at appropriate 
locations on the canvas [10]. Since we employ the pix2pix 
method in our task, the adversarial loss and generative loss 
help create proper voids in the output image while preserving 
essential information from the source image.

To ensure that the generated results contain the same 
painted areas as real painting processes, we adopt the brush 
stroke constraint method proposed in Ref. [10]. This method 
utilizes a pre-trained VGG-19 feature extractor E to obtain 
the edge map of both the real image and the generated image. 
The brush stroke loss is then employed to ensure that the result 
E(G(xi)) and the real image E(xi) share similar areas. The 
brush stroke loss is defined as follows:

Here, N represents the number of elements in the edge map, 
and � is a hyperparameter used to balance the contributions 
of positive and negative examples in the loss calculation. 

(2)LT
cls

= �(x, c�)[− logDcls(c
�|x)]

(3)L
f

cls
= �(x, c)[− logDcls(c|G(x, c))]

(4)
Lbs =�x ∼ pdata(x)

[
−
1

N

N∑

i=1

(�E(x)i logE(G(x))i + (1 − �)(1 − E(x)i) log(1 − E(G(x))i))

]

Fig. 5  Discriminator model 
networks



Intelligent-paint: a Chinese painting process generation method based on vision transformer  Page 9 of 17 112

This brush stroke constraint ensures that the generated image 
captures similar brush stroke areas as seen in the real image.

4.3.4  Generation loss

For the generator G, its task is not only to generate images 
that are indistinguishable from real ones by the discriminator 
D but also to generate results that are as close to real images 
as possible. Isola et al. [8] proposed using the L1 distance 
to generate less blurry results compared to the L2 distance. 
Therefore, we use the L1 loss and define it as:

4.3.5  Overall loss

Finally, the objective functions to optimize G and D are 
written, respectively, as

�cls and �L1 are the coefficients to control the relevant loss 
weights, we use both in train and test �cls = 1 , �L1 = 10 , 
�bs = 10.

5  Experimental setup

5.1  Datasets

Due to the focus on stroke-based rendering methods in 
previous research on painting process generation, there are 
not many publicly available datasets of painting process 
videos. Only zhao [29] et al. have publicly released datasets 
of watercolor and digital painting videos. Therefore, we 
created our own painting process dataset—the Chinese Flower 
Painting Dataset (traditional Chinese painting can be divided 
into freehand painting and realistic painting, and our dataset 
mainly focuses on realistic style paintings using the technique 
of “meiguhua”).

We collected 296 Chinese flower painting process videos 
from the internet. These videos were shot from a fixed 
perspective, and the painting paper remained stationary during 
the process. The average length of the videos is 3.5 min, and 
they have a resolution of 720P or 1080P. We decomposed all 
the videos into individual frames and selected clean frames 
that only contain the painting content without any irrelevant 
objects such as the artist’s hands, painting tools, or subtitles. 
We then invited painting experts to further select frames that 
accurately reflect the painting process and maintain a linear 
progression, meaning that the degree of change between 

(5)LL1 = �(xT ,xi,ci)
[||(xi − G(xT , ci))||1]

(6)LD = −Ladv + �clsL
T
cls

(7)LG = Ladv + �clsL
f

cls
+ �L1LL1 + �bsLbs

frames is relatively consistent. During the training of our 
model, we split the entire dataset into training, validation, and 
testing sets in a ratio of 70:15:15.

Since our model requires fixed-length frame sequences 
of length T for training and testing, we selected T frames 
at regular intervals from the processed datasets for model 
training. The training was conducted using image resolutions 
of 256 × 256.

5.2  Training procedure

5.2.1  Pre‑training

In the training process of GAN networks, mode collapse 
can occur, where the generator fails to faithfully reproduce 
the target distribution of images. It has been shown that 
transfer learning in GANs is an effective approach to 
improve performance on small training datasets [42–46]. 
Therefore, before training the entire model, we performed 
pre-training on the generator. To create non-matching 
images, we tiled the 256 × 256 images into non-overlapping 
32 × 32 pixel blocks and randomly masked 40% of the 
blocks by setting their pixel values to zero. We used the 
Adam optimizer, cosine annealing learning rate scheduler, 
and standard data augmentation techniques such as small 
random rotations, random cropping, random flipping, and 
color jittering. During pre-training, we did not differentiate 
the image sequence labels, which means that the main focus 
was on training the generator to generate target images with 
specified labels in subsequent image sequence generation 
training.

5.2.2  Training for painting process image sequence 
generation

We trained the model for 50 epochs on the collected dataset. 
We used the Adam optimizer with a constant learning rate of 
0.0001 during the first half of the training, which was then 
linearly annealed to zero during the second half. We applied 
three data augmentations: resizing, random cropping, and 
random horizontal flipping. Before randomly cropping the 
images to 256 × 256 , we enlarged them from 256 × 256 to 
286 × 286.

5.3  Baselines

To comprehensively compare the performance of our 
method in painting process generation, we compared it 
with stroke-based rendering methods and pixel prediction 
methods. In addition, to test the effectiveness of our Vit-Unet 
generator compared to other generators, we also compared 
it with the performance of the pix2pix generator. Finally, 
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we used linear interpolation from a blank canvas to the final 
artwork as a baseline test.

LearningToPaint [19] is a typical method for generating 
painting process using stroke-based rendering. Learning-
ToPaint determines the position and color of each stroke 
through reinforcement learning and can decompose images 
with rich textures into strokes. LearningToPaint can be 
trained without the experience of human painters or stroke 
tracking data. Therefore, we used the author’s pre-trained 
model for comparison. In the comparative testing, we 
selected T frames of the painting process at regular intervals 
and compared them with other methods.

PaintTransformer [21] is a method that uses stroke-based 
rendering for painting process generation and has achieved 
good performance. PaintTransformer addresses the issues 
of training instability and limited applicability in traditional 
reinforcement learning-based stroke rendering methods. It 
proposes a Transformer-based framework that defines the 
painting process as a stroke set prediction problem and 
predicts the parameters of stroke sets using a feed-forward 
network. It also designs a self-training workflow that can 
be trained without any existing datasets. PaintTransformer 
has good generalization capabilities and can achieve good 
painting performance. We did not retrain PaintTransformer 
but used the best parameters provided by the authors for 
comparison. Since PaintTransformer can generate painting 
process sequences of arbitrary lengths, in the quantitative 
evaluation tests, we resized all the test images to 50 × 50 and 
compared them by selecting T frames at regular intervals.

PaintingManyPasts [29] is a pixel prediction-based 
painting process generation method. Zhao et  al. use 
a VAE model to generate intermediate images of the 
painting process and employ a sequence optimizer based 
on convolutional neural networks to make the generated 
image sequences more consistent with the real painting 
process. PaintingManyPasts has achieved good performance 
in the watercolor and digital painting datasets. For the 
Chinese flower painting dataset, we conducted retraining 
according to the author’s initial settings. It should be noted 
that PaintingManyPasts assumes a fixed output length of 
40 frames and image size of 50 × 50 . Therefore, in the 
quantitative evaluation tests, we resized all the test images to 
50 × 50 and compared them by selecting T frames at regular 
intervals.

Since our method employs the Vit-Unet generator for 
image generation, to test the effectiveness of the attention 
mechanism and compare it with traditional image-to-image 
translation tasks, we also conducted tests by replacing 
ourVit-Unet generator with the generator from the pix2pix 
method [8]. During the model training, we did not pre-
train the generator separately but trained the entire model 
for 200 epochs and selected the best-performing epoch for 
comparison.

Finally, to demonstrate the effectiveness of each method, 
we designed a linear interpolation method from a blank 
image to the final artwork as a baseline. We calculated the 
L1 pixel distance between uniformly distributed intermediate 
images as the measure of the painting process. We refer to 
this baseline method as the “inter method” and consider it 
as a quantitative lower bound for comparison.

6  Experimental results

6.1  Qualitative evaluation

The comparison of our method with various baseline meth-
ods in generating results is shown in Figs. 6 and 7. During 
the testing process, we used T=9 as the sequence length 
for painting process inference. For PaintingManyPasts, 
LearningToPaint, and PaintTransformer, as their generated 
sequence lengths are inconsistent and longer than 9, we 
selected 9 frames at regular intervals for comparison.

It can be observed that, our method generates painting 
process sequences that closely resemble the real process of 
watercolor painting and Chinese flower painting, as shown 
in Figs. 6 and 7. The Pix2Pix method generates painting 
process sequences with unclear region boundaries and 
color distortions. The PaintingManyPasts method fails to 
accurately reflect the painting order of different regions in 
the process, resulting in color blurriness and unrealistic 
painting processes. Although the LearningToPaint and 
PaintTransformer methods can generate seemingly 
reasonable painting processes, the variations in strokes 
deviate significantly from real painting processes, and 
they fail to reflect the order of painting different regions. 
Therefore, from a visual perspective, our method 
demonstrates superior performance in the tested paintings.

6.2  Expert evaluation

As painting is a professional skill that requires expertise and 
knowledge, we invited 20 painting experts to evaluate the 
generated images and the rationality of the painting pro-
cess using a five-point Likert scale for each criterion. All 
the painting experts have received education and practical 
experience in Chinese painting. For the 6 different model 
methods, we randomly selected 10 images from the test 
set for evaluation by the painting experts, and each expert 
evaluating 60 test images. From the expert evaluation results 
in Table 1, we can see that our method outperforms exist-
ing methods both in terms of image generation quality and 
rationality of the rendering process.
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6.3  Quantitative evaluation

6.3.1  Evaluation metrics

Fréchet inception distance (FID) [47], structural similarity 
index (SSIM) [48], and peak signal-to-noise ratio (PSNR) 
[49] are commonly used metrics for evaluating the image 
generation quality in various image generation tasks. 
FID measures the similarity between two sets of images 
based on the statistical similarity of their computer vision 
features, which are calculated using the Inception v3 image 
classification model. A lower FID score indicates greater 
similarity between the image sets, with a score of 0.0 
representing identical images. PSNR is another metric used 
to measure image quality. It is based on mean squared error 
(MSE) and is commonly used to represent the distortion 
level of images. Higher PSNR values indicate better image 
quality, typically categorized as follows: PSNR > 40 dB: 
excellent image quality (very close to the original image); 
30–40 dB: good image quality (perceptible distortion but 
acceptable); 20–30 dB: poor image quality; below 20 dB: 
unacceptable image quality. SSIM measures the similarity 
between two images by calculating their luminance, contrast, 
and structure, and it produces values between 0 and 1, with 
higher values indicating greater structural similarity between 

the images. We use the above three metrics to evaluate the 
image quality of our model.

From the metrics in Table 2, it can be seen that our 
method outperforms other methods in terms of image quality 
across multiple dimensions. Although these metrics can 
evaluate the quality of generated images, some researchers 
have pointed out that for stochastic tasks, comparing 
synthesized results to a “ground truth” is ill-defined [8, 50]. 
Therefore, we adopted the evaluation strategy used by zhao 
et al. to evaluate PaintingManyPasts. The first method is 
called Best Result Distance (lower is better): for all the test 
results, the most similar results were selected to calculate 
the L1 distance to the corresponding real videos. A lower 
distance indicates more realistic results. Another method 
is called Best Painting Change Shape Similarity (higher 
is better): for the test results, the real change shape was 
compared to the most similarly shaped change synthesized 
by each method, measured by intersection-over-union (IOU). 
This metric captures whether a method paints in similar 
semantic regions to the artist.

From the evaluation results in Table 3, it can be observed 
that our method achieves superior image generation quality 
and closer resemblance to the real painting process com-
pared to other methods.

Fig. 6  Comparison of the quality of our method and other methods in the Chinese painting process
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6.4  Interpretation of attention

Since we use the Vit-Unet structure with attention mecha-
nism in the bottleneck of the generator, visualizing the atten-
tion mechanism can help understand its role in the process. 
We visualized the 12 Transformer encoder blocks in the 
pixel Vit. When multi-head attention is used, each head 
produces an attention matrix. For simplicity, we averaged 
the attention weights over all heads and target tokens for 
each block in the Transformer encoder stack. We generated 
a heatmap as follows: reshaped a feature vector to a square 
of size 16 × 16 , upscaled it 16 times to match the dimension 
of the input image, and then applied a Gaussian filter with 
� = 16. The results are shown in Fig. 8. It can be seen that 

Fig. 7  Comparison of the quality of our method and other methods in the Chinese painting process

Table 1  Comparison results with expert evaluation of existing paint-
ing step generation methods

Methods Image quality ↑ Drawing 
process ↑

LearningToPaint  3.2 2.6
 PaintTransformer 3.4  2.8
PaintingManyPasts  1.6  1.8
Pix2Pix method  2.2  3.2
Inter method  0.5  0.1
Our method  3.5↑  4.2↑

Table 2  Quantitative image quality comparison with existing painting 
step generation methods

Methods FID ↓ SSIM ↑ PSNR ↑

LearningToPaint 320.42 6.75 0.11
 PaintTransformer 140.83 14.32 0.27
PaintingManyPasts 150.45 10.91 0.21
Pix2Pix method 164.78 15.14 0.31
Inter method 132.14 14.53 0.39
Our method 130.27 15.48 0.42

Table 3  Drawing step quantitative evaluation results

Methods L1 ↓ Chang IOU ↑

LearningToPaint  0.85  0.15
 PaintTransformer  0.82  0.14
PaintingManyPasts  0.94  0.14
Pix2Pix method  0.68  0.32
Inter method  0.82  0.1
Our method  0.16  0.54
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for Chinese flower painting, the attention is mainly focused 
on the composition elements of the flowers’ petals, leaves, 
and stems. This is consistent with the principle of painting 
different parts based on their locations.

6.5  Ablation study

We proposed two essential constraints to deal with voids and 
brush strokes. Since the void constraint is the combination 
of generative adversarial loss, which cannot be ablation from 
the complete network, we focus on evaluating the impor-
tance of brush stroke constraint. We, therefore, train two 
variant networks, one for void constraint only, the other for 
void and brush stroke constraints.

We show the results of ablation study experiments in 
Fig. 9. For the parts with complex strokes, the method with 

the brush stroke constraint can better present the delicate 
strokes (e.g., the black boxes in the figure).

To more accurately detect the differences in image gen-
eration performance between two different loss settings, 
we utilized FID, SSIM, and PSNR metrics to measure the 
results of different methods on the test set. In addition, we 
invited 20 painting experts to subjectively rate the generated 
images from different methods using a 5-point Likert scale 

Fig. 8  Visualization results of the attention mechanism

Fig. 9  Visual quality comparison of different variants of our method

Table 4  Image quality evaluation results under different loss con-
straints

Methods FID ↓ SSIM ↑ PSNR ↑ Experts score ↑

Void + brush stroke  167.31  15.33 0.29 4.1
 Only void  132.25  15.58 0.46 3.6
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to determine their closeness to real paintings (higher scores 
indicating better results). The evaluation results are shown 
in Table 4. From the results in the table, it can be observed 
that the image quality of the generated pictures decreased 
when the brush stroke constraint was removed, as reflected 
by various evaluation metrics and methods. In other words, 
both blank space and brush stroke constraints effectively 
enhance the quality of Chinese painting image generation.

6.6  Model utility evaluation

6.6.1  Painting sequence length test

Our model can generate painting processes with (T-1) 
frames. In theory, as long as there is a sufficiently long 
training dataset, T can be any value. To investigate the 
generalization performance of the model, we tested 
the training time and output quality of the model with 
different T values. Since the methods of LearningToPaint 
and PaintTransformer are based on stroke rendering and 
can be trained without the need for a dataset, comparing 
them is not meaningful, so we did not include them in the 
comparison. PaintingManyPasts can theoretically generate 
painting sequences of unlimited length, so we conducted 
the comparison tests with the same sequence length and 
input–output size. We trained the model using two Tesla 
V100 GPUs on the Chinese flower painting dataset, with 
input and output sizes both set to 256 × 256.

From Table  5, it can be seen that as the value of T 
increases, both the training time for the Pix2Pix and Paint-
ingManyPasts methods significantly increases. By the use 
of pre-training, the increase in training time for our method 
is not significant as T increases.

To examine the changes in image quality and resem-
blance to the real painting process with different sequence 
lengths, we tested the Best Result Distance and Change IOU 

for different lengths in the Chinese flower dataset, and the 
results are summarized in Table 6.

From the table, it can be observed that as the length 
of T increases, both the image generation quality and the 
resemblance to the real painting process decrease. This may 
be due to the difficulty of capturing more painting variation 
patterns as T increases. In addition, it could be related to the 
quality of the dataset. As the sequence length increases, it 
becomes challenging to create consistent real image painting 
sequences with coherent variation patterns. It is important 
to note that despite the decrease in quality with increasing 
T, our method still outperforms other methods.

6.6.2  Test on oil painting

While different painting techniques indeed involve distinct 
artistic skills, there still exists some commonality among 
them. For instance, whether it is oil painting, watercolor, 
or Chinese painting, artists typically paint the same color 
parts simultaneously, and they often start with darker areas 
before moving on to lighter ones. To evaluate the scalabil-
ity of our model, we conducted testing in the domain of oil 
painting, and the results are depicted in Fig. 10.

It can be observed that in the case of real oil painting pro-
cesses, artists usually start by outlining the rough contours of 
the objects using a single color and then proceed with apply-
ing paint of different colors as references, with colors that 
are closer in appearance often being painted together. Our 
method can accurately reflect the painting order of different 
color regions in a realistic manner. While Sun’s method may 
have slight differences in the specific order of painting in 
certain areas compared to the real process, it still follows the 
general principles of painting. Similarly, although the Pix-
2Pix method can depict the painting order, it exhibits incom-
plete strokes in the segmentation of painting regions. The 
PaintingManyPasts method focuses more on reflecting the 
background-to-foreground order in the painting process, but 
it suffers from severe stroke distortions and blurry images. 
Both the LearningToPaint and PaintTransformer methods 
use stroke rendering to represent the painting process, but 
LearningToPaint uses color blocks to represent strokes, 
while PaintTransformer closely resembles the strokes in 
real oil painting. However, except for the first frame, both 
methods treat the entire image as a whole in subsequent 
frames, which deviates from the general practice of paint-
ing different regions in a different order. Therefore, overall, 
our method can generate painting process sequences that 
adhere to real painting principles while retaining realistic 
strokes, and it exhibits better visual performance compared 
to other methods.

Table 5  Model training time comparison

T value  Pix2Pix method  PaintingManyPasts  Our method

 6  ∼ 9 h  ∼ 20 h  ∼ 14 h
 9  ∼ 16 h  ∼ 26 h  ∼ 22 h
 12  ∼ 38 h  ∼ 80 h  ∼ 36 h
 24  ∼ 80 h  ∼ 125 h  ∼ 40 h

Table 6  Quality evaluation 
results under different T values

T value  L1↓  Chang IOU↑

 6  0.08  0.64
 9  0.16  0.54
 12  0.14  0.48
 24  0.18  0.38
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6.6.3  User study

To test the practicality of our approach, specifically its 
ability to alleviate the burden on beginners during the self-
learning process, we conducted a user test. We invited five 
novice Chinese painting learners and provided them with 
our generated painting process to assist in their copying 
practice. After the exercise, we conducted interviews with 
the participants.

From the interview results, we found that our generated 
painting steps could indeed help beginners to a certain 
extent. For novice learners, they often struggle with how 
to start and proceed during the copying practice. Our 
decomposed steps simplified this process and reduced the 
cognitive burden on beginners, making it easier for them 
to follow the step-by-step guidance.

7  Conclusion

In this paper, we proposed a novel method for generating 
painting processes that differs from traditional stroke-based 
rendering methods. Our method can preserve realistic strokes 
while being more consistent with real painting processes. 
We understand the painting process as an image translation 
task from the final artwork to a series of intermediate key 

stages, and we use a single generator with stage labels to 
generate image sequences. To improve the quality and 
efficiency of image generation, we employed a Vit-Unet 
structure with attention mechanism for the generator and 
validated its effectiveness through attention visualization. 
We conducted experimental comparisons with stroke-based 
rendering methods and pixel prediction-based methods, and 
validated the superiority of our method through qualitative 
evaluation, expert evaluation, and quantitative evaluation. 
We conducted experiments on different painting type and 
different sequence lengths to demonstrate the applicability of 
our method. The evaluation results showed that our method 
surpasses existing methods in terms of generated image 
quality and has strong adaptability.

However, due to the limitation of dataset size, our current 
method is only suitable for relatively simple content in 
artworks. When the composition becomes too complex, the 
generated results may not be as accurate. Nonetheless, these 
limitations were expected during the development process. 
Our vision is to assist beginners in alleviating their burden 
during the self-learning process through an intelligent 
painting agent. For beginners, they often start with relatively 
simple content in their artworks, and our method can still 
provide helpful guidance for them to practice copying in 
these cases.

Fig. 10  Comparison of the quality of our method and other methods in the Chinese painting process
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