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Abstract
Unsupervised domain-adaptive person re-identification refers to transferring knowledge from labeled to unlabeled datasets, 
thus alleviating the need for large amounts of labeled data. Existing methods address this problem using clustering methods 
to generate pseudo-labels. However, the pseudo-labels generated by current existing methods may be unstable and noisy, 
which will significantly degrade the performance of the method. In this paper, we propose a novel domain-adaptive person 
re-identification method via domain alignment and mutual pseudo-label refinement. First, we extract discriminative feature 
from the augmented data using a two-branch structure to enrich the feature diversity; second, we design a distributed adver-
sarial domain alignment module to minimize domain differences; finally, we propose a consistency between local features and 
global features to refine pseudo-labels predicted by global features to exploit the complementary relationship between local 
and global features, and thus the noise generated by pseudo-label clustering is effectively reduced. Extensive experiments 
demonstrate that the proposed method can achieve remarkable results on popular benchmark datasets for domain-adaptive 
person re-identification.

Keywords Person re-identification · Domain adaptation · Domain alignment · Label refinement

1 Introduction

Person re-identification refers to finding the same person 
from different cameras, and it has a wide range of applica-
tions in finding missing persons, absconding criminal sus-
pects, and other person-related scenarios. With the rapid 
development of deep learning, person re-identification meth-
ods have reached a certain height, among which supervised 
person re-identification methods as in [1–3] have achieved 
satisfactory accuracy. However, supervised methods require 
a large number of label annotations, which greatly increases 
the manpower material and financial resources. In such a 
situation, unsupervised methods have received increas-
ing attention, and currently unsupervised methods mainly 

include fully unsupervised method and unsupervised 
domain-adaptive (UDA) method that will be utilized in this 
paper.

Currently, there are three major categories of unsuper-
vised domain-adaptive person re-recognition methods. The 
first method utilizes clustering algorithm to assign pseudo-
labels to the samples in unlabeled target domain, which can 
achieve the best performance so far, where SPCL in [4] is 
proposed to cluster the samples using the result of mutual 
distillation of two networks and then assign pseudo-labels to 
unlabeled target domain images. The second method utilizes 
generative adversarial networks to transform source domain 
characteristic distribution into target domain characteristic 
distribution, and then learns some domain-invariant char-
acteristics, where SPGAN in [5] transforms source domain 
images into target domain images to keep the identity invari-
ance between two domains using self-designed generative 
adversarial networks, and then utilizes the generated images 
to fine-tune the networks, and HHL in [6] learns the camera 
style invariant features in the style-shifted images. However, 
the performance of these algorithms is heavily dependent on 
the quality of generated images using generative adversarial 
networks, and does not sufficiently consider the relationship 
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between source domain samples and target domain samples 
and the relationship between target domain samples them-
selves. The third method tries to optimize the neural net-
work by computing the similarity between reference images, 
and these reference images have soft labels different from 
pseudo-labels. However, the third method also does not 
consider the relationship that exists between source domain 
samples and the target samples, and the relationship between 
different samples of the same person in target domain. Based 
on the above analysis, the first method will be here utilized 
to deal with the person re-identification problem.

For the first category of the unsupervised domain-adap-
tive methods, the pseudo-labels generated by clustering its 
inherent noise, to a certain extent, reduce the performance 
of the method. To deal with noisy labels, mutual teaching in 
[7, 8] is designed to train pairwise networks and correct each 
other. However, these two networks are prone to overfitting 
each other. Recently, MEBNet in [9] utilizes multiple net-
works with different architectures to enhance feature diver-
sity and attempts to reduce noisy labels by brainstorming 
training strategies. However, such an approach requires itera-
tively training multiple networks, which is time-consuming.

In non-domain alignment tasks, due to sampling vari-
ability, the label space of samples from the source and target 
domains differs within each mini-batch. This discrepancy 
can result in the generation of outliers and negatively impact 
the generalization performance of the model, leading to 
reduced recognition ability. In domain alignment tasks, this 
disparity can be leveraged to adjust the classifier to align 
the energy distribution of the target domain with that of the 
source domain, thereby mitigating the effects of domain shift 
and reducing the domain gap to better accommodate random 
sampling variability. This adjustment enhances the model's 
recognition ability.

To address the above problem, a novel domain-adaptive 
person re-identification method based on domain align-
ment and mutual pseudo-label refinement is here proposed. 
First, an instance-level domain-aligned module is designed 
to map features from two domains to a common feature 
space to learn domain-invariant feature representations by 
minimizing the distribution difference between both domain 
images. Furthermore, a pseudo-label refinement module is 
designed to mutually guide the relationship between global 
and local features, where local features are utilized to refine 
the pseudo-labels generated by global features and the gener-
ated pseudo-labels are fine-tuned by computing the consist-
ency of different clustering results. The above pseudo-label 
refinement process is divided into the following stages: the 
features in different branches are firstly utilized to cluster 
the images in target domain; second, due to the diversity 
of features, the clustering results vary; third, the reliability 
of which category each sample comes from is evaluated by 
computing the intersection of the different clusters; finally, 

the negative impact of pseudo-labels can be mitigated by 
selecting samples with reliable labels and incorporating the 
reliability into the re-identification loss.

Our contributions can be summarized as follows:

1.  We propose a dual-branch structure for mutually guided 
learning, which utilizes instance-level domain alignment 
modules and mutually guided prediction methods to 
enhance the quality of pseudo-labels.

2. We propose a novel instance-level domain alignment 
module, which learns domain-invariant features and 
reduces domain gaps by minimizing the discrepancy in 
feature distribution between domains.

3. We propose a novel pseudo-label refinement module, 
which reduces pseudo-label noise by constructing the 
correlation between global features and local features.

4. Experiments show that our method achieves a tradeable 
effect and surpasses most state-of-the-art methods by 
large margins on multiple benchmarks of unsupervised 
domain-adaptive Re-ID.

2  Related work

2.1  Deep person re‑identification

With the development of deep learning and large-scale 
image benchmarking, person re-identification has recently 
become a popular research topic. Existing supervised person 
re-identification models can be divided into two-step and 
one-step frameworks. Two-step framework typically consists 
of separately trained person detection and person re-recogni-
tion models, where different combinations of detection and 
re-identification models are systematically evaluated in [10] 
and [11] address the inconsistency between detection and 
re-identification tasks. The one-step framework designs a 
unified model to jointly solve person detection and person 
re-identification tasks in an end-to-end manner to make the 
pipeline more efficient, where [12] introduces a graphical 
model to explore the impact of contextual information on 
identity matching, [13] decomposes human representations 
into norms and angles to eliminate cross-task conflicts, and 
[14] develops a sequential structure to reduce low-quality 
proposals.

Recently, weakly supervised settings without accessible 
personal identity labels have been proposed, where [15–17] 
introduce a strip-based method to segment an image into 
different patches and extract local features of each patch, and 
strong baseline in [18] employs an effective training tech-
nique for person re-identification and proposes the BNNeck 
structure to match identity loss and triple loss. Although 
these methods achieve satisfactory results on labeled data-
sets, the results are poor when trained on unlabeled datasets.
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2.2  Domain adaptation

The goal of domain adaptation is to transfer the knowl-
edge acquired from a well-labeled source domain to a tar-
get domain. Typically, these two domains possess distinct 
feature distributions, known as the domain gap, creating a 
challenge for performance improvement. The majority of 
domain adaptation algorithms [55–57] can be broadly clas-
sified into two categories: feature level and sample level. For 
instance, MDD [58] tackles inter-domain divergence and 
intra-class density by minimizing the former and maximiz-
ing the latter at the feature level. On the sample level, [59] 
introduces a symmetric mapping among domains to recon-
struct target images resembling the source domain. Recent 
research emphasizes the significance of both feature level 
and sample level adaptations in unsupervised domain adap-
tation tasks. Consequently, [60] suggests a holistic approach 
that integrates feature adaptation with distribution matching 
and sample adaptation with landmark selection. However, 
the general domain adaptation pipeline, assuming identical 
classes between domains, is unsuitable for person re-iden-
tification tasks due to differing identities in the two person 
re-identification domains. Therefore, developing domain 
adaptation algorithms specifically tailored for person re-
identification becomes imperative.

2.3  Unsupervised re‑identification

Current unsupervised person re-identification methods con-
tain the following two categories, fully unsupervised and 
unsupervised domain-adaptive. For fully unsupervised per-
son re-identification, a dataset without any labels is utilized 
to train network model, and clustering is utilized to gener-
ate pseudo-labels. HCT in [19] presents hierarchical clus-
tering to generate pseudo-labels and utilizes PK sampling 
in the training process. MMCL in [20] predicts pseudo-
labels using similarity calculation and circular consistency. 
LReid in [21] formulates lifelong person re-identification 
as a domain adaptation problem, and designs a pseudo-task 
transformation module to map the features of the new task 
into the feature space of the old tasks. Group Sampling in 
[22] highlights the shortcomings involved in triplet sam-
pling, and further proposes a novel group sampling strategy 
for unsupervised person re-identification, which addresses 
the negative effect of deteriorated overfitting and enhances 
statistical stability related to the unsupervised model.

Compared with the fully unsupervised person re-iden-
tification approach, unsupervised domain-adaptive person 
re-identification approach differs in that its source domain is 
annotated with labels. Unsupervised domain adaption is per-
formed by transferring the knowledge learned in the labeled 
source domain to the unlabeled target domain and then fine-
tuning learned knowledge on the target domain. Currently, 

unsupervised domain-adaptive methods can be divided into 
generative adversarial network-based method and pseudo-
label-based method. PTGAN in [23] introduces generative 
adversarial network to match source domain images with tar-
get domain images. MMT in [24] proposes a framework for 
mutual learning of teacher–student model, MEB-Net in [9] 
designs three networks for mutual average learning, UNRN 
in [25] presents a method to estimate the reliability of 
pseudo-labels, AWB in [26] integrates a novel light-weight 
module into the dual networks of mutual learning to enhance 
the complementarity to depress the noise in pseudo-labels, 
and DARC in [27] utilizes a novel divide-and-regroup clus-
tering pipeline to take two characteristics of re-identification 
task into consideration to increase the clustering accuracy. 
MCM in [28] proposes a multi-centroid memory to alleviate 
the label noise problem in previous UDA re-identification 
methods,where the impact of label noises can be reduced 
by selecting reliable positive and negative centroids from 
MCM for each input query [29]. Proposes a plug-and-play 
intermediate domain module to smoothly bridge the source 
and target domains, which will better adapt between the 
two extremes to ease the UDA person re-identification task. 
However, these methods often ignore the domain gap prob-
lem caused by cross-domain. To reduce the domain gap, 
a novel instance-level domain alignment strategy is here 
proposed. Figure 1 shows an example of different domain 
adaptation strategies.

2.4  Pseudo‑label refining

Due to challenges in obtaining high-quality labels across 
various real-world scenarios, there has been a growing 
emphasis on robust training methods that can handle noisy 
labels [61]. The objective of robust loss design is to iden-
tify a function that demonstrates resilience to noisy labels. 
[62] finds that the mean absolute error loss is effective in 
handling noisy labels. Loss adjustment approaches employ 
various techniques, such as correction through the noise 
transition matrix [63] or utilizing a sample re-weighting 
scheme based on label reliability [64], aiming to alleviate 
the impact of noisy labels [30]. This technique also proposes 
an end-to-end framework designed to measure observation 
noise and mitigate negative effects for improved network 
optimization. Additionally, [31] estimates the correctness of 
pseudo-labels in semantic segmentation predictions. In the 
context of clustering-based unsupervised domain-adaptive 
person re-identification, EUG in [32] and GLT in [33] are 
uncertainty-based approaches. Specifically, EUG utilizes the 
distance between samples and cluster centroids in feature 
space to assess the reliability of samples, while GLT explic-
itly corrects noisy labels to select reliable pseudo-labels for 
progressive model training. However, these methods typi-
cally require a sufficient number of clean labels to estimate 
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the degree of noise, making them less suitable for unsuper-
vised person re-identification scenarios. In situations where 
pseudo-labels exhibit exceptionally high noise levels at the 
beginning of training, these approaches become impractical. 
Therefore, we propose a mutually refined model, which aims 
to reduce uncertainty and reduce the noise of pseudo-labels 
through the complementarity between global features and 
local features, thereby improving the accuracy of pseudo-
label prediction.

3  Proposed method

3.1  Overview

Unsupervised domain-adaptive person re-identification task 
focuses on transferring the knowledge learned on the source 
domain with label annotations Ds =

{(
xs
i
, ys

i

)
|Ns

i=1

}
 to the 

target  domain without  any label  annotat ions 
Dt =

{(
xt
i

)
|Nt

t=1

}
 , where Ns represents the number of samples 

on the labeled source domain and Nt represents the number 
of samples on the unlabeled target domain. Furthermore, xs

i
 

represents the identity information of each image in the 
source domain, ys

i
 represents the true label of each image in 

the source domain, and xt
i
 represents the identity information 

of each image in the unlabeled target domain.
Figure 2 illustrates the framework of the proposed dual-

branch model for unsupervised domain-adaptive person 
re-identification, which aims to reduce the domain gap 
through domain alignment module and to reduce the noise of 
pseudo-labels through the global and local feature extraction 

module. Specifically, global features are refined through 
local features, which in turn benefit from refinement guided 
by global features, which helps solve the problem of domain-
adaptive pseudo-label noise and improve the accuracy of 
pseudo-label prediction. The specific training process is 
descripted as follows: First, the proposed model is trained 
with labeled source domain images; second, the trained 
model is iteratively trained with unlabeled target domain 
images, and the target domain images are clustered to gener-
ate pseudo-labels in each iteration; finally, the consistency 
of clustering results is utilized to assess the reliability of 
clustering samples, which can effectively reduce the noise 
in pseudo-labels.

3.2  Supervised training in source domain

The proposed dual-branch model aims to transfer the 
knowledge from labeled source domains to unlabeled tar-
get domains. Specifically, the proposed DAMPR model can 
output two features Dn

i,k and predict probabilities q(ys
i
| xn

i,k) , 
where xn

i,k is the ith sample’s the nth augmented image input-
ted into the kth branch.

The cross-entropy loss of the proposed dual-branch model 
can be formulated as follows:

where q(ys
i
| xn

i,k ) is the predicted probability of the sample 
xi in the kth branch.

The SoftMax triplet loss of the proposed dual-branch 
model can be formulated as follows:

(1)L
n
ce
= −

1

N

N∑

i=1

2∑

k=1

logqj(y
s
i
|xn

ik
)

(a)                                                                                 (b)

Fig. 1  Comparison between existing domain adaptation strategies and 
our proposed domain adaptation strategy, where (a) Existing strate-
gies usually ignore the domain gap issues arising from cross-domain 

scenarios, (b) an instance-level domain alignment strategy is intro-
duced to address this challenge
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where Dn
i,k is the feature for the source domain sample xs

i
 

in the kth branch, and Dn
i+,k and Dn

i-,k mean the positive and 
negative samples for the ith sample respectively.

A dual-branch network architecture can be utilized to 
obtain different features and probability predictions, where 
the consistency among different features can be utilized to 
evaluate the sample’s reliability to reduce noisy samples.

3.3  Domain alignment module

To achieve aligned the characteristic distribution between 
source domain and target domain, maximum mean differ-
ence (MMD) is here utilized to map the characteristic distri-
bution in source domain and target domain to another char-
acteristic space. Through a mapping ϕ(∙), the MMD between 
the features from different batches can be obtained using the 
following formula:

where XS represents the number of randomly selected sam-
ples on the labeled source domain, and XT represents the 
number of randomly selected samples on the unlabeled tar-
get domain.

The fundamental idea expressed in Eq. (3) is that if the 
feature distributions are identical, the associated statistics 
will also be identical. Formally, the Maximum Mean Dis-
crepancy defines the variance metric, as represented by the 
following formula:
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where H is the reproducing kernel Hillbert space (RKHS), 
which is endowed with the kernel trick k(x s, x t) = (�(x s), 
�(x t)) where (·, ·) represents inner product of vectors. Fur-
thermore, �(·) denotes some feature map to map the original 
samples to RKHS.

The MMD loss is formulated as follows:

where F(·) is a feature extractor, which is utilized to map 
domain feature space into a common feature space to learn 
the domain-invariant representation in source and target 
domains, and H(·) is a feature extractor, which is utilized to 
obtain common latent feature representations from source 
domain and target domain. Since target domain samples near 
class boundary are prone to be misclassified by the classi-
fier learned from source domain samples, Eq. (5) is here 
minimized to reduce the difference between target domain 
samples and source domain samples.

In this paper, the absolute value of the difference 
between prediction probabilities for target domain sam-
ples is here utilized as the difference loss, as represented 
by the following formula:

where C(·) is the classifier, and Ncs and Nct are the number of 
classifier in source domain and target domain respectively. 
By minimizing Eq. (6), the prediction probabilities of the 
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Fig. 2  The overall framework of the proposed domain alignment and 
mutual pseudo-label refinement (DAMPR) network, which is com-
posed of a backbone network, a domain alignment module including 

feature extractors and classifier extractors, a global and local feature 
extraction module, a pseudo-label prediction module, and a mutual 
refinement module of pseudo-labels
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classifiers are similar, thus reducing the difference between 
two domains.

3.4  Pseudo‑label refinement

Figure 3 illustrates the process of refining pseudo-labels by 
introducing local features. The following two interesting phe-
nomena can be drawn from Fig. 3a that (1) if only global fea-
tures are considered, there will be a lot of detail missing and 
two different images will be clustered into one category, (2) 
using incorrect clustering results as a supervised signal to train 
network model will lead to poor performance. Compared with 
the above situation, if local features are introduced, such as 
the specific features of upper body in Fig. 3a, the differences 
in detail will be emphasized so that these two people can be 
easily distinguished. In this way, local features can be utilized 
to refine the clustering results of global features. Similarly, 
global features can be utilized to refine the clustering results 
of local features. As shown in Fig. 3b, clustering only the local 
features of the lower body cannot easily distinguish two similar 
images. If we use global features, it is easy to distinguish the 
difference between the two pictures.

To improve the prediction of global features by learning 
local features, label smoothing in [54] is here utilized to refine 
pseudo-labels of each body part according to the correspond-
ing cross-protocol score reflecting the reliability of global 
clustering result for each body part. Given the pseudo-label yt 
of the target image xt , the label smoothing for local feature  is 
formulated as below:

(7)yan
t

=
(
1 − �an

t

)
p + �an

t
yt

where �an
t

 is a weight determining the strength of label 
smoothing, and p is a uniform vector. Different from con-
ventional label smoothing that employs a constant weight 
for �an

t
 , the weight for each part �an

t
 is here dynamically 

adjusted according to the cross-protocol score. Given the 
refined pseudo-labels �an

t
 , the cross-entropy loss is formu-

lated as below:

where U(·) and DKL(·) are cross-entropy and KL divergence 
respectively, and two terms are balanced by �an

t
 with the 

value of the cross-protocol score. Furthermore, �an
t

= h∅(f
an
i
) 

is the prediction vector of the nth local feature an, where h∅(·) 
is the global feature classifier consisting of a fully connected 
layer and a SoftMax function.

The core idea of mutual refinement of pseudo-labels of 
global features and local features is to retain only those sam-
ples, whose pseudo-labels are consistent with that of the 
rest. A mutually guided pseudo-label refinement strategy is 
here proposed to predict pseudo-labels of local features to 
refine pseudo-labels of global features, simultaneously for 
pseudo-labels of local features, pseudo-labels of global fea-
tures will be utilized to refine it. Considering that less differ-
entiated fragments in local features may generate misleading 
insights, cross-protocol scores are utilized to aggregate the 
predictions of pseudo-labels of local features to improve the 
accuracy of pseudo-labels. The mutual-guided refined label 
g
q

t  obtained by Eq. (9) is here considered as a pseudo-label 
for the global feature:

(8)Lls =
1

N

N∑

t=1

(
1 − �an

t

)
DKL

(
p||�an

t

)
+
(
�an
t
U(yt, �

an
t

)
)

Fig. 3  An example of local–
global feature mutual refinement 
module, where (a) represents 
the refinement of global features 
through the fine-grained local 
features, and (b) represents the 
refinement of local features 
through the comprehensiveness 
of global features

(a)                                                                                         (b)
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where ut is the ensemble weight, and �∈[0, 1] is the weight 
controlling the ratio of pseudo-label and ensembled predic-
tion. Given the obtained refined pseudo-label gqt  , the pseudo-
labels are mutually refined using the following formulation:

where aqt  is the prediction vector by the global feature. This 
mutually guided label refinement can help the model to fully 
exploit the knowledge of global and local features.

Total loss for the target domain can be formulated using 
the following equation:

4  Experimental results

4.1  Datasets and evaluation protocols

We evaluate our method on three large-scale re-identification 
datasets: Market-1501 dataset in [34], DukeMTMC-ReID 
dataset in [35] and MSMT17 dataset in [23].

Market-1501 dataset contains 1501 identities with 32,668 
images, which was captured by 6 different cameras. The 
training set contains 751 identities with 12,936 images, and 
the testing set contains 750 identities with 19,732 images, 
where the query set contains 3368 images and the gallery 
set contains 16,364 images.

DukeMTMC-ReID dataset is a sub-dataset of Duke-
MTMC, which contains 1812 identities with 36,411 images, 
which was captured by 8 high-definition cameras. These 
36,411 images are divided into 16,522 training images, 2228 
query images, and 17,661 gallery images.

MSMT17 dataset is a large-scale dataset, which contains 
4101 identities with 126,441 images. The training set con-
tains 1041 identities and testing set contains 3060 identities.

Cumulative Matching Characteristic (CMC) and Mean 
Average Precision (mAP) are utilized to evaluate the model 
performance. All experiment results are obtained under the 
single-query setting, and no post-processing is applied.

4.2  Implementation details

The input images are resized to 256 × 128, and padding, ran-
dom flip, and random crop are employed as data augmenta-
tion in both source domain pre-training and target domain 
fine-tuning.

(9)g
q

t =

(
yt −

N∑

t=1

ut�
an
t

)
+ (1 − �)ut�

an
t

(10)Lmgrp = −

N∑

t=1

g
q

t log
(
a
q

t

)

(11)Ltarget = Ldsca + Lls + Lmgrp

ResNet-50 [36] pretrained on ImageNet [37] is adopted 
as the backbone, which is trained a total of 80 epochs where 
each epoch contains 400 iterations. Adam [53] with weight 
decay of 5 ×  10−4 is adopted for training, and the initial 
learning rate is set to be 3.5 ×  10−4 and is divided by 10 at 
the 40th and 60th epoch, in a total 80 epochs. We utilize 
the DBSCAN clustering algorithm, and the Jaccard distance 
with k-reciprocal nearest neighbor is used as the distance 
metric. The eps in DBSACN is set to be 0.6.

4.3  Experimental results

We compare our method with other unsupervised re-ID 
methods on Market-1501, MSMT17, DukeMTMC-ReID, 
and all the results are shown in Table 1. Our method obtains 
the performance of 82.3% on mAP and 93.2% on rank-1 
when transferring DukeMTMC-ReID to Market-1501.

Among existing methods for UDA person re-identifi-
cation, SSG in [38], MMT, MEBNet, and UNRN are all 
clustering-based methods. SSG employs both global body 
and local body part features for clustering and evaluation. 
We construct the baseline based on  P2LR which introduces 
probabilistic uncertainty of pseudo-labels for UDA person 
re-identification. Compared to the baseline  P2LR, our pro-
posed DAMPR significantly improves the UDA re-identi-
fication accuracy with 1.3%, 0.5%, 3.4%, and 4.3% mAP 
improvements on four UDA re-identification settings. Com-
pared to MEBNet which establishes three networks to per-
form mutual mean learning, we increase the mAP by 6.3%, 
5.2% with a simpler architecture design. Notably, UNRN and 
GLT leverage source data during target fine-tuning stage and 
build an external support memory to mine hard pairs. Our 
DAMPR still achieves 4.2% and 2.2% mAP gains to UNRN, 
2.8% and 2.1% mAP gains to GLT on the public dataset.

4.4  Ablation study

In this section, we evaluate each components of our pro-
posed framework by conducting ablation studies on Duke-
MTMC-ReID → Market-1501, Market-1501 → Duke-
MTMC-ReID, DukeMTMC-ReID → MSMT17 and 
Market-1501 → MSMT17 tasks. The experimental results 
are shown in Table 2.

Effectiveness of instance-level alignment: To validate the 
effectiveness of our task-sensitive instance-level align-
ment design, we compare it with normal domain alignment 
conduct instance alignment on both head networks with-
out balancing between them. As observed in Table 2, the 
task-sensitive design successfully alleviates the inner task 
conflicts and outperforms normal strategy by a large margin.
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Effectiveness of mutual-guided label refinement: To verify 
the effectiveness of MGRP, we evaluate other label refine-
ment techniques. One way is to refine labels with the pre-
diction of global features by the mean-teacher model [24]. 
We further investigate MGRP without cross-protocol scores 
by averaging the predictions of part features. As shown in 
Table 2, our MGRP significantly outperforms other label 
refinement methods. It demonstrates the superiority of 
MGRP and the effectiveness of the cross-protocol score. 
The refined pseudo-label by MGRP captures reliable fine-
grained information that cannot be achieved by considering 

only global features, and it helps to generate more effective 
refined labels.

Comparisons with supervised learning: In Table 3, we 
compare the performance of supervised learning, direct 
transfer, and DAMPR. The fully supervised learning uti-
lizes the ground-truth label to train the model and thus gets 
the best performance. When directly transferring the model 
from Market-1501 to DukeMTMC-ReID, the performance 
of mAP drops from 85.6% to 28.2%, which means there is 
a large domain gap between the two datasets. Our method 

Table 1  Performance comparison of the proposed method and state-of-the-art methods for domain adaptation on DukeMTMC-ReID, Mar-
ket-1501, and MSMT17 datasets

Methods DukeMTMC to Market-1501 Market-1501 to DukeMTMC

mAP R1 R5 R10 mAP R1 R5 R10

PUL [39] 20.5 45.5 60.7 66.7 16.4 30.0 43.4 48.5
SPGAN + LMP [5] 26.7 57.7 75.8 82.4 26.2 46.4 62.3 68.0
BUC [50] 38.3 66.2 79.6 84.5 27.5 47.4 62.6 68.4
ECN [40] 43.0 75.1 87.6 91.6 40.4 63.3 75.8 80.4
PDA-Net [41] 47.6 75.2 86.3 90.2 45.1 63.2 77.0 82.5
PCB-PAST [42] 54.6 78.4 – – 54.3 72.4 – –
MPLP [43] 60.4 84.4 92.8 95.0 51.4 72.4 82.9 85.0
AD-Cluster [44] 68.3 86.7 94.4 96.5 54.1 72.6 82.5 85.5
MMT [24] 71.2 87.7 94.9 96.9 65.1 78.0 88.8 92.5
NRMT [51] 71.7 87.8 94.6 96.5 62.2 77.8 86.9 89.5
HGA [45] 70.3 89.5 – – 67.1 80.4 – –
B-SNR + GDS-H [46] 72.5 89.3 – – 59.7 76.7 – –
SpCL [4] 76.7 90.3 96.1 97.6 68.8 82.9 90.1 92.5
MEB-Net [9] 76.0 89.9 96.0 97.5 66.1 79.6 88.3 92.2
Dual-Refinement [47] 78.0 90.9 96.4 97.7 67.7 82.1 90.1 92.5
UNRN [25] 78.1 91.9 96.1 97.8 69.1 82.0 90.7 93.5
GLT [33] 79.5 92.2 96.5 97.8 69.2 82.0 90.2 92.8
P2LR [48] 81.0 92.6 97.4 98.3 70.8 82.6 90.8 93.7
CMT [49] 81.1 92.9 97.1 98.0 70.1 82.7 90.8 93.8
Ours 82.3 93.2 97.7 98.4 71.3 83.9 91.3 93.8

Methods DukeMTMC to MSMT17 Market-1501 to MSMT17

mAP R1 R5 R10 mAP R1 R5 R10

ECN [40] 8.5 23.5 36.3 42.1 10.2 30.2 41.5 46.8
SSG [38] 13.2 31.6 – 49.6 13.3 32.2 – 51.2
MMT [24] 22.9 49.2 63.1 68.8 23.3 50.1 63.9 69.8
JVTC + [52] 27.5 52.9 70.5 75.9 25.1 48.6 65.3 68.2
SPCL [4] 26.5 53.1 65.8 70.5 26.8 53.7 65.0 69.8
Dual-refinement [47] 26.9 55.0 68.4 73.2 25.1 53.3 66.1 71.5
UNRN [25] 26.2 54.9 67.3 70.6 25.3 52.4 64.7 69.7
GLT [33] 27.7 59.5 70.1 74.2 26.5 56.6 67.5 72.0
P2LR [48] 29.9 60.9 73.1 77.9 29.0 58.8 71.2 76.0
CMT [49] 28.7 59.3 71.7 76.5 28.2 59.8 70.4 75.1
Ours 33.3 64.5 74.7 79.6 33.3 65.2 74.7 79.3
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improves the mAP from 81.0% to 82.3% compared with the 
baseline. And even use a single branch in the inference stage, 
our method can also achieve 80.2% mAP and 93.2% rank-1, 
which is superior to other methods.

4.5  Parameter analysis

We analyze the impact of parameter in our method � being 
the weighting parameter for mutual-guided label refinement. 
We tune the value of parameter while keeping the others 
fixed, and the results are in Fig. 4. We can find that when �
<0.3 or �>0.7, the performance decreases. This is because, 
with a small � , samples with noisy pseudo-label cannot be 
found. But when � is too large, less sample can be selected 
for training. The predictions of the initial training stage 
usually output uniform distributions, so the labels refined 
by MGRP also collapse to uniform distributions, providing 
noisy training signals. Based on these experimental results, 
we set � = 0.5.

Visualization: We present the visualization results to validate 
the effectiveness of domain alignment and mutual pseudo-
label refinement for domain-adaptive person Re-Identifica-
tion. Figure 5 demonstrates 3 pairs of ranking results, where 
the ranking results of other methods in Fig. 5a and the rank-
ing results of our method in Fig. 5b. We can observe that 
the wrong matching results in Fig. 5a generally have simi-
lar clothing or background, which share similar styles. Our 
method can reduce the mismatches by complementing local 
and global features each other. This phenomenon confirms 
the effectiveness of our approach.

5  Conclusion

In this paper, we have proposed a domain alignment and 
mutual pseudo-label refinement for domain-adaptive person 
re-identification. We design a novel domain alignment mod-
ule to learn domain-invariant representations by minimizing 
the domain distribution differences to reduce the domain 

Table 2  Ablation study on the effectiveness of components in 
DAMPR method

DA domain alignment module, MGRP mutual refinement of pseudo-
labels of global features and local features

Methods DukeMTMC to Mar-
ket-1501

Market-1501 to 
DukeMTMC

mAP R1 mAP R1

Model pre-training 30.3 58.6 53.4 79.8
Baseline 81.0 91.6 70.8 82.6
Baseline + DA 81.4 91.9 70.9 82.7
Baseline + MGRP 81.6 92.8 71.1 83.4
All 82.3 93.2 71.3 83.9

Table 3  Comparisons with supervised learning, direct transfer, and 
single branch

Methods DukeMTMC to Mar-
ket-1501

Market-1501 to 
DukeMTMC

mAP R1 mAP R1

Fully supervised 85.6 93.9 76.0 87.2
Direct Transfer 28.2 57.4 27.0 47.1
Single Branch 80.2 92.0 71.1 82.8
Ours 82.3 93.2 71.3 83.9

Fig. 4  Performance comparison with different weighting parameter δ, left is Duke to market, right is Market to Duke
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gap, and design a novel pseudo-label refinement module 
to reduce the noisy pseudo-labels by constructing the cor-
relation of global features and local features. Our method 
achieves superior performance on benchmark dataset.
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