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Abstract
In recent years, emotion recognition has received significant attention, presenting a plethora of opportunities for application 
in diverse fields such as human–computer interaction, psychology, and neuroscience, to name a few. Although unimodal 
emotion recognition methods offer certain benefits, they have limited ability to encompass the full spectrum of human emo-
tional expression. In contrast, Multimodal Emotion Recognition (MER) delivers a more holistic and detailed insight into an 
individual's emotional state. However, existing multimodal data collection approaches utilizing contact-based devices hinder 
the effective deployment of this technology. We address this issue by examining the potential of contactless data collection 
techniques for MER. In our tertiary review study, we highlight the unaddressed gaps in the existing body of literature on 
MER. Through our rigorous analysis of MER studies, we identify the modalities, specific cues, open datasets with contact-
less cues, and unique modality combinations. This further leads us to the formulation of a comparative schema for mapping 
the MER requirements of a given scenario to a specific modality combination. Subsequently, we discuss the implementation 
of Contactless Multimodal Emotion Recognition (CMER) systems in diverse use cases with the help of the comparative 
schema which serves as an evaluation blueprint. Furthermore, this paper also explores ethical and privacy considerations 
concerning the employment of contactless MER and proposes the key principles for addressing ethical and privacy concerns. 
The paper further investigates the current challenges and future prospects in the field, offering recommendations for future 
research and development in CMER. Our study serves as a resource for researchers and practitioners in the field of emotion 
recognition, as well as those intrigued by the broader outcomes of this rapidly progressing technology.

Keywords Emotion recognition · Contactless multimodal emotion recognition · Human-computer interaction · Contactless 
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1 Introduction

Emotions are complex and multifaceted mental and physical 
states that reflect an individual's situation and state of mind. 
There is no universally accepted definition of emotions. 
They are commonly understood as a range of mental or 
physical states such as anger, happiness, sadness, or surprise 
[1]. Various sources, including dictionaries and scholarly 

works, offer different perspectives on emotions. The Oxford 
Dictionary1 describes emotion as "a strong feeling such as 
love, fear, or anger; the part of a person's character that 
consists of feelings." In contrast, the Encyclopedia Britan-
nica2 defines it as "a complex experience of consciousness, 
bodily sensation, and behavior that reflects the personal 
significance of a thing, an event, or a state of affairs." In 
addition, emotion has also been defined as “A response to 
a particular stimulus (person, situation or event), which is 
generalized and occupies the person as a whole. It is usu-
ally an intense experience of short duration—seconds to 
minutes—and the person is typically well aware of it” [2].

From a philosophical perspective, emotions can be 
viewed as states or processes. As a state, like being angry 
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or afraid, an emotion is a mental state that interacts with 
other mental states, leading to specific behaviors (Internet 
Encyclopedia of Philosophy3). Neurologically, emotions can 
be defined as a series of responses originating from parts of 
the brain that affect both the body and other brain regions, 
utilizing neural and humoral pathways [3]. Psychologically, 
emotions are characterized as “conscious mental reactions 
(such as anger or fear) subjectively experienced as strong 
feelings, usually directed toward a specific object, and typi-
cally accompanied by physiological and behavioral changes 
in the body” (American Psychological Association4).

Interpreting emotional states involves assessing vari-
ous components such as behavioral tendencies, physi-
ological reactions, motor expressions, cognitive appraisals, 
and subjective feelings [4, 5]. However, capturing these 
signals often requires specialized equipment, posing sub-
stantial challenges to emotion recognition. In the field of 
human–computer interaction (HCI), emotion recognition 
plays a pivotal role in determining an individual's current 
situation and interaction context. It has garnered huge atten-
tion due to its extensive applications across sectors including 
video games [6], medical diagnosis [7], education [8, 9], 
patient care [10], law enforcement [11, 12], digital market-
ing and sales [13], entertainment [14], road traffic safety 
[15], autonomous vehicles [16, 17], smart home assistants 
[18], surveillance [19], robotics [20], and cognitive edge 
computing [21], to name a few. Consequently, the global 
market for emotion detection and recognition has witnessed 
significant growth recently with an estimated value of USD 
32.95 billion in 2021 and a projected compound annual 
growth rate of 16.7% from 2022 to 2030 [22]. This growth 
can be attributed to various factors, including the increas-
ing demand for advanced technologies in various industries, 
the need for enhanced customer experiences, and the rising 
significance of mental health and well-being. As a result, 
organizations across sectors are investing in emotion detec-
tion and recognition solutions to better understand and cater 
to their users' needs, driving market growth and innovation.

Human communication is inherently multimodal, involv-
ing textual, audio, and visual channels that work together to 
effectively convey emotions and sentiments during interac-
tions. This underlines the significance of integrating vari-
ous modalities for more accurate emotion recognition [23]. 
Multimodality refers to the presence of multiple channels 
or modalities [23], such as visual, audio, text, and physiol-
ogy, encompassing a wide range of formats, including text, 
image, audio, video, numeric, graphical, temporal, rela-
tional, and categorical data [24].

Sensing techniques for Multimodal Emotion Recogni-
tion (MER) can be categorized into three main types: inva-
sive, contact-based, and contactless [25]. Invasive methods, 
which are relatively less common, involve the neurosurgical 
placement of electrodes inside the user's brain to measure 
physiological signals such as stereotactic EEG or electrocor-
ticographic [26]. On the other hand, contact-based methods 
are non-invasive but necessitate the use of sensors in direct 
contact with the skin. Examples of contact-based methods 
include scalp EEG, disposable adhesive ECG electrodes for 
heart rate measurement, finger electrodes for electrodermal 
activity assessment [27], armbands for EMG signal detec-
tion, respiration sensors worn around the chest or abdomen, 
and wearable cameras for capturing facial expressions or 
body language. Contact-based methods offer the advan-
tage of providing authentic emotional data that is difficult 
to enact; however, these methods can cause discomfort or 
psychological distress for users due to the need to wear the 
equipment [28].

Contactless Multimodal Emotion Recognition (CMER) 
integrates various sensing techniques that eliminate the need 
for physical contact with the user, providing a non-invasive 
and unobtrusive approach to emotion detection. These con-
tactless methods employ an array of sensors, including RGB 
cameras, infrared/near-infrared cameras, frequency-modu-
lated continuous-wave radars, continuous-wave Doppler 
radars, and Wi-Fi [29]. Although there has been considerable 
progress in emotion recognition technology, current methods 
of data collection through contact-based methods restrict 
the effective implementation and widespread adoption of 
this technology. Moreover, the lack of a comprehensive and 
user-friendly CMER system, along with unaddressed ethical 
challenges, impedes the technology's potential to transform 
various industries.

Given these challenges, there is a pressing need for a 
systematic literature review that explores the potential of 
contactless data collection methods and identifies gaps in 
the existing research landscape. The extensive review pre-
sented in this paper aims to address the problem by criti-
cally analyzing and benchmarking the existing review stud-
ies on MER, identifying the individual modalities, cues, 
and modality combinations used in MER, highlighting the 
importance and need for a CMER system, benchmarking the 
existing review studies, discussing a comparative schema for 
selecting modality combinations, addressing ethical consid-
erations and challenges, and providing future research direc-
tions. By delving into these concerns, the literature review 
helps advance the field of CMER systems and ensure their 
responsible and ethical application across different domains.

The research questions outlined below guide the system-
atic literature review process. By addressing these research 
questions, the review aims to provide a comprehensive 
understanding of the current state and future directions of 
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CMER, ultimately contributing to its advancement and ethi-
cal implementation across various applications and domains.

RQ1: How do different emotion recognition modalities function, 
what limitations do they face, and how can these be over-
come through multimodal and contactless methods?

RQ2: What are the existing gaps in multimodal emotion recogni-
tion research and how can they be bridged to improve the 
effectiveness of CMER systems?

RQ3: How can CMER systems be adapted for various real-world 
scenarios, what criteria should guide the selection of 
modality combinations and cues, and what are the poten-
tial challenges and their respective solutions?

RQ4: What ethical issues are associated with the deployment 
of CMER technology, and how can these challenges be 
effectively mitigated?

RQ5: What are the current limitations and upcoming trends in 
CMER that could shape the direction of future research 
and development?

This comprehensive literature review stands apart from 
numerous existing studies on MER. Instead of adhering to 
traditional reviews that primarily focus on data collection 
methods, fusion techniques, datasets, and machine learning 
approaches, our study takes a unique approach to examine 
this field. We believe that MER has already been extensively 
covered from traditional perspectives, which is why we have 
opted for a two-tier approach. In the first tier, we conduct 
a thorough review of all recent reviews published on MER 
in general. Our motivation stems from the investigation of 
contemporary trends, challenges, and issues in this domain. 
By exploring only the review studies, we provide a more 
comprehensive understanding of the field than if we were to 
review other study types separately. In the second tier, we 
identify and review studies specifically addressing CMER, a 
more feasible and practical approach to emotion recognition. 
This tier considers all relevant study types to uncover cur-
rent methods, developments, challenges, and limitations. We 
emphasize and justify the importance of contactless emotion 
recognition over contact-based methods.

The insights gained from this two-tier study enable us 
to identify the specific set of modalities, cues, and unique 
modality combinations used in CMER. A thorough review 
of the existing open datasets of contactless modalities fur-
ther leads us to discuss the implementation of a CMER 
system in diverse use cases with the help of a comparative 
schema, an aspect that has been overlooked in the literature. 
Our comparative schema, which serves as an assessment 
model, is grounded in strong theoretical foundations and is 
supported by justifications derived from our comprehensive 
review of the relevant literature. Moreover, our study con-
siders the ethical implications of contactless emotion rec-
ognition. We outline these challenges and provide potential 
solutions. Finally, we provide a detailed description of the 
challenges and limitations in implementing a CMER system 

while also shedding light on its future prospects, research, 
and development.

The contributions made by this systematic literature 
review can be summarized as follows:

1. A comprehensive examination of individual modalities, 
cues, and models for emotion recognition, underlining 
the significance of MER, and presenting the benefits 
of CMER as a solution to address existing limitations 
(Sect. 2, answer to RQ1).

2. Benchmarking of the survey studies by the selected 
metrics and identification of unaddressed research gaps, 
accompanied by a critical review of these gaps, poten-
tial solutions, an exploration of available contactless 
open datasets, and an analysis of unique modality com-
binations, shedding light on new avenues for research 
(Sects. 4–6, answer to RQ2).

3. The formulation of a comparative schema for a CMER 
system, demonstrating its applicability across a diverse 
range of use-cases, promoting its practical relevance and 
addressing the potential challenges (Sect. 7, answer to 
RQ3).

4. A thorough investigation into the ethical implications 
of CMER systems, providing insights into data protec-
tion, privacy issues, and methods to address biases. This 
includes the proposal of key principles concerning eth-
ics and privacy, framing guidelines for ethical CMER 
applications (Sect. 8, answer to RQ4).

5. A detailed analysis of the current limitations, potential 
remedial measures, and emerging trends in the CMER 
landscape, providing guidance for future research and 
development in the field (Sect. 9, answer to RQ5).

This study elucidates both the general principles of MER 
and the specifics of its contactless variant. It explores the 
roles of various modalities and their associated cues in emo-
tion recognition, highlighting their advantages and disad-
vantages. Moreover, the study explores how traditionally 
contact-based cues can be procured through contactless 
methods. A thorough analysis of the dominance and fre-
quency of usage of each modality, respective cues, modal-
ity combinations, and the relevant open datasets within the 
existing literature offers valuable insights into prevalent 
trends.

This comprehensive examination aids in identifying 
unique combinations of modalities and facilitating the 
development of a comparative schema for determining 
a particular modality combination suitable for a specific 
use case and its requirements. The discussions concern-
ing the implementation of CMER on diverse use cases and 
the modality selection based on their unique requirements, 
challenges, ethical considerations, potential solutions, and 
future research directions highlighted in this study provide a 
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stimulating reference guide for AI researchers, AI developers 
seeking to incorporate these systems into applications, and 
industry professionals and policymakers who are responsible 
for shaping guidelines and practices in this emergent field.

The remainder of this article is structured to methodi-
cally address the proposed research questions. Section 2 dis-
cusses the theoretical background and related work in MER 
and serve as a comprehensive response to RQ1. Section 3 
describes our review methodology, detailing the review 
protocol, research strategy, selection criteria, and the pro-
cess of study selection. Thereafter, our study delves into 
RQ2, which is thoroughly explored and addressed through 
the discourse presented in Sects. 4–6. Section 4 offers an 
exhaustive review of existing literature on MER, whereas 
Sect. 5 is dedicated to CMER specifically. In Sect. 6, we 
critically examine existing datasets pertinent to CMER. Sec-
tion 7 responds effectively to RQ3 by exploring the appli-
cation of CMER systems across various use cases using a 
modality-selection schema. Section 8 is devoted to unpack-
ing and addressing RQ4 by exploring ethical and privacy 
concerns associated with CMER, proposing key principles 
to ensure ethical practice and privacy protection. Finally, 
Sect. 9, which focuses on answering RQ5 in a detailed man-
ner, consolidates the insights gathered from the study, high-
lights several challenges and potential solutions, and outlines 
future avenues for research.

2  Theoretical background and related work

Before exploring the specific challenges and limitations 
in multimodal emotion recognition, as well as identifying 
the existing research gaps through an in-depth systematic 
literature review, it is essential to establish a foundational 
understanding through a discussion of the theoretical back-
ground and a review of related work. This introductory sec-
tion provides a thorough overview of the various types of 
emotions, followed by an in-depth analysis of the individual 
modalities, cues, and models pertinent to emotion recogni-
tion. Furthermore, this section also discusses the application 
of machine learning techniques and the role of pre-trained 
models in enhancing the efficacy and accuracy of CMER 
methodologies.

2.1  Emotion types and their impact

Comprehending the subtleties of emotion types and their 
impact is crucial for developing an effective emotion recog-
nition system that accurately identifies and interprets vari-
ous emotional states across diverse contexts. Delving into 
emotion types allows the system to capture the full spec-
trum of emotions experienced by users, encompassing subtle 

distinctions, variations, and complex emotions that may be 
challenging to categorize.

Emotions are intricate mental and physiological states 
that reflect an individual's circumstances and mindset, steer-
ing their actions and decisions. As a result, precise emo-
tion identification is essential for analyzing behavior and 
anticipating a person's intentions, needs, and preferences. 
A fundamental aspect of human interaction that facilitates 
its natural flow is our ability to discern others' emotional 
states based on subtle and overt cues. This capacity enables 
us to tailor our responses and behaviors, ensuring effective 
communication and promoting mutual understanding [30].

Emotions generally fall into two primary categories: 
positive and negative [31]. Negative emotions, such as 
anger, sadness, fear, disgust, and loneliness, are linked to 
harmful consequences on an individual's well-being [32]. 
On the other hand, positive emotions, like love, happiness, 
joy, passion, and hope, are perceived as favorable and con-
tribute to overall well-being [33]. While positive emotions 
reinforce resilience, enhance coping strategies, and foster 
healthy relationships [34], negative emotions can result in 
stress, anxiety, and various physical health problems. Conse-
quently, understanding and managing emotions are integral 
aspects of personal development and maintaining a bal-
anced, healthy lifestyle.

Recognizing the importance of emotion types and their 
impact is important for creating emotion recognition sys-
tems that are more accurate, effective, and better equipped 
to address the complexities of human emotions in various 
contexts. This knowledge ultimately leads to improved sys-
tem performance, user satisfaction, and an enhanced under-
standing of the emotional landscape that supports human 
experiences.

2.2  Emotion models

Selecting an appropriate emotion model is fundamental for 
any emotion recognition system, as it dictates how emotions 
are represented, analyzed, and interpreted across different 
contexts. Two primary models, categorical and dimensional, 
have gained popularity [35]. The former, also known as the 
discrete model, identifies basic emotions like happiness, sad-
ness, anger, fear, surprise, and disgust [36]. Even though 
its simplicity makes it extensively used in emotion recogni-
tion, it may fail to accurately capture an emotion's valence 
or arousal [37].

Contrarily, dimensional models view emotions as points 
or regions within a continuous space [38]. The circumplex 
affect model is a popular example of this methodology that 
classifies emotions into two independent neurophysiologi-
cal systems: one related to valence and the other to arousal 
[15]. This perspective allows to encompass a wider range 
of emotions and represent subtle transitions between them. 
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Studies indicate that continuous dimensional models may 
provide a more accurate description of emotional states than 
categorical models [39–41]. Figure 1 illustrates the mapping 
of the discrete emotions model to the continuous dimen-
sional model.

2.3  Emotion modalities

In HCI’s realm, modality can be defined as a communica-
tion channel that enables interaction between users and a 
computer through a specific interface [42]. It can also be 
seen as a sensory input/output channel between a computer 
and a human [43]. Modalities represent a diverse range of 
information sources capable of offering various types of data 
and perspectives [31]. They offer diverse types of data that 
contribute to our understanding of emotional states. Modali-
ties for emotion recognition encompass text, visuals, audi-
tory signals, and physiological signals. Each offers unique 
insights and varies in terms of effectiveness and accessibil-
ity. While some data can be easily extracted, others might 
require specialized setups or equipment. An understanding 
of different modalities' characteristics can aid researchers in 
designing comprehensive and effective emotion recognition 
systems that respond accurately to subtle changes in human 
emotions.

2.3.1  Text modality

Text modality has been predominantly utilized in sentiment 
analysis [44, 45]; however, researchers have also discov-
ered that it contains elements of emotions, particularly in 
data published on social media platforms [46]. Text data 
have been employed for emotion recognition as a stan-
dalone modality [47] or in conjunction with other modali-
ties such as audio [48]. Convolutional neural networks have 
shown success in emotion recognition from text [49], and 
recent advances in large language transformers have further 

improved the accuracy of emotion recognition in text-based 
data [50]. Despite its potential, relying exclusively on text 
data for emotion recognition presents several challenges. 
One such challenge is the contrasting perceptions of emo-
tions between writers and readers [51], which can lead to 
misinterpretations. Additionally, the absence of contextual 
meaning within text data can further complicate the process 
of correctly identifying emotions [52].

2.3.2  Visual modality

Videos provide a multifaceted source of data, combining vis-
ual, auditory, and textual elements to enable comprehensive 
identification of human emotions through multimodal analy-
sis [53]. Video cues include facial expressions [54], body 
language [55], gestures [56], eye gaze [57], contextual ele-
ments within the scene [58], and socio-dynamic interactions 
between individuals [59]. Researchers have utilized these 
visual cues, either individually or in combination, to recog-
nize and classify emotions more accurately. Visual modality 
plays a crucial role in continuous emotion recognition and 
serves as a methodology that aims to identify human emo-
tions in a temporally continuous manner. By capturing the 
natural progression and fluctuations of emotions over time, 
continuous emotion recognition offers a more realistic and 
distinct understanding of human emotional states [60]. 
However, relying solely on visual modalities for emotion 
recognition, particularly a single cue, has its limitations, as 
certain individuals may not express their emotions as openly 
or clearly. Some people may display subtle or masked emo-
tional cues, making it challenging for visual-based systems 
to accurately detect and interpret their emotions [61].

2.3.3  Audio modality

Acoustic and prosodic cues, such as pitch, intensity, 
voice quality features, spectrum, and cepstrum, have been 
widely studied and employed for emotion recognition [62]. 
Researchers have also utilized cues like formants, Mel fre-
quency cepstral coefficients, pause, teager energy operated-
based features, log frequency power coefficients, and linear 
prediction cepstral coefficients for feature extraction. With 
the advent of deep learning, new opportunities have arisen 
for extracting prosodic acoustic cues [63]. Convolutional 
neural networks have been effectively applied to extract 
both prosodic and acoustic features [64, 65]. In addition to 
these verbal prosodic-acoustic cues, non-verbal cues such 
as laughter, cries, or other emotion interjections have been 
investigated for emotion recognition using convolutional 
neural networks [66]. Since convolutional neural networks 
cannot capture temporal information, researchers have also 
employed alternative deep neural networks like dilated resid-
ual networks [67] and long short-term memory networks 

Fig. 1  Discrete emotion model mapped to continuous emotion model
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[68] to preserve temporal structure in learning prosodic-
acoustic cues.

Despite the potential of the audio modality for emotion 
recognition, several challenges remain. One major chal-
lenge is selecting the most suitable prosodic-acoustic cues 
for effective emotion recognition [69]. Another active area 
of research is determining the appropriate duration of speech 
to analyze [70]. Furthermore, emotion recognition using 
the audio modality faces issues such as background noise 
[71], variability in speech [72], and ambiguity in emotional 
expression [73], which can impact the accuracy and reli-
ability of the emotion recognition system.

2.3.4  Physiological modality

The physiological modality captures data from the human 
body and its systems. These responses arise from both the 
central and autonomic nervous systems [12]. A range of 
physiological cues can be used to monitor these responses, 
such as electroencephalography (EEG), electrocardiogra-
phy (ECG), galvanic skin response, heart rate variability, 
respiration rate analysis, skin temperature measurements, 
electromyogram, electrooculography [25], and photoplethys-
mography or blood volume pulse [74].

Physiological signals, which are involuntary and often 
unnoticed by individuals, offer a more reliable approach to 
emotion recognition since they reflect dynamic changes in 
the central neural system that are difficult to conceal [61]. 
Recent studies have extensively explored physiological sig-
nals for emotion recognition [75–77]. Among these signals, 
EEG has gained significant attention due to its fine temporal 
resolution, which captures the rapid changes in emotions 
[78], and its proximity to human emotions as a neural signal 
[79].

While physiological signals offer valuable insights into 
emotion recognition, they also present several challenges. 
Data acquisition typically require specialized setups or 
wearable sensors, which may be invasive, uncomfort-
able, or inconvenient for users, especially when worn for 
extended periods. A standard lab setting often involves sub-
jects wearing earphones and sitting relatively motionless in 
front of a screen displaying emotional stimuli [80]. Despite 
the advancements in ubiquitous computing that enable the 
collection of physiological data through electronic devices 
(e.g., skin conductivity, skin temperature, heart rate), some 
signals, such as EEG and ECG, still necessitate costly sen-
sors or laboratory environments. Moreover, the reliance on 
contact-based sensing and voluntary user participation can 
pose practical difficulties. Another challenge lies in the vari-
ability of participants' responses to different stimuli, which 
can lead to lower emotion recognition accuracy. This issue 
necessitates a well-designed experimental setup and the 
careful selection of stimuli to ensure reliable results [81].

2.3.5  Multimodal systems

Multimodal systems do not necessarily require cues from 
different modalities. Cues may come from a single modal-
ity, forming a multimodal system. For example, the visual 
modality can combine facial expressions and gaits [59], 
while the integration of different acoustic cues such as 
1D raw waveform, 2D time–frequency Mel-spectrogram, 
and 3D temporal dynamics can be used for speech emo-
tion recognition [82]. Similarly, different cues from various 
modalities can form a multimodal system, such as sentence 
embeddings (text modality), spectrogram (audio modal-
ity), and face embeddings (visual modality) as used in [83], 
or facial expressions and EEG-based emotion recognition 
used in [84]. However, multiple inputs for the same cue do 
not constitute a multimodal system (e.g., facial expression 
recognition using multiple camera views). This leads us to 
define multimodality as 'the data obtained from more than 
one cue pertaining to single or multiple modalities, where 
modalities refer to textual, auditory, visual, and psychologi-
cal channels.'

2.3.6  Contactless multimodal emotion recognition (CMER)

The modalities, including visual cues (face, posture, and 
gestures), oculography (visible light and infrared), skin 
temperature, heart rate variability, and respiratory rate can 
all be obtained via contactless sensors [25]. The primary 
advantage of CMER is that it minimizes discomfort and 
inconvenience typically associated with wearable devices 
or skin-contact sensors, enhancing user experience and 
promoting natural interactions. By seamlessly integrating 
into various environments, contactless approaches are well-
suited for applications where user comfort and unobtrusive 
emotion recognition are essential.

The study of CMER encompasses a range of meth-
odologies, including traditional machine learning, deep 
learning, and the utilization of pre-trained models. These 
various approaches are elaborated upon in the subsequent 
discussion.

2.3.6.1 Employing traditional machine learning 
for  CMER Machine learning has become a popular tool 
for CMER across a variety of fields, employing both tra-
ditional and deep learning techniques. Over the last one 
decade, several machine learning techniques have been 
employed for CMER. Here, we discuss a few of them pro-
posed in the last few years. These methods first extract 
the modality features using a feature extractor and then 
train machine learning algorithms to learn the emotions. 
These algorithms include Support Vector Machines 
(SVM), K-nearest neighbors (KNN), random forests (RF), 
and decision trees (DT), among others. The extracted fea-
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tures included different combinations of modalities stud-
ied for different applications. For instance, the authors in 
[85] train SVM models on acoustic and facial features for 
emotion recognition from surgical and fabric masks. It 
has been found that the performance of machine learning 
algorithms vary significantly for the same data and task. 
For instance, the authors in [86] evaluated both traditional 
machine learning algorithms (such as KNN, random 
forests RF, decision trees DT, among others) as well as 
extreme learning machines (ELMs) and Long-Short-Term 
Memory networks (LSTM) for board game interaction 
analysis. The results show that ELMs and LSTM perform 
best for expressive moment detection whereas random for-
ests perform best for emotional expression classification.

Earlier techniques did not consider the temporal infor-
mation and environmental conditions in emotion recogni-
tion. However, temporal and environmental factors have 
been deemed increasingly important for emotion recogni-
tion as shown by some recent techniques. For example, 
the authors in [87] showed the importance of temporal 
information in emotion detection by proposing a Coupled 
Hidden Markov Model (CHMM)-based multimodal fusion 
approach to modeling the contextual information based 
on the temporal change of facial expressions and speech 
responses for mood disorder detection. The speech and 
facial features were used to construct the SVM-based 
detector for emotion profile generation. The CHMM was 
applied for mood disorder detection. Similarly, envi-
ronmental factors were studied for emotion recognition 
in combination with physiological signals by a hybrid 
approach in [88] by developing RF, KNN, and SVM mod-
els. These techniques showed that temporal and environ-
mental context has significant impact on emotions.

Besides visual and acoustic features, text features have 
also been studied in combination with these two modali-
ties and have been identified as an important modality. For 
instance, the authors in [88] used a Gabor filter and SVM 
for facial expression analysis, regression analysis of audio 
signals, and sentiment analysis of audio transcriptions using 
several existing emotion lexicons for tension level estima-
tion in news videos. This work showed that the integration 
of sentiments extracted from text into visual and acoustic 
features improve the performance of CMER. This also moti-
vated authors to study physiological signals in combination 
with visual and acoustic modalities. For example, a study 
[89] exploited facial expressions and physiological responses 
such as heart rate and pupil diameter for emotion detection, 
using an extreme learning machine algorithm. However, the 
setup required for measuring the physiological signals makes 
it infeasible for practical applications.

2.3.6.2 Employing deep learning for  CMER Due to the 
growing performance of deep learning algorithms, CMER’s 

focus has greatly shifted to employing deep learning archi-
tectures. The notable deep learning architectures used in 
emotion recognition include CNNs, Recurrent Neural Net-
works (RNNs), LSTMs, and transformer-based architec-
tures. These architectures have been used individually or 
in combination. Most deep learning approaches to CMER 
emphasize on speech signals and audio-visual features [90, 
91]. Attention-based methods in deep learning have further 
enhanced the deep learning performance. A notable instance 
is a study [92] that utilized an attention-based fusion of 
facial and speech features for CMER. Frustration detection 
in gaming scenarios was another application where deep 
neural networks were used on audio-visual features [93]. 
Text features, in combination with visual and audio fea-
tures were also studied using deep learning. For instance, 
depression detection using audio, video, and text features 
was achieved through deep learning-based CMER [94]. It 
was found that the integration of text features into audio and 
visual features using deep learning further improved the 
CMER performance.

CMER employed deep learning in a number of interesting 
applications including education. For example, CMER was 
applied to younger students during the COVID-19 lockdown 
by using two convolutional neural networks (CNNs) on 
acoustic and facial features combined [95]. Another CMER 
technique used CNN on eye movement and audiovisual fea-
tures in Massive Open Online Courses (MOOC) environ-
ments to classify learners' emotions during video learning 
scenarios [96]. Further research included student interest 
exploration, where deep learning was used on head pose as 
well as facial expression and class interaction analysis [97]. 
Some methods have also probed into contactless physiologi-
cal signals with deep learning for CMER; a study employed 
a method that combined heart rate and spatiotemporal fea-
tures to recognize micro-expressions [98].

2.3.6.3 Employing pre‑trained models for  CMER The pro-
gressive strides in deep learning have paved the way for 
sophisticated, large-scale, pre-trained models that are now 
finding application across diverse fields. Pre-trained models 
are the deep learning models trained on large datasets. These 
models can be fine-tuned or re-trained for a similar task 
without training from scratch. These models have emerged 
as a particularly effective tool for CMER, achieving supe-
rior results when fine-tuned for CMER. Several studies have 
leveraged the power of these pre-trained models for emo-
tion recognition using different modalities such as speech 
and facial features. Research has also demonstrated the 
effectiveness of finetuning multiple pre-trained models for 
CMER tasks. Fine-tuning pre-trained models eliminates the 
need for vast datasets, extensive computational resources, 
and prolonged training times. Several pre-trained models 
have been finetuned for CMER.
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Among such models, one model is Wav2Vec2.0 which 
is a transformer based speech model trained on large-scale 
unlabeled automatic speech recognition data that has been 
extensively employed for speech recognition-based CMER 
[99]. Other notable models include the CNN architectures 
such as AlexNet, ResNet, VGG and Xception which have 
been employed for both audio and visual features [82, 100]. 
Similarly, pre-trained LLMs such as Bidirectional Encoder 
Representations from Transformers (BERT), Generative 
Pretrained Transformer (GPT) and Robustly Optimized 
BERT Pretraining Approach (RoBERTa) have also been 
used for CMER using text features [101].

The use of multiple pre-trained models to handle each 
modality by its respective model has also been studied in 
several studies for improving CMER’s performance. For 
instance, AlexNet was used to extract audio features which, 
along with visual features extracted by CNN + LSTM archi-
tectures, formed an effective combination for CMER tasks 
[102]. Similarly, the authors in [103] utilized both Wav-
2Vec2.0 and BERT pre-trained models for CMER while 
extracting speech and text features respectively. Simi-
lar multi-model approaches have been adopted by other 
researchers as well [104]. A notable example is [105] in 
which a pre-trained model trained on the ImageNet dataset 
was used to generate segment-level speech features before 
applying them to a Bidirectional Long Short-Term Memory 
with Attention (BLSTMwA) model.

Other techniques involved integrating audio and visual 
features with the BERT model [106], or fine-tuning sepa-
rate pre-trained models such as GPT, WaveRNN, and Face-
Net + RNN to extract domain-specific text, audio, and visual 
features, respectively [83]. More recent studies involved 
finetuning an audiovisual transformer for CMER [107], and 
finetuning ResNet and BERT pre-trained models for audio-
text-based CMER [108]. Pre-trained models were also 
extended to study continuous emotions to detect arousal and 
valence, where multiple pre-trained models were tested for 
feature extraction across different modalities [109].

While finetuning single or multiple pre-trained models 
has been extensively used for CMER, some studies have 
also proposed specialized pre-trained models, such as 
MEmoBERT [110], that make them ideal candidates for 
CMER methods. This is further supported by recent initia-
tives such as an open-source, multimodal LLM based on a 
video-LLAMA architecture designed explicitly to predict 
emotions using multimodal inputs [111].

Given the wide range of CMER techniques, their rela-
tive performance comparison becomes a complex task due 
to the use of varied datasets and evaluation metrics. This 
complexity is enhanced by different research approaches, 
such as deep learning versus machine learning, and perfor-
mance metrics such as accuracy, concordance correlation 
coefficient, and F1 score among others, and the scenarios 

considered. Furthermore, the application of these research 
techniques varies across studies, with some using publicly 
available datasets while others utilize self-generated or pri-
vately held data. Adding to this complexity is the diverse 
focus and emphasis found within each article which makes 
a balanced comparison nearly impossible without additional 
comprehensive investigation. Future studies should aim for 
a thorough exploration presenting a benchmark compari-
son among various methods. Despite these complexities in 
comparative analysis, there is an observable trend toward 
improved efficiency in existing studies that adopt more 
advanced models and methods over time. In general, several 
recent studies (e.g. [112, 113],) show that the performance 
of deep learning-based multimodal emotion recognition for 
speech and image data is better than traditional machine 
learning algorithms due to the fact that deep learning can 
find intricate patterns in complex data more efficiently than 
traditional machine learning.

As many contactless methods rely on audiovisual 
modalities, these are prone to manipulations [28] and can 
be affected by factors like occlusion, lighting conditions, 
noise, and cultural differences. To enhance CMER accuracy, 
it is essential to combine audiovisual modalities with other 
cues from different modalities. The contact-based nature 
of physiological modality-based methods has traditionally 
limited their use in CMER; however, recent research has 
demonstrated promising advancements.

Several studies have successfully acquired physiologi-
cal cues, traditionally dependent on contact-based methods, 
using contactless techniques. Examples include measuring 
heart rate and respiratory rate with remote photoplethys-
mography [114] and continuous-wave Doppler radars [115]. 
These breakthroughs have been made possible by recent 
advancements in multispectral imaging, computing, and 
machine learning, which facilitate the transformation of 
contact-based cues into non-contact ones.

3  Review method

This section outlines the methodological approach employed 
to conduct a systematic literature review on CMER. We 
detail the steps taken to ensure a comprehensive, organized, 
and rigorous examination of the existing literature. The 
following subsections cover the review protocol, research 
strategy, inclusion/exclusion criteria, and the study selec-
tion process. These elements collectively provide a clear and 
transparent framework for the systematic review, ensuring 
that the findings are robust and relevant to the research ques-
tions and objectives.
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3.1  Review protocol

Our review protocol, developed in accordance with the 
established guidelines for conducting systematic literature 
reviews as outlined in [116], is illustrated in Fig. 2. The 
process begins with the identification of research ques-
tions that target the primary theme of our review. These 
questions guide the scope and objectives of the system-
atic review. After establishing the research questions, we 
create search queries based on them and select relevant 
databases to search for relevant literature. These search 
queries are individually applied to each chosen database, 
ensuring comprehensive coverage of the relevant studies. 
The retrieved papers then undergo a manual analysis to 
assess their relevance based on our inclusion and exclu-
sion criteria. In an iterative process, we refine the search 
queries and repeat the search until no significant changes 
in the results are observed. This approach ensures that we 
collect the most relevant studies and minimize the risk of 
overlooking crucial papers. After the iterative refinement, 
we remove any duplicate papers from the search results 
and consolidate the remaining papers into a final list of 
relevant studies. This step reduces redundancy and allows 
for a more focused analysis of the literature. Finally, we 
conduct a thorough review of the selected papers, extract-
ing essential insights, identifying trends, and drawing 
conclusions.

4  Research strategy

Considering our research questions and the objectives of our 
review, we first conduct a thorough examination of review 
articles that address MER in general. Following this ini-
tial analysis, we shift our focus specifically to CMER. To 
accommodate these two distinct aspects of our review, we 
formulate two separate search queries, the details of which 
can be found in Table 1. It is important to note that our 
selected keywords may not always appear in the title fields 
of the articles; therefore, we extend our search to include 
titles, abstracts, and keywords to identify relevant articles. 
However, we refrain from searching the entire article text, as 
this approach could yield numerous irrelevant results. That 
said, we meticulously analyze the retrieved articles to ensure 
their relevance to our study. By using this two-tiered search 
strategy, we are able to comprehensively review the litera-
ture on MER while also delving deeper into the specific area 
of CMER. This approach allows us to effectively address our 
research questions and gain a deeper understanding of the 
current state and future directions of this rapidly evolving 
field.

It is crucial to emphasize that the selection of keywords is 
meticulously carried out, considering contemporary trends 
in MER. This process begins with a basic search query, 
which is refined iteratively as we analyze the retrieved arti-
cles. The goal is to ensure that the search query becomes 

Fig. 2  A depiction of our 
review protocol
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more focused and aligned with the most relevant and cur-
rent trends in the field. In our second query, we specifically 
include the keyword “audiovisual” to fetch more articles 
related to contactless emotion recognition. The addition 
of this keyword helps to capture a broader range of studies 
that focus on contactless approaches, reflecting the increas-
ing popularity and effectiveness of audiovisual-based emo-
tion recognition methods in the field. In order to maintain 
consistency and align with the objective of investigating 
contactless-based methods, we deliberately excluded the 
term “EEG” from our search in the second query. Although 
“EEG” often appeared in conjunction with “non-invasive” in 
the search results, it predominantly refers to a contact-based 
or even invasive method, which deviates from our research 
focus. By refining our search queries in this manner, we 
can create a comprehensive and targeted collection of arti-
cles that reflect the current state of research in CMER. This 
approach ensures that our review is both accurate and up-
to-date, allowing us to draw meaningful conclusions and 
identify areas for future exploration.

4.1  Inclusion/exclusion criteria

In a systematic literature review, well-defined inclusion and 
exclusion criteria play a crucial role in identifying papers 
relevant to the research questions for inclusion in the review. 
Our inclusion/exclusion criterion is based on relevance, 
specific databases, date of publication, study type, review 
method, completeness of study, and publication language. 
We selected studies from prominent and pertinent databases 
which were chosen due to their comprehensive coverage of 
literature in the relevant fields, ensuring access to a wide 
range of high-quality research articles. The selected studies 
included journal articles and papers published in conference 
proceedings and workshops. To focus on the most recent 
developments and advancements in the area, we set the pub-
lication range from 1st January 2017 to 1st March 2023. This 
timeframe was chosen to provide a comprehensive overview 
of the recent trends, methods, and findings while maintain-
ing the review’s relevance and currency.

For the first query, our focus is exclusively on review 
articles. We filter the results by using the available option 
within the database to specifically select review articles or, 

when such an option is not provided, by manually analyzing 
and selecting the review articles. This approach aligns with 
the scope of our literature review, as our primary objective 
is to focus on the review articles related to MER, enabling us 
to identify research gaps unaddressed in existing reviews. In 
recent years, review articles on MER have already assessed 
various study types, including experimental studies, case 
studies, qualitative, and quantitative research. Consequently, 
we chose not to include these study types in the first tier 
of our literature review, as they would not offer any new 
insights. By focusing on review articles, we can obtain a 
more comprehensive understanding of the existing research 
landscape, allowing us to recognize trends, gaps, and poten-
tial areas for future exploration in the field of MER.

Since our study specifically emphasizes CMER, it is 
essential to consider other study types in addition to review 
papers in the second query. By doing so, we aim to conduct 
a comprehensive review of the existing modalities, data col-
lection methods, fusion techniques, and machine learning 
approaches relevant to the topic. This thorough examination 
enables us to find plausible answers to our research questions 
and better understand the current state of the field. Further-
more, incorporating other study types, such as experimental 
studies, case studies, qualitative, or quantitative research, 
allows us to explore the nuances and complexities of CMER. 
This inclusive approach also helps us identify any poten-
tial gaps or shortcomings in the existing literature, paving 
the way for further advancements in the field. Moreover, 
considering various study types provides valuable insights 
into the practical implementation of CMER, ensuring that 
our research is both relevant and applicable to real-world 
scenarios.

Our selection criteria focus on comprehensive, peer-
reviewed studies available in full text. This encompasses 
journal articles, conference proceedings, and workshop 
papers, all published in English. We source these materials 
from a mix of open-access platforms, subscription-based 
databases, and preprint repositories, including Web of Sci-
ence (WoS), IEEE Xplore, ACM, EBSCO, SpringerLink, 
Science Direct, and ProQuest. The subject areas under con-
sideration span a diverse range, including computer science, 
psychology, neuroscience, signal processing, human–com-
puter interaction, and artificial intelligence.

Table 1  Details of the search 
queries

Query Description Query structure Search fields
Query 1 Articles related 

to MER

("multimodal" OR "multiple modalities" OR "multiple 
channels" OR "multiple sensors") AND ("emotion 
recognition" OR "emotion classification" OR "emotion 
detection" OR "emotion analysis" OR "emotion sensing")

Query 2 Article related 

to contactless 

emotion 

recognition

("multimodal" OR "multiple modalities" OR "multiple 
channels" OR "multiple sensors") AND ("emotion 
recognition" OR "emotion classification" OR "emotion 
detection" OR "emotion analysis" OR "emotion sensing") 
AND ("contactless" OR "non-contact" OR "non-invasive"

OR "audiovisual") NOT "EEG”

Title, abstract, 

author keywords, 

and keywords 

plus
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We exclude certain types of content to maintain the focus 
of our study. Editorial and internal reviews, incomplete 
studies, extended abstracts, technical reports, white papers, 
short surveys, and lecture notes are left out of the selection. 
In addition, we do not include articles that were primarily 
concerned with sociology, cognition, medicine, behavioral 
science, linguistics, and philosophy to maintain a specific 
thematic focus.

4.2  Study selection process

Figure 3 presents the PRISMA flow diagram demonstrating 
the study selection process used in our systematic review and 
meta-analysis. Both Query 1 and Query 2 initially yielded 

2196 articles across all databases. Some databases, such as 
WoS, allowed direct filtering for review articles. In contrast, 
databases such as SpringerLink required manual examin-
ing of search results for articles featuring the term “review” 
in their titles. In this phase, we excluded non-English arti-
cles, studies published before 2017, and incomplete studies, 
reducing the article count to 395. Additionally, for query 2, 
we manually excluded studies that utilized electroencepha-
lograph/EEG or other brain imaging techniques as the pri-
mary recording channel. This exclusion was essential due 
to the current limitations in recording such data in a con-
tactless manner. Following this, all references were collated 
within the Mendeley Reference Manager. Subsequently, in 
the second phase, abstracts underwent additional scrutiny to 

Fig. 3  PRISMA study flow 
diagram
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exclude experimental studies from Query 1 and papers relat-
ing to other disciplines such as behavioral sciences. This left 
us with 177 full papers for detailed examination.

Upon reviewing these papers thoroughly, we further 
excluded 79 articles. Exclusion criteria included duplica-
tion, lack of direct relevance to Human–Computer Interac-
tion (HCI), absence of significant insights (often found in 
short conference papers), or exclusive focus on unimodal 
techniques. Ultimately, this meticulous process led to the 
inclusion of 98 papers in our final study.

Our meticulous selection process ensures that the articles 
included in our review are highly relevant to our research 
questions and objectives, providing a comprehensive under-
standing of MER and addressing any existing gaps in the 
literature.

5  Benchmarking multimodal emotion 
recognition: analysis of key metrics 
and research gaps

To explore the state-of-the-art in MER, we conduct a com-
prehensive review of existing literature on the subject. Our 
first objective is to identify relevant comparison and analysis 
metrics that could effectively evaluate each study. For this 
purpose, we perform a thorough examination of prior work 
in this field [10, 12, 23, 31, 72, 81, 117–144], identifying 
the key metrics shown in Fig. 4. These metrics have been 
explained in detail in Table 2. Following the identification of 
these metrics, we carefully assess each review article using 
these criteria as a guiding framework. It is worth acknowl-
edging that while it may not be feasible to address all these 

Fig. 4  Benchmarking of existing studies on MER with respect to the selected metrics
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metrics in any single study, our aim in identifying them and 
comparing them with the existing literature is to shed light 
on potential research gaps that could be addressed in future 
work. In addition to this, identifying and comparing these 
metrics across existing literature results in establishing a 
common framework for evaluation and benchmarking, as 
well as highlighting best practices and successful method-
ologies. Some acronyms, used in the analysis, are given in 
the table given in Appendix (supplementary information).

By analyzing the distribution of modalities and cues 
used in the study set, our comprehensive review provides 
a thorough understanding of the current landscape of MER 
research (see Figs. 5 and 6), emphasizing the significant role 
non-verbal cues play, notably physiological signals such as 
EEG, ECG, and EDA, either individually or in combina-
tion with other visual inputs. These signals can reveal sub-
conscious emotional states that are often subtle to other 

Table 2  Description of the metrics used for benchmarking MER studies

Metric Description

Data collection The process of gathering and measuring data from multiple sources
Sensing devices Equipment used to capture, measure, or detect emotional cues and expressions
Open datasets Publicly available datasets containing multimodal data for emotion recognition research and development
Data preprocessing Techniques and methods applied to clean, normalize, annotate, and transform raw data into a suitable 

format for analysis
Emotion models/types Different frameworks of emotions such as categorical, dimensional models, or appraisal theories
Modalities Types of data or channels used in emotion recognition, such as audio, visual, physiological, or textual
Cues Observable indicators or markers that provide information about emotions, such as facial expressions, 

speech, or body movements
Feature extraction Techniques used to extract relevant and discriminative characteristics from raw data for emotion recogni-

tion
Impact of environmental conditions The influence of external factors, such as lighting, background noise, or weather, on the performance of 

emotion recognition methods
Evaluation methods Methods used to assess the performance and effectiveness of emotion recognition methods such as accu-

racy, precision, recall, F1-score, and ROC AUC 
Fusion Methods Techniques for combining information from multiple modalities
Machine learning algorithms/models Algorithms and models employed to learn and recognize emotions
Ethical concerns Issues related to the ethical implications of emotion recognition such as consent, biases, or potential 

misuse
Privacy and security Considerations related to the protection of personal information, data confidentiality, and security in emo-

tion recognition applications
Computational complexity The number of computational resources required by the methods, including processing time and memory 

usage
Robustness and reliability Ability to maintain accurate and consistent performance in diverse conditions
Context awareness Assessing if the methods incorporate contextual information to enhance emotion recognition accuracy
Interpretability and explainability Considering the interpretability and explainability of the machine learning models used in the methods, 

which can be important for understanding and trust-building in human-AI interactions
Real-Time Processing Assessing whether the methods can process and analyze data in real-time or if they require offline pro-

cessing
Inter-Subject Data Variance Considering differences in emotional expressions, cues, and physiological responses among individuals 

when experiencing and expressing emotions
Generic/Specific The degree to which the methods are general-purpose and applicable to various scenarios, or tailored for 

specific applications or contexts

Fig. 5  Distribution of modalities in the study set. Physiological 
signals emerge as the predominant modality for emotion recogni-
tion, both when utilized individually and when combined with other 
modalities (see also Fig. 7)
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modalities. However, implementing physiological signal-
based systems in the wild remains a challenge due to the 
aforementioned issues.

Our findings also highlight diverse combinations of 
modalities utilized in emotion recognition (see Fig. 7). In 
addition to the physiological and physiological–visual cues 
that are still largely required for the contact-based tech-
niques, audio–visual modalities have been widely applied to 
MER, especially in the context of CMER. Some studies also 
explore the combination of audio, visual, and physiological 
modalities. Despite a smaller representation of text modality 
in our review, its effectiveness, particularly in conjunction 
with other modalities, is noteworthy. This is especially true 
in the context of conversational agents, where user input is 
largely text-based, emphasizing the necessity of an efficient 
emotion recognition system that incorporates audio, visual, 
text, and physiological modalities.

Within the scope of behavioral cues, Facial Emo-
tion Recognition (FER) is highly employed, owing to its 

intuitive nature and the advancements in computer vision 
and machine learning that facilitate automated analysis. 
In addition, facial features provide profound insights into 
human emotion and behavior and are considered to be the 
strongest source of emotion cues [145, 146]. Paired with 
body gestures and movements, FER can provide a richer 
emotional context. Likewise, audio features such as Mel Fre-
quency Cepstral Coefficients (MFCCs) and prosodic charac-
teristics yield crucial emotional insights by dissecting spec-
tral and rhythmic speech elements. Text modality, enhanced 
by natural language processing techniques like sentiment 
analysis, offers an added layer of emotional context, support-
ing the effectiveness of MER systems (see Fig. 6).

Figure  4 also categorizes the benchmarking metrics 
into two primary groups based on their coverage in review 
studies. Metrics in green are well-covered, representing 
a common pattern followed by most studies. In contrast, 
the metrics in orange indicate research gaps, as they have 
not been addressed by many studies. Figure 8 provides a 

Fig. 6  The coverage of cues within the study set with cues high-
lighted in red indicating the highest coverage. Among the physiologi-
cal signals group, EEG and ECG exhibit the most extensive cover-
age. FER emerges as the widely employed modality within the visual 

group. In the audio and text groups, MFCC, Text Reviews (TR), and 
Word Embeddings (WE) are the modalities that have been most fre-
quently utilized

Fig. 7  The distribution of 
modality combinations within 
the study set, highlighting the 
prominence of various combina-
tions. Physiological signal com-
binations are the most exten-
sively employed choice, owing 
to their capability to accurately 
detect subtle emotional changes, 
relative immunity to deliber-
ate manipulation, and provide 
continuous, real-time data, 
enabling a more comprehensive 
understanding of emotions
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clear illustration of the metrics that have been adequately 
addressed in the existing studies and those that have not 
received sufficient attention. In order to identify the research 
gaps, which are represented by the under-addressed metrics, 
we established a threshold of 30%.

One notable limitation in existing review studies is the 
lack of attention given to ethical and privacy concerns. With 
the rapid advancement of artificial intelligence, numerous 
ethical implications and privacy-preserving challenges 
have arisen. These concerns are crucial to address, as they 
involve respecting individuals’ rights, ensuring fairness, and 
maintaining public trust in AI-enabled systems. We address 
ethical and privacy issues in detail in Sect. 7, where we also 
highlight the key principles for ensuring ethical and privacy 
compliance.

The computational complexity of MER systems is also 
overlooked in many review studies. The addition of more 
modalities to emotion recognition systems correlates with 
increased computational complexity [147], which can hinder 
real-time system deployment. Evaluating this complexity is 
vital in determining if these systems are feasible for real-
time applications. There is no one-size-fits-all approach to 
managing computational complexity, but several strategies 
can enhance real-time performance. For example, we can 
select features that are highly representative of the emotional 

state [120], or apply dimensionality reduction to multimodal 
feature vectors [148] to simplify the model. In terms of deep 
learning models, the careful selection of parameters like con-
volution kernel size [149], the total number of model param-
eters [150], and the sizes of masks and weights in attention 
networks [151] can help manage complexity. Another strat-
egy could be the utilization of the correct type of features for 
the task at hand. For instance, using virtual facial markers 
for facial emotion recognition (FER) may be more efficient 
than an approach based solely on image pixels [147].

The importance of robustness and reliability in emotion 
recognition (ER) systems cannot be overstated, however, 
these factors have received inadequate attention in review 
studies. Robustness characterizes the system’s capacity to 
sustain performance in the face of external disturbances, and 
reliability represents its consistency in delivering accurate 
results over time. These qualities become particularly crucial 
in healthcare settings where lives hang in the balance. Take, 
for instance, an MER system employed for pain detection—
it must possess high robustness to assess pain accurately. 
Several methods can be used to enhance the robustness and 
reliability of an MER system such as reducing the influence 
of environmental factors like noise [152], applying robust 
fusion techniques such as transformer-based cross-modal-
ity fusion [83], employing data augmentation in training 

Fig. 8  The coverage of benchmarking metrics within the study group 
with metrics highlighted in red signifying the presence of under-
addressed issues. Despite their significance for implementing MER 

in real scenarios, these metrics have not received adequate attention 
within the study group
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MER models [153], and adopting self-supervised learning 
approaches [154]. Recent studies have also indicated the 
high robustness of transformer-based multimodal ER mod-
els and deep canonical correlation analysis (DCCA) when 
combined with an attention-based fusion strategy [113, 155]. 
A more recent approach tackles the issue of robustness and 
reliability in MER systems by providing explanations for the 
predictions, thereby addressing the issue of label ambiguity 
due to the subjective nature of emotions. The model’s pre-
dictions are deemed correct if the reasoning behind them is 
plausible [111].

Context awareness remains yet another significant 
research gap in the survey studies. While the integration 
of multiple modalities indeed enhances contextual compre-
hension, it only addresses one aspect of the overall context. 
The notion of context is vast, encompassing various ele-
ments like time, location, interaction, and ambiance, among 
others [156]. Recent studies have shown that self-attention 
transformer models are effective in capturing long-term 
contextual information [157]. These models can help in 
associating a modality cue—for instance, facial emotion 
recognition (FER)—with context cues such as the body and 
background [117]. Likewise, by employing a self-attention 
transformer, we can use background information and socio-
dynamic interaction as contextual cues in conjunction with 
other modality cues like FER and gait [59]. Therefore, these 
transformer models represent promising approaches for 
improving our understanding of the context in MER.

Although transparency and explainability are becoming 
increasingly significant in the field of AI, existing survey 
studies often overlook these aspects in emotion recognition. 
This oversight can largely be attributed to little focus on 
these attributes in the realm of emotion recognition. Ear-
lier techniques mostly confined themselves to identifying 
influential modalities or cues [158, 159]. Nevertheless, a 
growing interest in these aspects has been observed recently. 
For instance, the authors in [160] sought to explain the pre-
dictions of MER systems using emotion embedding plots 
and intersection matrices. A recent study [161] implemented 
a more advanced technique. Their method provides expla-
nations for its recognition results by leveraging situational 
knowledge, which included elements like location type, 
location attributes, and attribute-noun pair information, as 
well as the spatiotemporal distribution of emotions.

The issue of inter-subject data variance, or individual 
differences in emotion expression and perception, is often 
overlooked in emotion recognition research. Data related 
to specific modalities and emotions can vary significantly 
from person to person. For example, facial expressions, gait 
analysis, gestures, and physiological signals may not univer-
sally represent emotions, as individual responses and expres-
sions can differ. More research about domain adaptation and 

developing attention-based models could help tackle inter-
subject data variability [81].

6  Contactless multimodal emotion 
recognition (CMER)

In our second-tier investigation, we review the method 
papers that utilize MER techniques ([70, 85–89, 93–99, 
162–212]), where modalities are obtained through sen-
sors that are not in physical contact with the user’s skin. 
A comprehensive analysis of contactless studies, exploring 
aspects like modality combination, types of emotion mod-
els, applications, and methods, is presented in Fig. 9. In our 
comparative analysis, we differentiate between verbal and 
nonverbal cues within the audio modality, treating them as 
separate entities. Verbal cues primarily pertain to the content 
of speech, while nonverbal cues encompass various non-
linguistic elements like laughter, cries, or prosodic features 
such as tone, pitch, and speech rate, amongst others. This 
distinction enables a clearer understanding of how different 
aspects of audio modalities have been explored. Similarly, 
we distinguish between RGB and thermal cues within the 
visual modalities to differentiate the roles of different visual 
cues in CMER. It is pertinent to mention that all the methods 
summarized in this section utilizing physiological modality 
use contactless techniques for data collection.

We identify the specific modality combinations used in 
CMER systems along with their percentage coverage, as 
shown in Fig. 10. The audio-visual emerges as the dominant 
combination of modalities. Specifically, verbal cues along 
with RGB visual cues remain dominant due to the fact that 
verbal communication is a key form of human interaction, 
while RGB visual cues provide critical context, enhancing 
communication effectiveness. Nonverbal and thermal cues of 
audio and visual modalities as augmented modalities remain 
under-explored despite their effectiveness. These cues 
have the potential to reveal subtle elements of emotional 
responses, engagement levels, and intentions, which are not 
explicitly conveyed through verbal and/or RGB visual cues. 
Similarly, the integration of text and contactless physiologi-
cal signals as auxiliary modalities have been inadequately 
studied, despite their unique benefits (see Sects. 1.4.1, 1.4.4 
and Sect.  5). Among other modality combinations, the 
audio-visual-physiological group has not been adequately 
explored, which could be promising.

Most of the studies have focused only on the categori-
cal model, potentially due to its simplicity. The dimensional 
models, which provide a more complex but realistic repre-
sentation of emotions as discussed in Sect. 3.1, have not 
been adequately addressed potentially due to the inherent 
complexity of dimensional models.
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We also analyze the applications of CMER systems in 
the studies in the context of three major fields: health-
care, education, and social interaction due to their intrinsic 
connection with human emotions. Despite the presence 
of studies discussing the application of existing CMER 

methods in one or more of these sectors, most research 
tends to address CMER in a general manner. We explore 
the implementation of the CMER system in these specific 
sectors along with other diverse scenarios in Sect. 6.

Fig. 9  A comparative analysis of the CMER methods with respect to modality combinations, types of emotion models, applications, and 
machine learning methods
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Due to the variation in modality groups and evaluation 
criteria across different studies, we do not draw performance 
comparisons between the CMER methods. However, we 
assess these studies based on the employed machine learning 
techniques: traditional methods like random forest, nearest-
neighbors, and SVM [213], in contrast with deep learning 
methods. An upward examination of Fig. 9 reveals a progres-
sive shift in CMER from traditional machine learning to 
deep learning. This shift can be attributed to deep learning’s 
inherent ability to learn feature representations dynamically, 
which leads to enhanced accuracy and improved generaliza-
tion. In addition, the proliferation of large-scale datasets and 
the surge in computational resources have further enhanced 
the accuracy of deep learning techniques in emotion recog-
nition tasks.

For a comprehensive discussion of machine learning and 
deep learning emotion recognition techniques, we recom-
mend recent surveys [214, 215], which explore this topic in 
greater detail.

7  Existing datasets for contactless 
multimodal emotion recognition

The availability of open datasets is of utmost importance in 
the advancement of MER systems, as they serve as the foun-
dation for training AI models. The quality and diversity of 
these datasets directly impact the system’s ability to general-
ize and accurately detect emotions in real-world scenarios. 

Open datasets not only facilitate the initial development 
and training of models but also contribute to their evalua-
tion. By testing the system on separate data sets, developers 
can assess its performance and robustness against unseen 
instances, ensuring its reliability and validity. Furthermore, 
open datasets foster faster research progress by eliminating 
the need for individual data collection efforts. Conducting a 
review of existing open datasets also holds value in curating 
a selection of datasets specifically designed for contactless 
modalities. This analysis provides additional support for one 
of the metrics outlined in our comparative schema—data 
availability for a specific use-case (refer to Sect. 6).

Several open datasets have been published over the past 
15 years, many of which have been previously examined in 
reviews such as [81, 124, 213]. In this section, we present a 
comprehensive list of relevant datasets, with a specific focus 
on CMER. Table 3 provides an overview of 33 datasets, 
each offering at least two contactless modalities. For these 
datasets, we select six key features that we deem most rele-
vant when selecting data for model development in a specific 
use case or application. However, it is important to acknowl-
edge that directly comparing these datasets is challenging due 
to their inherent heterogeneity. They were collected under 
varying conditions, utilizing different properties, and have 
distinct limitations. These factors will be discussed next.

In our dataset listings, we prioritize providing the num-
ber of separate subjects (N) instead of individual sam-
ples. This is crucial for ensuring model generalization to a 
broader population beyond the training sample. However, 

Fig. 10  Modality groups used in 
the listed papers
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for datasets derived from movies, TV series, and streaming 
services, the exact count of individual subjects is often not 
available. In such cases, we report the number of annotated 
samples instead. To maintain consistency and statistical sig-
nificance, we have included only datasets with a minimum of 
ten subjects or samples. Datasets smaller than this threshold 
are typically inadequate for model development in practical 
applications.

Regarding annotated emotions, we report the number of 
distinct classes for categorical emotion models and valence 
and/or arousal for dimensional models, as discussed in Sub-
section 1.2. Some datasets offer both types of annotations. 
We acknowledge that certain properties are difficult to evalu-
ate precisely and indicate them with an asterisk (*) sym-
bol. For instance, the genuineness of emotions in TV series 
(e.g., reality TV) and online videos (e.g., YouTube blogs) 

Table 3  Collection of multimodal datasets for emotion recognition that includes more than one cue and contains emotion labels. Here, we use 
the following abbreviations: va = valence, ar = arousal, cat = category

*= ambiguous

Study Database N Multimodal features Condition Type Spon-taneous Emotions

Dhall et al.  [216] AFEW 330 AVF in-the-wild media no 7 cat
Kollias et al.  [217] Aff-wild2 458 AVF in-the-wild media yes* 7 cat + va and ar
Sarkar et al.  [218] AVCAffe 106 AVF controlled paired yes va and ar
Valstar et al.  [219] AVEC 292 AVF controlled single yes va and ar
Zhalehpour et al.  

[220]
BAUM-1 31 AVF controlled single yes 13 cat

Erdem et al.  [221] BAUM-2 286 AVF in-the-wild media no 8 cat
Caridakis et al.  [222] CALLAS Expressiv-

ity Corpus
10 AVF controlled single no 3 cat

Li et al.  [223] CAS(ME)3 247 AVF + CPS controlled single yes 8 cat
Li et al.  [224] CHEAVD 238 AVF in-the-wild media yes* 26 cat
Li et al.  [225] CHEAVD 2.0 527 AVF in-the-wild media yes* 8 cat
Zadeh et al. [226] CMU-MOSEI 1000 VATF controlled* media yes* 6 cat + va
Cao et al. [227] CREMA-D 91 AVF controlled single no 6 cat
Ranganathan et al. 

[228]
emoFBVP 10 AVF + CPS controlled single no 23 cat

Dhall et al. [229] EmotiW 2017 1809* AVF in-the-wild media yes* 7 cat
Martin et al. [230] eNTERFACE’05 42 AVF controlled single no 6 cat
O’Reilly et al. [231] EU Emotion Stimulus 19 AVF controlled single no 20 cat
Bänziger et al.  [232] GEMEP 10 AVF controlled single no 18 cat
Chen et al. [70] HEU-part2 967 AVF In-the-wild media yes* 10 cat
Douglas-Cowie et al.  

[233]
HUMAINE 48 AVF In-the-wild media yes* 6 cat

Busso et al. [234] IEMOCAP 10 VATF controlled paired yes 10 cat + va and ar
Park et al. [191] K-Emocon 32 AVF + CPS controlled paired yes 18 cat + va and ar
Soleymani et al. [235] MAHNOB-HCI 27 AVF + CPS controlled single yes 9 cat + va and ar
Poria et al. [236] MELD 13,708* VATF in-the-wild media no 10 cat
Shen et al. [237] MemoR 8536* VATF in-the-wild media no 14 cat
Zhang et al. [159] MMSE 140 VF + Th + CPS controlled single yes 10 cat
Chou et al.  [238] NNIME 44 AVF + CPS controlled paired no 6 cat + va and ar
Perepelkina et al. 

[239]
RAMAS 10 AVF + CPS controlled paired no 9 cat

Livingstone and 
Russo  [240]

RAVDESS 24 AVF controlled single no 7 cat

Ringeval et al. [241] RECOLA 46 AVF + CPS controlled paired yes va and ar
Clavens et al. [242] SAFE 400 AVF in-the-wild media no 4 cat + ar
McKeown et al. [243] SEMAINE 150 VATF controlled paired yes 13 cat + va and ar
Kossaifi et al. [244] SEWA 398 VATF controlled single and paired yes va and ar
Metallinou et al. 

[245]
The USC CreativelT 16 AVF controlled paired no va and ar
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cannot be accurately assessed. Another point of ambiguity 
lies in the number of subjects. Notably, for datasets MELD 
and MEmor, we report 13,708 and 8,536 samples (clips), 
respectively. However, all these clips are derived from the TV 
series ‘Friends’ and ‘Big Bang Theory,’ predominantly fea-
turing the main actors (5 and 7) from their respective shows.

Among the 33 datasets listed in Table 3, the distribution of 
modality groups is as follows: 18 datasets include audio-visual 
modalities (AVF), 7 datasets include audio-visual and physi-
ological modalities (AVF + CPS), 6 datasets include visual-
audio-text modalities (VATF), and 1 dataset includes visual, 
thermal, and physiological signals (VF + Th + CPS). While 
all aspects of training data are crucial for developing models 
applicable to real-life scenarios, we want to highlight three 
specific features in Table 3: condition, spontaneity, and emo-
tions. Firstly, the condition under which the data is collected 
significantly impacts the generalizability of machine vision 
applications. In controlled environments, low-level features of 
the data remain relatively consistent, whereas in-the-wild data 
can exhibit significant variation. This variation affects aspects 
such as video resolution, occlusion, brightness, angles, ambi-
ent sounds, and noise levels. When utilizing the model in real-
life applications, it must be capable of performing well under 
non-ideal conditions. Secondly, we emphasize whether the 
data captures genuine emotions or acted/imitated emotions. 
Genuine emotions are preferred to ensure the authenticity and 
real-life accuracy of the trained recognition model. Lastly, the 
choice of target labels determines the dataset’s suitability for 
a specific use case. A significant distinction exists between 
datasets employing continuous models (valence/arousal) and 
those using discrete emotion models. The count of catego-
ries for discrete emotions varies widely, ranging from 3 to 
26. Some datasets even include mental states such as bore-
dom, confusion, interest, antipathy, and admiration. While 
certain applications may suffice with distinguishing between 
negative, neutral, and positive emotions (e.g., product reviews 
and customer satisfaction), other applications benefit from 
more nuanced annotations and require finer grained emotion 
distinctions.

Deep neural networks typically require a substantial 
amount of data for effective training. To address this, there 
are several strategies one can employ. Firstly, it is advisable 
to combine multiple existing datasets that are suitable for 
the task at hand. This approach helps increase the overall 
data volume and diversity, enhancing the model’s ability 
to generalize. Additionally, collecting new data using the 
same setup of the application is essential to ensure that the 
model is trained on data that closely resembles what it will 
encounter during inference. Furthermore, data augmentation 
techniques can be leveraged to augment the existing dataset. 
Data augmentation has become a viable option, particularly 
with the introduction of Generative Adversarial Network 
(GAN) models and generative AI in general [246]. While 

image data augmentation is widely used, methods for aug-
menting audio-visual and physiological data also exist. For 
example, the authors in [179] proposed an augmentation 
method that considers temporal shifts between modalities 
and randomly selects audio-visual content. [168] developed 
GAN models specifically for audio-visual data augmenta-
tion. The authors in [174] demonstrated the effectiveness 
of data augmentation for physiological signals, improving 
emotion detection performance in deep learning models. 
Apart from expanding the training data, data augmentation 
can also help address potential biases in the dataset, such 
as gender or minority imbalances (see Sect. 7 for further 
discussion of ethical aspects).

8  Harnessing CMER for diverse use‑cases

We explore the real-life scenarios in this section and explain 
how a CMER system can be effectively applied within the 
unique constraints and requirements of each use-case. The 
intention behind this detailed exploration is multifold. Pri-
marily, it serves to highlight the versatility and adaptability 
of CMER systems, demonstrating their broad applicabil-
ity across a range of scenarios with varying conditions and 
demands. Additionally, it provides a concrete, contextual 
understanding of how the selection and combination of 
modalities can be tailored to meet the specific needs of each 
use-case, thus adding a practical dimension to the theoretical 
understanding of these systems. By discussing the unique 
challenges inherent to each scenario and how these can be 
addressed within the framework of CMER, we aim to equip 
readers with a practical understanding that will inform and 
guide the future implementation of these technologies.

In our analysis, we identify a variety of modality combi-
nations utilized in existing studies and propose a compara-
tive schema comprising a wide range of metrics to evaluate 
the performance of these modalities. Figure 11 shows the 
CMER’s comparative schema comprising various modality 
combinations such as audio-visual, physiological signals, 
and visual-audio-text, amongst others, and their benchmarks 
against the performance parameters such as real-time per-
formance, in-the-wild feasibility, and context awareness, to 
name a few. Each cell in this comparative schema corre-
sponds to the performance of a specific modality combina-
tion against a given metric. The process of constructing the 
comparative schema involved a detailed review and analysis 
of relevant literature, as well as an intuitive understanding 
derived from the studies. Each cell in the schema represents 
the performance of a specific modality combination against 
a given metric. The assignment of the values “Low”, “Mod-
erate”, or “High” for each cell was carried out based on a 
consensus-driven analysis of the literature and the real-world 
application of these systems.
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The metrics are segmented into two distinct sets, each 
representing a unique aspect of the performance evaluation. 
The first set, highlighted in blue, represents ‘positive met-
rics.’ A higher value in this section, such as a ‘High’ rating 
in ‘real-time performance,’ is indicative of superior perfor-
mance or desirable attributes. Conversely, the latter section, 
marked in orange, comprises ‘negative metrics.’ Within 
this section, an elevated value represents less favorable 
outcomes. For instance, a ‘High’ score in ‘processing com-
plexity’ infers a significant computational demand, which is 
generally regarded as undesirable in the context of efficient 
and resourceful system design.

The term 'contactless' measures the system's capability 
to function with contactless interaction. An emotion rec-
ognition system that retrieves modality data from a smart-
phone, for instance, exhibits moderate contactless operation. 
Context awareness signifies the system's need for contextual 
data to accurately identify emotions. Systems functioning 
in a controlled environment, such as vital signs monitor-
ing, require less context awareness than those operating in 
uncontrolled or 'wild' conditions. Data availability pertains 
to the accessibility of open datasets or the simplicity of gath-
ering new data. Noise sensitivity involves the unintentional 
incorporation of undesired signals in a modality, which 
could occur due to external sounds in audio modalities, irrel-
evant objects in visual modalities, or electrical interference 
in physiological modalities.

Sensitivity to environmental conditions indicates how 
a system's performance might be affected by factors such 
as light intensity, weather conditions, or ambient tempera-
ture. Ethical and privacy concerns might range from low 
to high based on the application context. For example, a 
system designed for driver attention detection may carry 
fewer ethical and privacy implications than a system used 
in healthcare. Deliberate enactment refers to the faking of 

emotions by subjects. This factor could be moderate in a 
healthcare setting where patients might exaggerate symp-
toms, and higher in a law enforcement scenario where there's 
an incentive to deceive. User discomfort refers to any nega-
tive feelings users may have towards the system, whether 
due to its complexity, or any other factors that detract from 
a smooth user experience. Data availability refers to whether 
suitable open datasets are available in training a model that 
applies corresponding modalities simultaneously. This com-
parative schema aids in the selection of suitable modalities 
based on the requirements and constraints of a given use-
case. It takes into account not only the functional attributes 
of each modality combination but also their implications on 
ethical and privacy concerns and user discomfort, ensuring 
a well-rounded and thorough evaluation.

When evaluating each combination of modalities, we 
initially take into account the inherent characteristics and 
limitations of the modalities involved. As an example, the 
'audio-visual' modality combination receives a 'High' rating 
due to its lower computational demands and prompt feed-
back [90]. Additionally, this combination is also rated 'High' 
for context awareness, as it provides substantial contextual 
information [247]. Similarly, as another example, the 'video-
audio-text-physiological' modality combination received a 
'Low' rating for the "data availability" metric, as indicated 
in Table 3 of Sect. 5.

It is worth mentioning that within this comparative 
schema, physiological modalities are considered contact-
based. This classification aligns with the relevant literature, 
as a majority of physiological cues are typically measured 
using contact-based methods. Despite the emergence of con-
tactless methods to measure some physiological cues (such 
as heart rate and respiration rate [114], the table currently 
reflects the dominant paradigm in which these signals are 
captured and processed.

Fig. 11  CMER comparative schema for modality selection
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We envisage various scenarios for CMER and evaluate the 
suitability of various modality combinations for these use-
cases. For this purpose, we first identify the requirements spe-
cific to a scenario and map these requirements to the respective 
metrics for each modality (Fig. 12). For each modality combi-
nation, the actual value of each metric is compared to our pre-
defined requirements. A scoring mechanism is implemented, 
which rewards modalities that align with the requirements and 
penalizes those that do not. Through this process, we identify 
the modality combination that offers the most effective and fea-
sible approach for feedback analysis in the hospitality industry. 
The algorithm for mapping the scenario requirements to the 
modality combinations is shown in Algorithm-I.

Algorithm‑I:   Scoring Modality Combination

1: Procedure 

2: Initialize  - Define the requirements for the use case scenario

3: for each modality combination  in  do

4: Initialize score ( )
5: for each metric  and its required value  in  do

6: Retrieve the value  of the metric  for the current modality combination  from 

7: if ' equals v then

8: Increment  by 2 #reward

9: Else

10: Decrement  by the absolute difference between ' and  #penalize

11: end if

12: end for

13: Assign the final calculated score  to the current modality combination 

14: end for

15: Identify the modality combination ∗ with the highest score

16: return ∗

17: end procedure

8.1  Healthcare and wellbeing

In healthcare, contactless multimodal emotion analysis 
has the potential to enhance patient care and well-being. 
Existing studies have applied various contactless-based 
cues, including visual, audio, and textual cues, for men-
tal health detection, specifically targeting depression [87, 
94, 197, 211] and bipolar disorders [204]. These studies 
have identified indicators of depression, such as lack of eye 
contact, downward angling of the head, reduced frequency, 
intensity, and duration of smiles, variability in gestures, 
reduced speech variability and pitch, and increased tension 
in the vocal tract and vocal folds [248, 249]. In addition, it 
can be employed for real-time monitoring and providing 

Fig. 12  Selection of modal-
ity combination for healthcare 
use-case



Exploring contactless techniques in multimodal emotion recognition: insights into diverse… Page 23 of 48 115

rehabilitation physiotherapy for traumatic brain-injured 
patients at the desired time for their recovery assistance 
[203]. It can also aid patients with special requirements, 
such as assisting in understanding emotions and facilitat-
ing communication among hearing-impaired individuals 
[163]. Moreover, by combining facial, vocal, and physi-
ological cues from multiple modalities, contactless-based 
solutions have been successfully applied in supporting 
pain assessment [119].

As mentioned in Sect. 3, most current studies have pri-
marily focused on utilizing audiovisual cues, and this also 
holds for healthcare applications. However, there is also 
potential in utilizing contactless solutions not only for facial 
and bodily expression-based emotional recognition but also 
for combining them with physiological signals obtained 
from contactless sources such as rPPG, radio, and WiFi. 
These contactless methods can be employed to monitor 
heartbeat and breathing in a smart home setting [250, 251]. 
Additionally, various elements of smart home architecture, 
such as lighting and music, can be utilized for emotion regu-
lation [252].

In the health monitoring domain, the need for timely 
feedback and solutions entails high real-time performance. 
To meet the expectations of deployment in diverse envi-
ronments, from homes and healthcare centers to outdoor 
settings through portable devices such as smartphones, the 
feasibility of contactless multimodal solutions is rated as 
moderately adaptable. Likewise, the priority for 'in-the-wild' 
applications is set at a moderate level. Accurate prediction 
and assessment are essential for health monitoring, which 
emphasizes the need for high context awareness. Further-
more, the ability to process complex information from cou-
pled multimodal sensors results in high computational com-
plexity. Noise sensitivity requirements could be moderate in 
facing both indoor and outdoor sceneries. Considering that 
the handled data mostly comes from patients, ethical and 
privacy concerns are highly significant. Since most of the 
scenarios may occur in relatively stable environments like 
smart homes or healthcare centers, sensitivity to the environ-
ment can be kept low. Though the possibility of deliberate 
enactment in a healthcare setup is relatively lower, it is still 
set to moderate to address the exaggeration of symptoms by 
some patients. As patients and individuals seeking health 
solutions are the primary targets in this use case, user dis-
comfort can be compromised; hence, it can be kept at a low 
priority. The data availability is set to moderate primarily 
because while health monitoring systems can generate a 
substantial volume of data, access to this data may be con-
strained by privacy regulations and the personal preferences 
of the patients involved.

Figure 12 shows the scores assigned to each modal-
ity combination according to the specific require-
ments of the healthcare and well-being scenario. The 

audio-visual-physiological modality emerges as the most 
promising candidate. By merging visual cues including 
facial expressions and body movements, auditory signals 
such as voice tones, and contactless physiological cues such 
as heart rate, respiration rate, and electrodermal activity, a 
CMER system can be conceived that offers a multi-faceted 
evaluation of an individual's health status. 

The determination of particular cues can be task specific. 
For example, consider a scenario of pain estimation in a 
healthcare setup. Although pain is not commonly classified 
as a basic emotion, it has been explored within the realm of 
emotion recognition [253], and a dedicated CMER system 
can be designed for automated pain detection. Existing pain 
evaluation tools that rely on observers, such as the PAINAD 
tool [254] for patients with cognitive impairments, could 
be automated through the audio-visual-physiological cues 
combination. The PAINAD scale quantifies pain levels in 
patients with dementia based on five behavioral indicators: 
breathing, negative vocalization, facial expression, body lan-
guage, and consolability. A contactless CMER system, uti-
lizing physiological cues for heart rate and breathing (rPPG), 
visual cues for facial expression, and body language, along 
with audio cues for negative vocalization, could potentially 
streamline and improve the accuracy of this process.

The major challenges in applying emotion recognition 
in the healthcare domain are ensuring the accuracy and 
robustness of CMER methods. Most current models and 
algorithms are based on healthy samples; therefore, factors 
such as variations in facial expressions from patients, light-
ing conditions, and environmental noise from the health-
care environment can all affect the reliability of the analysis. 
Therefore, it is necessary to build patient-based datasets that 
incorporate multimodal sensor data and improve existing 
algorithms to be used for diverse populations of patients. 
Developing user profiles and patient-tailored models would 
also help increase accuracy. However, this approach poses 
ethical challenges, especially regarding patient privacy. In 
this sense, implementing strict data protection measures, 
obtaining informed consent from both patients and caregiv-
ers, as well as adequately anonymizing and encrypting sen-
sitive data, are highly prioritized and should be carefully 
considered in designing such kind of system.

8.2  Education

In the education domain, contactless multimodal emo-
tion detection and recognition hold promise as a means to 
enhance learning performance and improve student engage-
ment in the classroom. For example, the combination of 
facial expressions, hand gestures, and body language has 
been utilized to analyze students' affective states, assessing 
the engagement level [194], the interest in learning [97], and 
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the quality of collaboration [255] and students’ frustration 
[93].

With the trend towards online or hybrid learning models 
for generation-Z, especially due to the significant impact 
of the COVID-19 pandemic, AI-powered contactless multi-
modal emotion analysis has gained traction. This approach 
offers great potential in assessing student engagement in 
real-time and providing feedback based on their behavioral 
and affective changes in the online learning environment. 
By integrating eye movements, audio, and video signals, the 
fusion of these features achieves an accuracy of as high as 
81.9% in recognizing and distinguishing emotions such as 
confusion, boredom, and happiness [96]. In this sense, the 
adoption of contactless multimodal emotion analysis in edu-
cation has the potential to create a feedback loop for study 
engagement, where real-time assessments of emotions can 
be used to provide timely feedback to students. This per-
sonalized approach can help educators tailor their teaching 
strategies and interventions to optimize student engagement 
and learning outcomes.

In an education use-case, the demands of real-time per-
formance and in-the-wild feasibility of emotion recogni-
tion systems are moderate, because the analysis can be 
conducted either during the student learning or after the 
course. To get a comprehensive and effective result, the 
contactless setup, the context awareness, and the process-
ing complexity are highly significant. We designate the 
noise sensitivity level as moderate to accommodate the 

system both within controlled environments and during 
outdoor events such as physical education classes. Given 
that our target audience in the education domain primarily 
comprises youth and teenagers, it is essential to address 
the ethical and privacy concerns associated with their 
participation. It is worth noting, however, that deliberate 
enactment of such concerns may be relatively low, as teen-
agers typically exhibit limited proficiency in concealing 
their emotions. Finally, the user discomfort should be low 
and considered for both teachers and learners, especially 
for underage students, so that they can concentrate on the 
educational process. We categorized data availability as 
moderate, considering that collecting data in the context 
of education, particularly in the post-pandemic era, is not 
overly challenging. However, similar to healthcare, acquir-
ing this type of data may pose difficulties due to privacy 
concerns.

Figure  13 shows that the audio-visual-physiological 
modality garners the highest score when mapped against 
our requirement set. This combination of modalities can 
offer a comprehensive method of evaluating student interest 
and engagement. Visual cues, encompassing facial expres-
sions, body language, and eye movements, combined with 
audio indicators like tone, speech rate, and pitch, are sup-
plemented with contactless physiological data, such as heart 
and respiration rates. This multimodal approach promises to 
generate reliable feedback, proving invaluable to educators 
and virtual teaching aids.

Fig. 13  Modality group selec-
tion for education use-case
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Imagine a virtual classroom scenario. The CMER sys-
tem integrates data from the students' webcams and micro-
phones, to assess their affective states and engagement lev-
els based on various cues. For instance, frequent yawning, 
slouched posture, or wandering eyes shown from the video 
data might indicate boredom or confusion. Furthermore, it 
can interpret slight color changes in students' faces to esti-
mate their heart rates and respiration rates. For example, 
increased heart rates might denote excitement or stress. In 
parallel, the system analyzes audio signals to understand 
the emotional undertones in students' voices when they ask 
questions or participate in discussions. It examines the tone, 
speech rate, and pitch to discern sentiments. For instance, 
hesitant or stuttering speech might point to a lack of under-
standing, while an enthusiastic tone could imply interest. 
The students' engagement analyzed this way can help adjust 
teaching strategies accordingly.

The limitations of this system may include the variability 
in students' expressive behaviors and the subtlety of some 
emotional cues. The challenges include ensuring student 
privacy, maintaining a natural learning environment, and 
dealing with diverse lighting and noise conditions in online 
or hybrid learning settings. It also requires students to keep 
their webcams and microphones on to allow data collection. 
Potential solutions could involve using robust algorithms 
that can account for individual differences in expressions 
and employing noise-reduction technologies along with 
adaptive lighting adjustments for clear visual data capture. 
Furthermore, clear communication about the purpose and 
benefits of these features, along with strong assurances of 
data privacy and security, can also help mitigate any reser-
vations students may have about keeping their cameras and 
microphones active.

8.3  Law enforcement and security

Emotion recognition technology has seen increasing applica-
tions in the field of law enforcement and security. The moti-
vations behind these applications often stem from the ability 
of emotion recognition technology to analyze and interpret 
human states and feelings, potentially indicating criminal 
intentions or unlawful activities, and anticipate potentially 
dangerous situations beforehand [11, 12].

Visual features are the most commonly used modality 
via the wide availability of surveillance systems. Video 
and image analysis of facial expressions and body language 
can be used for security screening at airports, government 
buildings, and other public places to identify suspicious or 
agitated individuals. Various such systems are already in 
wide use, particularly in China (see Emotional Entangle-
ment 2021 report [256]) and in the UK. Facial expression 
analysis is non-intrusive and can be performed at a distance, 
making it suitable for security applications. However, facial 

expression alone may not be reliable due to the possibil-
ity of deliberate masking or falsifying of emotions. Here, 
multimodal systems offer a more comprehensive approach.

Audio and speech emotion recognition from phone calls, 
interviews, interrogations, and negotiations could help detect 
deception, evaluate the mental state of suspects or distressed 
individuals, and assess the risk of violence [257]. However, 
speech-based emotion recognition is not precise, especially 
over the phone with low-quality audio. Physiological signals 
like galvanic skin response, heart rate, and blood pressure 
measured through wearable sensors could provide more reli-
able clues about a person's true emotional state. However, 
obtaining physiological data requires direct contact with the 
individual, which may not always be feasible or acceptable 
in security contexts.

By assessing individuals' emotional states in public 
spaces, such as airports or city streets, potential threats could 
be identified based on recognized patterns of fear, aggres-
sion, or stress. This provides an early warning system, ena-
bling swift intervention before incidents escalate. Further-
more, it allows for better allocation of security resources by 
identifying areas of increased tension or fear. For example, 
police in China and the UK are using it to identify suspicious 
people based on their emotional states. It can also aid in the 
management of large gatherings or crowds. The authors in 
[258] developed a system that applied multi-modal data of 
human actions and facial expressions to obtain the emotional 
state, behavioral state, and behavioral semantic state of a 
crowd to predict potentially dangerous intentions. Detecting 
and monitoring collective emotional states at mass events, 
such as protests or sports games. This can aid in anticipating 
crowd behavior, enabling authorities to react more effec-
tively to maintain safety and order.

The system must offer high real-time performance for 
immediate threat assessment with high in-the-wild feasibil-
ity due to varying conditions, angles, and poses of humans 
in public. Contactless operation and context awareness are 
highly prioritized. Processing complexity is set to moderate 
to ensure a real-time response. Noise sensitivity and sen-
sitivity to environmental conditions are highly important 
due to the nature of the data. The need for ethical and pri-
vacy concerns is considered low when collecting data from 
strictly public spaces, which is allowed also for citizens in 
most countries. Deliberate enactment has a lower priority as 
spontaneous emotions are assumed. User discomfort should 
be minimal, with a focus on a non-intrusive and impercepti-
ble experience despite necessary data collection. Data avail-
ability is moderate. Although there are lots of audio-visual 
datasets available, not many of those cover the demanding 
in-the-wild conditions (e.g., camera angles, poses, and noise 
levels) needed to analyze, e.g., surveillance feed.

Referring to Fig. 14, the comparative schema suggests 
that the audio-visual modality combination attains the 
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highest score when applied to law enforcement and secu-
rity contexts. This combination is particularly effective 
due to its non-contact operation, sensitivity to environ-
mental context, and adaptability to uncontrolled, real-
world conditions. Consider a scenario of riot control and 
potential threat assessment in the busy downtown of a 
major city. The city's extensive network of surveillance 
cameras captures the visual cues of the crowd such as 
facial expressions and body gestures. Simultaneously, the 
wide array of microphones installed in appropriate loca-
tions collects audio cues such as the crowd's vocal inten-
sity, speech rate, pitch, and tonal changes. By analyzing 
both the crowd's vocal patterns and visual behaviors in a 
synchronized manner, the system can recognize the col-
lective emotional state of the crowd. See the studies [259, 
260] for comprehensive details detecting the crowd’s emo-
tional states, datasets, opportunities, and prospects.

Implementing real-life solutions in law enforcement 
and security scenarios has several challenges. The quality 
of the data, especially visual data, is crucial for accurate 
emotion recognition. Monitoring a crowd, for instance, 
would require processing images of dozens or hundreds 
of people, demanding highly sophisticated and expensive 
camera technology. In addition to the high need for pri-
vacy, cultural and ethnic variations in emotional expres-
sion also pose challenges, as training datasets often pre-
dominantly feature one ethnic group, leading to potential 
biases in recognition accuracy [261].

8.4  Digital marketing and sales

Emotion recognition is becoming increasingly important in 
digital marketing and sales as it provides a deeper under-
standing of customer behavior and enables real-time per-
sonalization of user experiences. Emotions play a substantial 
role in consumer decision-making processes. If a business 
can recognize and respond to a customer’s emotions in real 
time, it can significantly enhance the user experience, lead-
ing to improved customer engagement and potentially higher 
conversion rates.

We envisage a use case of personalized marketing that 
aims to elevate digital marketing and sales through CMER. 
It focuses on enhancing customer engagement via person-
alized experiences derived from real-time emotion detec-
tion. Customers interact with an e-commerce platform via a 
mobile application, navigating through a multitude of prod-
ucts and services. The online e-commerce platform aims to 
create a hyper-personalized shopping experience for its cus-
tomers. To achieve this, they can integrate a CMER system 
into their platform to understand their emotional responses 
to different products or services.

The system must offer high real-time performance for 
immediate personalization based on users’ emotions, thus 
boosting engagement and satisfaction. Moderate in-the-wild 
feasibility is acceptable due to the controlled nature of online 
browsing. Contactless operation is moderately prioritized, 
given the mobile app interface and the value of aligning with 

Fig. 14  Modality group selec-
tion for law enforcement and 
security
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user preferences. Context awareness is set high for captur-
ing the interaction context. High processing complexity is 
required to integrate and interpret visual and physiological 
cues accurately, necessitating robust algorithms. Noise sen-
sitivity, ethical, and privacy concerns, along with sensitiv-
ity to environmental conditions, are moderately important, 
considering the controlled browsing environment, user con-
sent, and varying lighting conditions. Deliberate enactment 
has a lower priority as spontaneous emotions are preferred. 
User discomfort should be minimal, with a focus on a non-
intrusive and aware user experience despite necessary data 
collection. Data availability is set to high because online 
marketing facilitates easy access to extensive user interac-
tion data and existing datasets.

As per Fig. 15, these requirements align with the ‘visual-
physiological’ modality combination. Facial expression rec-
ognition and eye tracking can be applied under the ‘Visual’ 
modality for emotion and attention detection, respectively. 
Under ‘Physiological,’ remote photoplethysmography 
(rPPG) can be used to infer emotional states from heart rate 
variability. Data collection can utilize the mobile device’s 
front camera (by giving the option to enable their phone’s 
camera), capturing visual data for expression and eye track-
ing and color changes for rPPG. Processing involves deep 
learning techniques for facial expressions, motion analysis 
for eye tracking, and signal processing for heart rate estima-
tion from rPPG.

The demands of real-time performance and process-
ing complexity for emotion interpretation necessitate high 
computational resources. Leveraging high-performance 

cloud computing and efficient algorithms can mitigate this. 
Context awareness poses challenges due to the intricacies of 
extensive user data analysis, addressable through AI models 
offering temporal understanding and adaptability. Moderate 
contactless operation challenges exist, particularly for rPPG 
data collection, and could be reduced by improvements in 
remote sensing technologies. Privacy concerns can be man-
aged via robust encryption and user education on data usage. 
Noise and environmental condition sensitivity can be tackled 
with robust noise reduction algorithms and environmental 
adaptation techniques. User discomfort can be minimized by 
clear communication about data collection and its benefits.

8.5  Entertainment

In the entertainment industry, contactless multimodal emo-
tion analysis has the potential to revolutionize user engage-
ment and content delivery. By monitoring and analyzing 
users’ emotions, such as interest or frustration [93], during 
activities such as gaming, movie-watching, or music-listen-
ing, the entertainment industry could obtain real-time user 
experiences and provide timely feedback. The content being 
offered could be adjusted and/or different recommendations 
based on the user’s input could be provided. When com-
bined with multiple-person analysis, contactless multimodal 
technology can enhance group-level entertainment activities, 
such as board games [86], by providing a more immersive 
experience that caters to the different skill levels of players, 
ensuring that everyone enjoys the game.

Fig. 15  Modality group selec-
tion for digital marketing and 
sales
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Furthermore, in the Virtual Reality (VR) and/or Aug-
mented Reality (AR) industry, contactless emotion analysis 
plays a crucial role that cannot be replaced by traditional 
contact-based multimodal emotion analysis. This technology 
contributes to a lighter VR/AR experience for users, allow-
ing them to immerse themselves in a meta world without the 
need for physical interfaces or cables. Additionally, it ena-
bles personalized and real-time adjustments to the content 
based on the user’s emotional feedback.

The employment of emotion recognition systems in 
entertainment applications is a new direction and thus has 
diverse requirements in different aspects. The real-time 
performance and in-the-wild feasibility of the system are 
crucial to effectively address the diverse needs of different 
users in a timely manner. We set the level of contactless 
interaction as moderate, considering that the audience in 
the entertainment domain can generally tolerate certain 
forms of contact-based devices such as earphones or VR/
AR headsets. However, contactless solutions are more eas-
ily applicable and widespread in various conditions. The 
need for context awareness is moderate to provide accurate 
feedback in different scenarios, particularly in relatively sta-
ble situations. In the entertainment industry, the primary 
objective is to enhance immersion and enjoyment, resulting 
in relatively straightforward data requirements. Therefore, 
the processing complexity is set at a moderate level. On the 
other hand, noise sensitivity is set to a high level to accom-
modate different entertainment industries and accurately 
cater to customer needs. Ethical and privacy concerns are 

regarded as moderate, as this type of system is primarily 
used in relatively public settings, and the data collected is 
not as sensitive as in other domains like healthcare. The 
deliberate enactment is also considered moderate to ensure 
accurate predictions based on true requirements. Since most 
use cases occur in stable indoor environments, the sensitivity 
to the environment can be set to a low level. To enhance cus-
tomer experience, minimizing user discomfort is prioritized, 
aiming for a low level of discomfort. Lastly, data availability 
is set high due to the pervasive use of digital media and 
interactive platforms in the entertainment industry, which 
provides a rich source of data for emotional analysis. Fur-
thermore, the industry's forward-leaning stance towards 
adopting advanced technologies facilitates the collection 
and utilization of such data.

Figure 16 shows that visual modality emerges as the most 
suitable candidate for this use-case. Consider a scenario 
where an interactive movie experience is set up in a public 
space. Using high-resolution cameras equipped with emo-
tion recognition algorithms, the system captures visual cues 
from the audience. These cues include facial expressions, 
body gestures, engagement patterns, eye movement, and 
even subtle changes in posture or orientation in real-time. 
The system detects fluctuations in emotions such as joy, fear, 
surprise, or boredom from the viewers and customizes the 
movie content dynamically. The idea of capturing emotions 
evoked by movies has been discussed in related literature 
[262]. The emergence of 'interactive cinema', where mov-
ies reshape their narratives based on the viewer's emotional 

Fig. 16  Modality group selec-
tion for entertainment
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response, is making progress. The authors in [263] used an 
ECG headset and an eye tracker to measure viewers' emo-
tional responses. However, a recent experiment [264, 265] 
relied solely on the audience's facial expressions and reac-
tions to dynamically alter the movie content. The concepts of 
'interactive cinema' and 'interactive movies' are still in their 
early stages. For a more in-depth understanding of interac-
tive movies, consider referring to the study by Jinhao et al. 
(2023) [266].

In the mentioned scenario, environmental factors such 
as lighting conditions, crowd density, and diverse viewer 
orientations could complicate the task. Privacy and ethical 
concerns arise when collecting and analyzing data in public 
settings, especially without explicit consent. Potential solu-
tions could involve addressing diverse environments and 
lighting conditions. Privacy-preserving techniques such as 
differential privacy could be used to anonymize data. Addi-
tionally, transparent privacy policies and opt-in consent 
could mitigate ethical concerns.

8.6  Traffic and transportation

The mental state and emotional condition of drivers impact 
their ability to safely navigate the complex and dynamic 
environment of road transportation systems [15]. In the 
realm of traffic and transportation management, AI-based 
emotion recognition technology is exhibiting transforma-
tive potential in enhancing safety and efficiency. One key 
application is real-time driver emotion monitoring, where 
the system can detect emotions such as stress, anger, or 
fatigue that often lead to accidents [15, 267, 268]. Problems 
in the field of traffic are often directly or indirectly related 
to emotions. Drivers experiencing intense emotions such as 
ecstasy, anger, or terror can significantly reduce self-control, 
making them prone to incorrect responses and potentially 
causing traffic accidents [11]. To balance that, vehicles need 
to be equipped with the capacity to monitor the state of the 
human user and to change their behavior in response [269]. 
By identifying emotional states, AI could initiate preventive 
measures, such as alerting the driver or temporarily assisting 
with vehicle control, thereby potentially reducing accident 
risks. Empathetic automation that responds to the driver’s 
state could improve the experience and acceptance of self-
driving vehicle drivers [270].

A promising avenue is the integration of emotion rec-
ognition technology within Advanced Driver Assistance 
Systems (ADAS; see, e.g., [271]). Such systems could 
adapt their level of intervention or automation based on the 
detected emotional state of the driver, thereby fostering a 
more responsive and intuitive driving environment. An intel-
ligent vehicle could recognize and regulate drivers’ emo-
tions in various ways to improve driving safety and comfort 
[272]. Additionally, emotion recognition technology can be 

utilized to personalize in-vehicle information systems and 
cabin lighting, adjusting content or interface based on the 
driver’s emotional state, ensuring optimal comfort, and mini-
mizing distractions [273].

Several car manufacturers like BMW, Ford, GM, Tesla, 
Kia, and Subaru have implemented Driver Attention Warn-
ing (DAW) systems in their vehicles, utilizing sensors to 
caution fatigued drivers [274]. Exceptionally, Kia has intro-
duced an emotion recognition system called R.E.A.D. to 
personalize the cabin experience based on a driver’s emo-
tional state by monitoring facial expressions, heart rate, 
and electrodermal activity. However, these systems lack 
emotion recognition. Studies highlight driver emotions as 
key influencers of behavior and accident risk [275]. There-
fore, an emotion recognition-based system could enhance 
safety and personalization, surpassing fatigue-only detec-
tion. Besides drivers themselves, aggregated emotional data 
from drivers could inform infrastructure planning and traffic 
management strategies, highlighting areas or times of high 
emotional stress and suggesting potential interventions, and 
guiding urban planning [276]. Lastly, as autonomous vehi-
cles advance, emotion recognition could serve in assessing 
the passengers’ comfort and trust in the autonomous system, 
providing valuable feedback for system improvement.

In order to track the emotions of drivers and passen-
gers, in most cases only contactless methods are feasible, 
although some contact-based sensors for EDA and HR 
could be embedded in the steering wheel (e.g., Kia Motors 
R.E.A.D concept). For drivers, facial expressions tend to be 
better for capturing changes in valence, whereas biosignals 
and speech tend to be better suited for detecting changes in 
arousal. Multi-modal approaches can significantly enhance 
emotion recognition performance [15].

The comfort of the driver is crucial. Real-time detection 
is very important as situations in traffic can change fast. Pre-
dictions made by the system can be limited to driver and car 
computers only, hence privacy issues are not a limiting fac-
tor for solutions. Finally, research has shown that dynamic 
driving and static life datasets were different in emotion rec-
ognition results [272], hence the context of data is important, 
which can limit the usefulness of existing datasets, setting 
the data availability to moderate. At present, there are no 
datasets available collected in spontaneous, real-life driving 
situations with annotations [15].

As depicted in Fig. 17, a combination of visual and physi-
ological modalities aligns most closely with this require-
ment. A potential set of visual-physiological cues for this 
scenario is facial expressions, heart rate, and electrodermal 
activity. Regarding the measurement of electrodermal activ-
ity, two viable options exist. One option is to leverage the 
'moderate' contactless approach and install sensors on the 
steering wheel to measure electrodermal activity, given that 
a driver's hands will consistently interact with the wheel 
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during driving. Alternatively, this physiological signal can 
also be measured through a fully contactless approach. For 
instance, a proof-of-concept study in [277] proposed the fea-
sibility of measuring electrodermal activity using a camera.

Due to the necessity of hard real-time response, the pro-
cessing complexity of the system is likely to increase. The 
system is intended to operate in a variety of daily conditions; 
therefore, while its susceptibility to noise is expected to be 
minimal in a closed environment, it must exhibit resilience 
against changing lighting conditions. To address the vary-
ing lighting conditions, near-infrared cameras could offer 
a viable solution. They are good at operating under poor 
lighting and provide high-quality images that can facilitate 
accurate facial emotion recognition as well as heart rate and 
electrodermal activity measurements.

8.7  Tourism and hospitality

Travel and hospitality experiences are based on visitor 
emotions, feelings, moods, satisfaction, loyalty, behavioral 
intentions, and other outcomes which have been studied in 
a plethora of studies [278]. There are a number of areas in 
tourism and hospitality in which emotion recognition can 
be used. FER has been of particular interest in tourism and 
hospitality, suggesting an enhanced value in the travel and 
tourism industry by providing personalized service deliv-
ery, special offers, value-based services, and optimized trip 
planning, based on recognizing customers’ emotions [279]. 
Accommodation companies can use FER-based emotion rec-
ognition to identify which type of guest-room design elicits 

positive emotions in customers to improve customer expe-
rience [280]. Similarly, FER has also been used to analyze 
emotions and measure customer satisfaction during guided 
tours to measure tourists’ emotions and satisfaction with the 
quality of service [281]. FER coupled with other cues can 
also be more effective for studying travelers’ personal prefer-
ences and emotions. For example, screen-based eye tracking 
and FER can give clues about travelers’ emotions during the 
booking process, such as navigating websites, understanding 
fees, and going through checkout, to understand their overall 
feelings about the booking process [164].

We discuss a few use-cases in tourism and hospitality 
where a contact-based approach with the relevant modalities 
and cues can be applied.

8.7.1  Improving destination experience

Measuring tourists’ destination experiences necessitates 
examining both behavioral and physiological responses 
[282]. Given tourism’s dynamic nature, moderate real-time 
performance and high ‘in-the-wild’ feasibility are crucial 
due to the unpredictable outdoor tourism environments. 
The high contactless operation, high context awareness, 
and moderate processing complexity balance computational 
efficiency with complex scenario handling. High noise sen-
sitivity, high ethical and privacy considerations, moderate 
deliberate enactment capacity, high environmental condition 
sensitivity, and low user discomfort are prioritized. Data 
availability is set to moderate, owing to the nature of tour-
ism environments, which allows for the collection of diverse 

Fig. 17  Modality group selec-
tion for traffic and transporta-
tion
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data, as well as the availability of existing datasets relevant 
to a wide array of possible tourist experiences.

As per Fig. 18, visual modalities are selected. A typi-
cal tourist experience often involves the visitor approaching 
monuments or significant attractions for a closer exami-
nation, creating an opportunity to capture several visual 
cues including physiological signals. Considering this, the 
selection of visual cues leans heavily towards behavioral 
responses such as FER and gestures. These cues are cru-
cial to the understanding of the visitor’s experience and can 
be efficiently gauged using traditional contactless methods 
[282]. Physiological responses such as heart rate, assessable 
via rPPG add depth to emotion recognition [283].

Ensuring real-time performance, crucial in dynamic tour-
ist settings, is challenging due to the computational demands 
of processing visual cues and physiological signals like 
heart rate. This could be potentially mitigated with edge IoT 
devices for localized data processing and optimized machine 
learning algorithms. Unpredictable outdoor environments 
test the ‘in-the-wild’ feasibility, particularly the analysis of 
facial expressions and body gestures. However, robust com-
puter vision techniques and diverse machine learning models 
could enhance performance. The requirement for contact-
less operation and context awareness increases system com-
plexity, coupled with ethical issues regarding data privacy. 
Potential solutions include data anonymization, informed 
consent, strict privacy protocols, and public awareness initia-
tives to reduce resistance and promote system acceptability.

8.7.2  Personalized recommendations

Personalized recommendations based on tourists’ emotions 
can enhance their tour experience [284]. A moderate real-
time performance is set for personalization across diverse 
environments, thus establishing the need for high in-the-wild 
feasibility. A balance between contactless data collection 
and accurate emotion recognition is achieved with moderate 
contactless operation. Furthermore, high context awareness 
is crucial to understand the interplay between tourists' emo-
tions, their undertaken activities, and the surrounding fac-
tors. A moderate level of processing complexity is deemed 
sufficient for effective data analysis. High noise sensitivity 
can better account for ambient noises typically present in 
tourist environments. High ethical and privacy considera-
tions ensure user consent and data protection. While deliber-
ate enactment remains low to facilitate natural behavior, high 
sensitivity to environmental conditions is crucial to adapt 
to various settings. Ensuring a low user discomfort level 
contributes to a pleasant and non-intrusive user experience. 
Data availability is set to low, indicating the need for more 
specific and varied datasets for the tourism domain.

Based on the suggested modality combination in Fig. 19 
(visual-audio-text), the set of specific modality cues could 
be text reviews, facial expressions, voice sentiments, and 
location data from mobile devices. Data can be sourced from 
tourist posts on social media and location tracking from 
mobile phones. This location data provides context to the 
physical activities of the tourist, where changes in movement 
patterns can indicate different emotional states [285]. The 

Fig. 18  Modality group selec-
tion for a destination experience
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personalized recommendation could be further enhanced by 
collecting data directly from tourists and creating a personal 
tourism profile in a digital travel companion app. This pro-
file, storing tourist preferences and past experiences, enables 
the system to make specific recommendations tailored to 
individual likes and interests. These specific recommenda-
tions encourage tourists to provide regular updates, includ-
ing location, activities, feedback, and mood changes. These 
continual updates refine the recommendation algorithm, 
promoting a cycle of continuous improvement that further 
enhances the user experience.

Local processing on mobile phones, while addressing 
latency and privacy issues associated with remote servers, 
faces energy constraints. Efficient algorithms can be the key 
to overcoming these challenges. Privacy concerns necessi-
tate stringent data privacy measures, user consent, and data 
anonymization. Diverse usage environments might affect 
performance; however, robust models trained on diverse 
datasets can provide consistency. User discomfort can be 
minimized with transparent communication, user-friendly 
interfaces, and user-controlled data collection. Encouraging 
frequent data updates through gamification or incentives can 
ensure system accuracy. Context misinterpretation can be 
managed by integrating various contextual cues and efficient 
algorithms for precise recommendation generation.

8.7.3  Feedback analysis

Emotion recognition technology in hospitality, including 
resorts, guest houses, and hotels, provides an innovative way 
to understand customer experiences. Traditional feedback 

methods, like questionnaires, have limitations, including a 
narrow scope and lack of automated analytics, making sys-
tematic, long-term analysis difficult. A multimodal, contact-
less emotion recognition system could overcome these con-
straints, providing richer insights into customer experiences.

In this context, moderate real-time performance suffices, 
allowing efficient emotion data processing without constant 
immediacy. The system requires high context awareness to 
interpret emotions in relation to the environment and activi-
ties. High processing complexity caters to diverse emotional 
states and data nature, while high noise sensitivity acknowl-
edges outdoor ambient noise. Upholding stringent ethical 
and privacy standards is crucial. The system’s requirement 
for deliberate enactment is high, accommodating spontane-
ous and deliberate customer behaviors. Moderate environ-
mental sensitivity ensures system robustness in varying out-
door settings, and low user discomfort maintains a pleasant 
customer experience. Data availability is set to low due to 
the scarcity of publicly available emotion databases in the 
hospitality sector, and the potential sensitivity and privacy 
concerns surrounding the collection of such data.

Unlike the ‘improving destination experience’ case, here, 
capturing physiological signals through the rPPG method 
suits destination settings where tourists approach specific 
sites. With visual-audio-text modalities (Fig. 20), feedback 
analysis combines data on facial expressions, body language, 
voice sentiment, and text reviews. However, stringent pri-
vacy rules make data collection in private spaces, like hotel 
rooms, impracticable. Outdoor environments offer a viable 
alternative. Accommodation providers can install smart 
digital billboards with audio-visual sensors in places like 

Fig. 19  Modality suggestion for 
personalized recommendations
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gardens and pathways. These billboards, displaying promo-
tional content, can concurrently gather emotion-related data 
by analyzing facial expressions, body language, and voice 
sentiments. A similar method can be employed at activity 
check-in kiosks, adding text reviews from guests to assess 
satisfaction levels. This data integration provides a com-
prehensive view of the customer’s experience. For exam-
ple, if a guest’s positive review aligns with their emotional 
data, it confirms a good experience. However, discrepan-
cies between review and emotion data warrant further staff 
investigation.

Interpreting emotional signals in relation to diverse, 
unpredictable environments demands complex context-
aware understanding. This can be mitigated by integrating 
various context-aware signals and robust algorithms. The 
system’s high noise sensitivity, potentially causing false 
positives or negatives in noisy environments, necessitates 
efficient noise reduction methods. Strict ethical and privacy 
standards impose limitations on data collection and process-
ing, requiring stringent data protection measures, anonymi-
zation, and informed user consent. The system’s potential 
to cause user discomfort due to continuous data collection 
can be offset by user-friendly interfaces, transparent data 
usage communication, and user control over data collection. 
In addition, the system’s dependency on accurate data can 
lead to inaccuracies if data sources are unreliable or absent, 
though this can be managed by using redundant sensors and 
integrating multiple modalities for a comprehensive under-
standing of the user’s emotional state and context.

9  Ethical and privacy considerations

The deployment of CMER systems necessitates robust atten-
tion to ethical and privacy considerations. By integrating 
multiple signals from diverse data sources, these systems can 
capture the subtleties of emotions more effectively. How-
ever, this multimodal approach enhances the complexity of 
ethical and privacy issues as it facilitates a more detailed 
representation of an individual compared to a single data 
source. The ethical and privacy concerns are intensified in 
the CMER context due to the unobtrusive nature of data col-
lection, which often occurs without explicit user knowledge. 
This implicit methodology underscores the urgency for com-
prehensive and stringent ethical and privacy frameworks.

9.1  Ethical issues

The deployment of CMER systems in environments where 
people work, interact, and collaborate, presents several ethi-
cal considerations [286]. While existing ethical guidelines, 
such as those proposed by the High-Level Expert Group on 
Artificial Intelligence [287] and the World Health Organiza-
tion [288], can provide a foundational framework for institut-
ing key ethical principles in CMER, user acceptance of such 
systems remains a unique challenge. The inherent limitations 
of AI models’ furnishing explainability and transparency 
could be one of the major reasons for embracing CMER sys-
tems in various fields, particularly when deployed in high-
stakes scenarios such as healthcare [289]. This absence of 

Fig. 20  Modality selection for 
customer feedback analysis
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interpretability hinders users’ comprehension of the underly-
ing decision-making process, thereby inhibiting their will-
ingness to adopt these systems extensively. For instance, 
consider a CMER system designed for pain detection using 
FER and body movement analysis. Compared to existing 
self-report or observer-based pain detection methods, such 
a system offers the potential for more timely interventions. 
Despite the evident efficacy, patients and caregivers may 
harbor ethical concerns, rooted in skepticism and limited 
knowledge about the technology, which could constitute a 
significant impediment to the successful deployment of this 
system [290].

In other critical domains, such as law enforcement, the 
necessity for explainability and transparency becomes piv-
otal. For instance, a CMER system deployed for detecting 
potential threats or suspicious behaviors in public spaces 
must exhibit high levels of transparency and explainability. 
Authorities making decisions based on the CMER output 
should be able to understand and explain the criteria used 
by the system to flag an individual as a potential threat. 
Without this understanding, it would be difficult to justify 
the system’s decisions, which could potentially lead to false 
accusations and erosion of public trust in the system.

Apart from the need for transparency and explainabil-
ity, several other ethical challenges emerge when deploy-
ing CMER systems. These encompass potential emotional 
manipulation, intrusions into personal boundaries, and 
apprehensions around possible punitive actions based on 
the emotion recognition results. For instance, in education, 
the use of technology to probe into a student’s emotional 
state may be seen as a violation of their right to emotional 
autonomy and space, even in an academic setting. Similarly, 
in the sphere of digital marketing and sales, the question of 
emotional manipulation arises. If marketers have detailed 
insight into a consumer’s emotional state, it could be used 
to influence purchasing decisions in a way that exploits emo-
tional vulnerabilities. This leads to concerns about whether 
such strategies might overstep ethical boundaries, leveraging 
emotions to encourage consumer behavior that may not be 
in their best interest.

In the scenario of traffic and transportation, while the 
primary objective of CMER systems may be to enhance 
safety, there can be concerns about the potential for these 
systems to be used for disciplinary purposes. For instance, 
the systems could be used to issue traffic violations based 
on perceived driver stress or distraction, potentially leading 
to concerns about fairness and proportionality. Furthermore, 
ethical questions might arise about the consent process. 
Given the ubiquity of transportation and the critical nature 
of these services, it is essential to ensure that users are not 
merely presented with a binary choice of using the service 
with CMER or not using it at all. There needs to be a clear, 
informed, and accessible mechanism for users to choose 

such monitoring without sacrificing their ability to use the 
transportation service.

When developing CMER applications, one must need to 
pay attention to potential biases in the system that might put 
individuals in unequal positions based on, e.g., gender, age, 
or skin color. One must verify that the data used in training 
the system contains samples coming from people of various 
nationalities, groups, and minorities. Systemic and implicit 
biases such as racism and other forms of discrimination can 
inadvertently manifest in AI through the data used in train-
ing, as well as through the institutional policies and practices 
underlying how AI is commissioned, developed, deployed, 
and used [291]. This must be taken into account when plan-
ning data collection or when applying open datasets, e.g., 
those listed in Sect. 5.

9.2  Privacy issues

Addressing privacy concerns is crucial in the deployment of 
CMER systems, especially in sensitive sectors like health-
care. Patient apprehensions regarding privacy can be influ-
enced by numerous factors, including demographic traits, 
data type, collection context, and institutional reputation, 
which can all elevate privacy concerns [292–294]. Past 
experiences with medical research can also shape privacy 
perceptions [295]. Notably, the perceived benefits of data 
collection and the patient’s health status significantly influ-
ence privacy attitudes [296, 297]. Patients might exhibit an 
increased willingness to consent to data use if they under-
stand the potential benefits, such as improved diagnosis or 
treatment planning, derived from CMER system analytics.

Taking the example of personalized recommendations in 
tourism, collecting FER data at various attractions, recording 
vocal sentiments during interactions, and tracking physical 
movements across locations carry the potential to infringe 
upon a tourist’s privacy. Visitors may express apprehen-
sions about how their emotional data is being used, stored, 
or potentially shared with third-party entities. Further, the 
lack of transparency around the AI decision-making pro-
cess in providing personalized recommendations may add 
to these concerns.

Thus, it is essential to strike a balance between personal 
data privacy and perceived benefits when crafting data col-
lection protocols and consent forms. By elucidating the 
benefits, we can foster trust, encourage data sharing, and 
promote broader acceptance of CMER systems in health-
care, aligning with the premise that user benefits support 
more extensive data usage [297]. In the European Union, 
the requirements of the General Data Protection Regulation 
(GDPR) and regulation on artificial intelligence (AI Act) 
must be followed in designing and implementing MER and 
CMER applications.
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9.3  Ethics and privacy principles for CMER

Based on the ethics and privacy discussion in several 
domains [287, 288, 290, 298], we highlight five key ethics 
and privacy principles to be considered while planning and 
deploying CMER systems. These principles are summarized 
in Table 4.

10  Summary, challenges and future 
directions

A predominant observation in the existing studies on mul-
timodal recognition is the emphasis on non-verbal cues, 
particularly physiological signals such as EEG, ECG, and 
EDA. Although these modalities offer comprehensive and 
accurate emotional data, their practical implementation 
outside a controlled environment remains challenging due 
to technical limitations and practical inconveniences. In 
the realm of behavior cues, facial expression recognition 
emerges as a popular choice due to its natural and intuitive 
nature, supported by advancements in computer vision and 
machine learning. This is complemented by the inclusion 
of body gestures, audio features, textual analysis, and even 
contactless physiological signals which enhance emotion 
recognition capabilities by providing additional, contextu-
ally rich data.

Ethical and privacy concerns that are linked to the rapid 
progress of artificial intelligence are often overlooked. 
Additionally, computational complexity, a significant fac-
tor affecting the real-time performance of emotion recog-
nition systems, remains largely unexplored in most stud-
ies. Another significant gap lies in the insufficient attention 

to system robustness, reliability, and context awareness. 
These factors are especially pivotal for systems deployed 
in critical applications such as healthcare, where consist-
ent performance, context sensitivity, and resilience to 
external disturbances are crucial. Moreover, transparency 
and explainability are also inadequately addressed in exist-
ing MER studies. Understanding how these systems reach 
certain decisions is crucial, particularly for applications in 
sensitive domains. In addition, the diverse combinations of 
modalities employed in emotion recognition, particularly 
the combination of audio-visual-text-physiological data, 
are promising but necessitate further exploration. While the 
text modality has lower coverage, its integration with other 
modalities, especially in the context of advanced conversa-
tional agents, should not be dismissed.

Audio-visual modality combination is dominant in 
CMER systems. The accessibility of these modalities and 
the sophistication of their analysis techniques, thanks to the 
evolution of machine learning and computer vision, con-
tribute to their widespread adoption in CMER. However, 
this observation also underlines a notable imbalance in the 
exploration of other modality combinations. In particular, 
the incorporation of text and physiological signals in CMER 
systems remains substantially under-researched. This stands 
in contrast to their potential to enrich the emotion recogni-
tion process significantly by contributing additional layers 
of context and depth to the interpretation of emotional cues. 
The text modality, for example, is particularly relevant in 
contemporary scenarios where human–computer interac-
tion is becoming increasingly conversational, and much of 
the user’s input is text-based. As for physiological signals, 
despite the challenges associated with contactless acquisi-
tion, our use-case discussions highlighted their potential 

Table 4  Key ethical principles for CMER systems

Key ethical and privacy principles Meaning for CMER systems

Human Autonomy Participants retain the right to seek information about research, care, or study procedures. They have 
the right to determine their level of participation in processes involving AI-based systems

Human Well-being Participants should feel comfortable and anticipate potential benefits when participating in processes 
employing AI-based multimodal methods. These benefits may be direct or contribute to research 
outcomes that can benefit others

Fairness Research, care, or study settings, along with collected data, should not instigate discrimination, biased 
results, or participant stigmatization. Training data should be representative of real-life data. This 
principle remains crucial when results are disseminated or published

Privacy, Consent, and Perceived Benefits Participants are required to provide informed consent for the use, sale, or sharing of their data, while 
also understanding the potential benefits of CMER systems. They should feel their privacy is pre-
served and that their data, along with the AI systems in use, are responsibly managed. This balance 
between privacy concerns and perceived benefits fosters greater trust and acceptance of CMER 
systems

Technological Trustworthiness Data management procedures and AI systems should promote transparency, explainability, and 
responsibility to the maximum extent technologically possible. Practitioners and researchers 
involved in the planning, management, and dissemination of research or studies must foster trans-
parency and responsibility by openly describing the procedures and devices employed to partici-
pants
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value in CMER systems. We examined the possibilities of 
harnessing non-contact methods for extracting physiological 
signals such as heart rate and respiratory rate.

There is a significant reliance on categorical and dimen-
sional models to define emotions, with most studies utilizing 
a single description model. However, the potential benefits 
of a more comprehensive analysis, incorporating both mod-
els, remain largely unexplored. This finding emphasizes the 
need for a broader, multi-model approach in future studies 
to capture the subtle complexities of human emotions more 
effectively.

The CMER’s comparative schema, constructed upon 
analysis and benchmarking of extant studies, stands as a 
decision-support tool, aiding researchers and practitioners 
in making informed choices about modality combinations 
based on specific application scenarios. The rich discussions 
centered around implementing CMER with an assessment 
model in various use-cases provide practical insights into 
the intricacies of real-world deployment and the importance 
of this framework. The detailed analyses are designed to 
equip researchers with a solid understanding of how to tailor 
modality combinations to meet unique situational demands. 
The formulation of the CMER framework is the first step 
towards a more capable, context-aware, and integrated plat-
form that systematically optimizes the usage of multimodali-
ties for emotion recognition and is fine-tuned to cater to the 
distinct necessities of varying application scenarios.

Despite the transformative potential of CMER, ethi-
cal and privacy concerns pose significant challenges to its 
deployment, especially in sensitive sectors such as health-
care, law enforcement, education, and digital marketing. The 
necessity for transparency and explainability in AI systems, 
especially in critical scenarios, surfaces as a critical finding. 
Concerns around emotional manipulation, intrusions into 
personal boundaries, and potential punitive actions based 
on emotion recognition outcomes entail ethical and privacy 
principles. With these considerations, five pivotal ethics and 
privacy principles emerge for the deployment of CMER sys-
tems. These principles, encompassing human autonomy, 
human well-being, fairness, privacy, consent, perceived 
benefits, and technological trustworthiness, offer an invalu-
able compass for subsequent research and applications. By 
adhering to these principles, the evolution and implementa-
tion of CMER systems can be ensured to be ethically robust 
and respectful of user privacy.

The development of an efficient CMER system entails 
training effective AI models, necessitating rich and diverse 
data. To encompass a broad emotional spectrum, work 
efficiently in non-ideal conditions, and maintain robust 
functionality under varying environmental conditions, it is 
essential to secure datasets marked by a rich prevalence of 
genuine emotional instances. This should include instances 
of complex emotional states, culturally diverse expressions, 

and emotions under situational influences, amongst others. 
Open datasets hold the potential to significantly alleviate 
the challenges posed by data acquisition. As revealed by our 
in-depth analysis, the relevant open datasets do have a wide 
range of emotions and a higher number of combinations of 
contactless modalities, offering a substantial foundation for 
training CMER systems. The integration of AI generative 
models could further improve these datasets by enabling 
data augmentation to amplify their utility in developing 
more robust and generalizable emotion recognition models.

10.1  Potential challenges and suggestions

The following sections provide an analysis of potential risks 
associated with CMER systems and the potential mitigation 
strategies.

10.1.1  Data heterogeneity

CMER systems, due to their use of diverse sensing tech-
nologies, modalities, and cues, inherently face heterogene-
ity in data collection. Such diversity necessitates sophis-
ticated fusion methods capable of seamlessly integrating 
multimodal data, considering temporal alignment and 
cross-modality influences, and accounting for the temporal 
dynamics of emotions and the synchrony between different 
modalities to ensure accurate emotion recognition [299].

Multimodal fusion faces the issue of certain modalities 
occasionally being absent or having poor quality, and the 
unpredictability of which modality might be missing adds 
to the complexity [164, 300]. There could be several reasons 
for missing modalities such as obscured or damaged sensors 
[301], errors in data collection [302], and absence of verbal 
and/or textual cues due to the inactivity of users [70]. Sev-
eral advanced techniques for addressing the missing and/or 
uncertain modalities can be adopted such as meta-sampling 
[302], self-attention fusion [164], exploiting modality-
invariant features [301], and missing modality imagination 
network [300].

10.1.2  Inter‑individual and cultural variations

Emotion expression and perception are significantly influ-
enced by individual characteristics and cultural backgrounds 
[303] which can potentially affect CMER system perfor-
mance. To counter these variations, demographic and cul-
tural metadata should be incorporated during system train-
ing to support adaptability across diverse users and cultural 
contexts. Personalized adaptation techniques should also be 
embedded into CMER system design, enabling systems to 
learn from individual user interactions and progressively 
fine-tune emotion recognition capabilities. Such personal-
ized tuning aids in bridging the gap between generic models 
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and individual-specific emotional patterns, improving sys-
tem efficacy and user experience.

10.1.3  Misinterpretation of emotional states

The potential for misinterpretation of emotional states pre-
sents a considerable challenge in the application of CMER 
systems. There are several reasons leading to misclassifica-
tions of emotions such as noisy or missing modality and 
inaccurate fusion [148], insufficiently labeled data, and com-
plexity of emotions [304]. Incorrectly classified emotional 
states can lead to improper responses, which could have dire 
consequences, especially in sensitive fields like healthcare 
and law enforcement. For instance, in a scenario where a 
CMER system is used for depression detection, misinter-
preting emotional cues like sadness or apathy as normal 
could lead to overlooked or postponed depression diagnoses. 
Sources of such misinterpretations could include inadequate 
training data, inherent algorithmic biases, or the inability of 
the system to fully comprehend emotional context.

It is crucial to ensure the CMER systems are trained on 
comprehensive and diverse datasets to reduce the likelihood 
of misinterpretations. Additionally, the development of algo-
rithms should take into account possible biases and aim to 
minimize their impact. Moreover, integrating an understand-
ing of the context into the CMER systems could offer a bet-
ter interpretation of emotions. This might involve leverag-
ing auxiliary information or employing more sophisticated 
models capable of understanding the intricate dynamics of 
human emotions.

10.1.4  Algorithmic bias

Algorithmic bias [305] poses a significant risk to the integ-
rity of CMER systems. This bias can stem from either 
skewed training data or inherent biases in the design of the 
machine learning algorithms themselves. The resultant bias 
could potentially cause unfair or discriminatory outcomes, 
undermining trust in the CMER systems and possibly lead-
ing to detrimental consequences. For example, consider a 
CMER system developed for personalized tourism recom-
mendations in a multicultural city like New York, but trained 
primarily on data collected from Western tourists. When 
deployed to assist a visitor from Japan, it might not optimally 
align its suggestions to the cultural preferences or interests 
of this tourist. For instance, it could overemphasize recom-
mendations for steakhouses while failing to highlight the 
city’s extensive offerings of sushi bars.

The training datasets should be representative of the 
diverse population that the system Is expected to serve, 
including different demographics and cultural backgrounds. 
This could reduce the likelihood of bias arising from unrep-
resentative training data. Furthermore, techniques like bias 

auditing [306], where the outcomes of an algorithm are 
examined for potential disparities, and bias mitigation meth-
ods, such as preprocessing the data or postprocessing the 
model outputs, could be employed to tackle algorithmic bias.

10.1.5  Lack of generalization and misclassification risks

The risk of lack of generalization leading to the misclas-
sification of emotional states presents another significant 
challenge. Given the high individual and cultural vari-
ability in emotional expressions, CMER systems might, in 
their attempts to establish generalized models of emotion 
recognition, overlook these subtleties, leading to inaccu-
rate predictions. For example, In the educational realm, a 
CMER system might misinterpret subtle signs of student 
engagement, such as attentive listening, as disengagement 
if it is predominantly trained on overt engagement signals 
like active participation or positive facial expressions. This 
could lead to inappropriate interventions. Similarly, in tel-
ehealth consultations, a CMER system trained primarily on 
clear signs of discomfort like grimacing or restlessness may 
overlook patients who exhibit discomfort less explicitly. The 
lack of generalizations primarily stems from the scarcity 
of real training data or the data all [304]. With ample data 
acquired under uncontrolled conditions, CMER systems can 
better discern spontaneous behaviors, leading to improved 
generalization for unseen data.

10.1.6  Cybersecurity risks

The deployment of CMER systems inherently invites cyber-
security threats that could jeopardize system integrity, user 
privacy, and misuse of the system for malicious activities. 
Potential risks include data breaches, unauthorized system 
access, and performance tampering. Robust security meas-
ures, including strong encryption protocols, stringent access 
controls, and comprehensive threat monitoring systems, 
need to be integral parts of CMER deployment to mitigate 
these risks. Additionally, regular system audits and security 
updates can further strengthen the resilience of CMER sys-
tems against emerging cybersecurity threats.

10.2  Future directions

Rapid advancements in sensing technologies, machine learn-
ing algorithms, fusion methods, and data acquisition tech-
niques are paving the way for ubiquitous CMER systems. 
The advancement in deep learning is significantly enhanc-
ing the efficiency of vision algorithms. These improvements 
enable more precise measurement of physiological signals, 
such as respiratory rate, by extracting respiration waveforms 
from the RGB camera of the chest area [307], thereby mark-
ing a significant leap in the evolution of CMER systems. 
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The rPPG technique, notably, enables contactless and pre-
cise measurement of physiological signals previously only 
accessible through invasive methods. Recent research has 
seen rPPG successfully employed with everyday devices like 
smartphone cameras to measure heart rate, breathing rate, 
heart rate variability, and SpO2 levels [308]. To compensate 
for poor lighting, thermal sensors, multimodal sensors, and 
near-infrared sensors with near-infrared illumination have 
also been recommended for measuring physiological signals 
such as heart rate [309]. These metrics, representing crucial 
emotion-related cues within the visual modality, hold the 
potential to considerably augment the precision and efficacy 
of CMER systems. Parallel to this, the evolution of deep 
learning techniques is transforming signal estimation. Their 
application in estimating rPPG signals is notably improving 
accuracy [310], thus boosting CMER system performance. 
These advancements offer a promising trajectory for future 
development.

Radar technology’s application in physiological sensing 
is an expanding field of research, with continuous efforts 
dedicated to enhancing the technology’s precision and 
dependability. Various radar technologies are being har-
nessed to gauge physiological signals, including continu-
ous-wave radars for respiratory rate measurement [115], 
millimeter-wave radar for heart rate and respiratory rate 
[311], impulse radio ultra-wideband radar for chest move-
ment tracking [312], and Doppler radar for assessing respira-
tion rate, heartbeat, and body movements [313]. Moreover, 
a reconfigurable intelligent surface-based 4D radar has been 
developed to measure respiratory and cardiac signals [314]. 
These methods, along with the recent strides in capturing 
advanced physiological signals like ECG and EEG using 
electric potential sensors [315], albeit with current range 
limitations, present an encouraging trajectory for CMER 
systems. Another study has presented a proof-of-concept 
for measuring electrodermal activity using an RGB camera 
[277]. These non-contact sensing methods promise signifi-
cant improvements in emotion recognition.

Emerging technologies are expanding the scope of con-
tactless methods for capturing behavioral and non-behavioral 
cues. For instance, Laser Doppler Vibrometry has demon-
strated progress in heartbeat detection [316] and the measure-
ment of facial muscle activity, suggesting potential alterna-
tives to physiological signals like EMG [317]. Concurrently, 
research on WiFi signals is uncovering their potential for cap-
turing diverse behavioral and non-behavioral cues, including 
gestures [318], respiration rate [319], and patterns of activity 
and gait [70, 320]. While these methodologies are not cur-
rently emotion-specific, they represent promising pathways 
for future integration into CMER systems.

Progress in sensing technologies, increased computa-
tional capacity, the ubiquity of computing devices, signifi-
cant progress in machine learning, and the vast range of 

information signals within our environment collectively 
chart a promising path forward for CMER systems. The 
forthcoming era sees the collection of multimodal data as 
a commonplace procedure, akin to harnessing off-the-shelf 
components. The recent advancements in artificial intel-
ligence over the past decade have substantially enhanced 
human–computer interaction, prompting the necessity of 
CMER systems and predicting their inevitable ubiquity. The 
advent of Large Language Models (LLMs), the emergence 
of conversational agents, AI-empowered search engines, and 
a plethora of AI tools have further redefined the interac-
tion landscape, forging a more immersive human–computer 
interface that holds immense potential for future growth.

Given the current pace of advancements in artificial intel-
ligence, the dynamic evolution of AI toolkits, and the forth-
coming multimodality of conversational agents, it is possible 
to predict the trajectory of human–computer interaction and 
the enhanced contextual awareness of machines. With con-
text awareness closely linked to emotion recognition, CMER 
systems will be instrumental in enabling machines to com-
prehend and respond to human emotions more intuitively. 
These systems will provide personalized and customized 
user experiences, driving the next wave of innovation in AI 
and human–computer interaction.

Future research in CMER systems should focus on the 
incorporation of emerging sensing technologies to provide 
avenues for the integration of more contactless modalities. 
This would significantly enhance the robustness, reliabil-
ity, accuracy, and context-awareness of CMER systems, 
especially in critical applications such as healthcare or law 
enforcement. The acquisition of modality data from off-the-
shelf and readily available sources necessitates exploration 
as it provides a more practical and cost-effective way to col-
lect diverse and continuous emotional cues, thus facilitating 
in-the-wild applications of CMER systems.

The development of methods to mitigate environmental 
impacts, including ambient noise, lighting and weather con-
ditions, occlusions, and user motion artifacts, is paramount 
to ensure the robustness and versatility of CMER systems. 
Such advancements would enable CMER systems to oper-
ate effectively in varied and unconstrained environments, 
expanding their application range and improving their prac-
tical usability.

Given the inherent heterogeneity in multimodal data and 
the possible absence of certain modalities due to environ-
mental or sensor issues, developing efficient fusion methods 
becomes essential. These methods would enable the seam-
less integration of diverse and incomplete data sources, 
improving the robustness and resilience of CMER systems 
under challenging conditions.

Further exploration and enhancement of the CMER’s 
comparative schema introduced in this paper are encour-
aged. As a pioneering attempt towards a more generic and 
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context-aware framework, it lays a foundation that can be 
built upon to accommodate more sophisticated applications 
and complex environments, thereby achieving a truly ubiq-
uitous emotion recognition system.

As the context awareness and ubiquity of CMER systems 
increase, ethical and privacy issues will inevitably surface 
with more complexity. The five principles of ethics and pri-
vacy proposed in this paper serve as an initial roadmap, but 
further investigations are required to identify and incorpo-
rate additional factors, ensuring comprehensive protection 
of user privacy and ethical integrity.

Last but not least, the realm of explainability and trans-
parency in MER, a largely under-explored area, warrants 
active research. As we entrust machines with the delicate 
task of emotion recognition, the ability to understand and 
scrutinize the decision-making process of these systems 
becomes crucial. This would ensure their accountability, 
increase user trust, and allow for continual improvements 
based on discernible insights.
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