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Abstract
Automatic gender estimation provides a valuable information in the face of analysis tasks and has been widely used in many 
fields of applications like human–computer interaction, biometrics, video surveillance, activity recognition. This paper 
introduces a new facial gender estimation method based on a hybrid architecture which combines deep learned features as 
global information and handcrafted features as local information. A Min Redundancy Max Relevance algorithm was applied 
to select the highest relevant and lowest redundant features. Such process provides a good compromise in terms of speed and 
accuracy rate. The experimental study was conducted on the Image Of Groups and FERET databases. The obtained results 
proved the efficiency of the proposed method in dealing with the facial gender estimation task in an uncontrolled environment.
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1 Introduction

Automatic facial gender estimation has been one of the inter-
esting and challenging research topics recently. Therefore, 
it has been widely used in several fields of applications like 
human–computer interaction, biometrics, video surveillance, 
activity recognition. Robust gender estimation in an uncon-
trolled environment remains a thorny problem due to the 
appearance variation of faces affected by occlusion, pose 
variation, low resolution, scale variation, illumination vari-
ation, among others.

In the literature, most of the gender estimation methods 
used handcrafted features followed by a classifier and they 
are commonly known as handcraft-based methods Zhang 

et al. [50], Mohamed et al. [31], Sheetlani et al [44], Chen 
and Jeng [5], Fekri-Ershad [16], Irhebhude et al [24]. The 
recent success of the deep learning (CNNs) has made the 
research community apply it on gender estimation Aslam 
et al. [4], Serna et al [42]. Unlike the handcraft-based meth-
ods, where features are extracted by predefined descriptors, 
the CNN learns the features automatically from the input 
facial images.

This paper presented a new hybrid facial gender estima-
tion method in an uncontrolled environment that combines 
deep learned and handcrafted features. The hybrid architec-
ture takes benefit from their advantages: the deep learned 
features are based on the pre-trained VGG-16 model Simon-
yan and Zisserman [46] to extract the deep features which 
contain global information while the handcrafted features 
are based on the Local Binary Pattern (LBP) Ojala et al. [32] 
to encode local information from the input facial images. In 
fact, a feature-level fusion which consists in combining the 
deep learned and handcrafted features was proposed. Then, 
a features selection technique based on mutual information 
was applied to select the highest relevant and lowest redun-
dant features. Finally, the selected features were used to train 
a Support Vector Machine (SVM) classifier Cristianini and 
Shawe-Taylor [7].

The main contributions of this work can be summarized 
as follows:
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– Introducing a robust facial gender estimation method 
in an uncontrolled environment able to handle the face 
gender variations namely: pose variation, low resolution, 
occlusion, illumination variations, scale variations.

– Enhancing the gender estimation by combining global 
and local informations at the feature-level. The global 
features are provided from deep learned features using 
the VGG-16 model. As for the local features, they are 
extracted using the Mb-LBP descriptor. Such combina-
tion will afford fruitful feature vector able to encode the 
face appearance variability.

– Applying the Min Redundancy Max Relevance algorithm 
to select the highest relevant and lowest redundant fea-
tures. Such process helps reduce the memory space and 
the complexity of the proposed method.

The remainder of this paper is organized as follows. Sec-
tion 2 reviewed the related works. The proposed method 
was introduced and detailed in Sect. 3. The experiments and 
results were illustrated in Sect. 4. Finally, Sect. 5 provided 
the conclusion and some perspectives for future research 
works.

2  State of the art

In the literature, many methods have been proposed for gen-
der estimation. The facial gender estimation methods consist 
of two main phases: features extraction and features clas-
sification. Relying on the way of the features are extracted, 
the existing methods were classified into three categories: 
handcrafted features based methods, deep learned features 
based methods and hybrid methods.

2.1  Handcrafted features‑based methods

The handcrafted features based methods apply standard 
descriptors such as Local Binary Patterns (LBP), Scale-
Invariant Feature Transform (SIFT) Lowe [29], Histogram 
of Oriented Gradients (HOG) Dalal and Triggs [9] to encode 
facial features. These features are then used to train different 
classifiers such as neural network Hecht-Nielsen [21], SVM, 
KNearest Neighbor (KNN) Dokmanic et al. [13], etc.

In Zhang et al. [50], the authors proposed an approach 
based on multi-scale facial fusion features (MS3F) extracted 
by combining the LBP and the Local Phase Quantization 
(LPQ) descriptors Ojansivu and Heikkilä [33]. Then, the 
authors generated the multi-scale features through Multi-
block (MB) and Multilevel (ML) methods. Finally, an SVM 
classifier was applied to identify the gender class.

As for Mohamed et al. [31], the Discrete Cosine Trans-
form (DCT) Chitprasert and Rao [6] and the Discrete 
Wavelet Transform (DWT) Sidney Burrus et al [45] were 

combined to extract discriminant features which encode the 
face appearance and geometry. Thereafter, the KNN, fuzzy 
of KNN Keller et al [25] and SVM are used to get the gender 
label.

In the same context, Sheetlani et al. [44] proposed a gen-
der estimation method based on multi-resolution statistical 
descriptors derived from the histogram of the DWT. The 
authors applied the DWT to the image to extract a multi-
resolution features. Finally, three classifiers, namely Nearest 
Neighbor, Support Vector Machine and Linear Discriminant 
Analysis were used to identify the face gender.

In Irhebhude et al. [24], authors applied the HOG and 
RILBP descriptors to extract features. Then, the discriminant 
ones was selected using the PCA method. Finally, the SVM 
classifier was applied to identify the gender class.

2.2  Deep learned features‑based methods

The deep learned features methods are based on CNN archi-
tectures which are usually composed of two phases: the fea-
tures extraction phase and the features classification phase. 
The features extraction phase includes independent process-
ing layers (Convolution, Pooling, RELU) allowing to extract 
automatically relevant features. The obtained features are 
used as an input for the features classification phase Dwivedi 
and Singh [15], Afifi and Abdelhamed [1].

In Dwivedi and Singh [15], a review is proposed on the 
use of the CNN for gender estimation. The authors carried 
out a comparative study by changing some parameters (con-
volutional layer number, filter number, filter size, training 
image number, softmax layer number, etc.) in Alexnet Kriz-
hevsky et al. [27] architecture to choose the most efficient 
architecture.

Afifi and Abdelhamed [1] introduced a gender estimation 
method based on the combination of isolated facial features 
and a holistic features (foggy face). The authors extracted 
five face patches, namely: foggy face, nose, mouth and left 
eye and right eye. Then, each patch is fed as an independent 
input to a pre-trained CNN dedicated to classify this face 
patch. Finally, a score fusion method based on AdaBoost 
Freund and Schapire [17] was proposed to combine the inde-
pendent classification scores to infer the final decision.

As for Aslam et al. [3], a Cascaded Deformable Shape 
model was used to extract facial feature regions from a facial 
image namely: the eyes, the nose, the mouth and the foggy 
faces. Then, a four-dimensional (4-D) representation was 
constructed using these facial feature regions. Finally, the 
VGG-16 pre-trained model was fine-tuned using this 4-D 
array for a final gender decision.

In the same context, Ryu et al. [39] proposed a gender 
and race classification solution based on the FaceNet model 
Schroff et al. [40] followed by an avgpool layer. Then, fully 
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connected layers were added to identify the gender and race 
classes.

Sharma et al. [43] proposed a convolutional neural net-
work (CNN) based method for face gender and age estima-
tion. The proposed CNN architecture reduces the number 
of operations needed to process an image to improve the 
computational performance. Therefore, a pre-processing is 
proposed to resize the images and store the annotation (age 
and gender information). Then, the obtained images are used 
to train the proposed CNN model which consist of convo-
lutional layers followed by a Relu layer. Each convolutional 
block is followed by a max-pooling layer. In addition, the 
authors used a fully connected layer output with a sigmoid 
function followed by a Softmax jayer that gives the prob-
ability for each class of gender and age.

In Serna et al. [42], the authors present a preliminary 
analysis of how biased data affect the learning process of 
deep neural network architectures in terms of activation 
level. In fact, a study of the ethnic effect on the learning 
process of gender classifiers was performed. To evaluate the 
bias effect on the learning process, two gender detection 
models based on VGG16 and Resnet are used.

In Amri et al. [2], the authors provide a comparative 
experimental study of the significance of each part of the 
face (eyes, mouth, nose) in the gender facial recognition via 
convolutional neural networks (CNN). The objective of the 
proposed method is to find the most crucial part of the face 
to determine the most important part in the gender recogni-
tion task. Then, a second study on the degree of importance 
of the eyes for both genders was performed by training the 
CNN model using only eyes.

2.3  Hybrid methods

The hybrid methods consist of combining handcrafted 
features-based methods with those based on deep learn-
ing methods to take advantage of their strengths. Different 
strategies combining handcraft with deep learning based 
methods have been studied in the literature such as: feeding 
the CNN with handcrafted information Hosseini et al [22], 
Aslam et al. [4] or classifying the deep features extracted 
from the CNN with a standard classifier Duan et al. [14].

Duan et al. [14] proposed a hybrid CNN–ELM method to 
achieve age and gender estimation. The authors combined 
the proposed Convolutional Neural Networks (CNN) with 
the Extreme Learning Machine (ELM) Huang et al. [23] in 
one network and integrated the synergy of two classifiers 
to estimate the age and gender. This network consists of 
two phases: features extraction and classification. The CNN 
convolutional layer is used for the features extraction. Then, 
the authors merged the ELM with the fully connected layers 
to obtain a hybrid age and gender model.

To improve the performance of the pre-trained Alexnet, 
Hosseini et al. [22] applied a Gabor filter Petkov [35] to the 
input images to extract the handcrafted features. Finally, the 
weighted sum of the input images and Gabor responses are 
used as an input to the CNN to generate a gender estimation 
model.

As for Aslam et al. [4], the authors performed an Inter-
Component Transform (ICT) on the images to transform 
them into YCbCr images and preserve just the Y component 
(luminance), on which, the DWT was used, so as to obtain 
the low-resolution subband image. The acquired images are 
then used as input to the pre-trained Alexnet model to create 
a gender prediction model.

Rwigema et al. [38] proposed a hybrid method which 
combines the decisions obtained from two neural networks 
to increase the accuracy of age and gender estimation. The 
first neural network consists of a Gabor filters for the fea-
tures extraction and an SVM for classification. As for the 
second neural network, it is a convolutional neural net-
work (CNN). Then, a sum rule decision fusion was used to 
combine the decision obtained from the SVM with those 
obtained from the CNN model. Authors in Dammak et al 
[10] proposed an age classification method that consists in 
classifying human faces into different age groups. The pro-
posed method aims to explore the correlation between age 
and gender information. The used gender estimation method 
is a hybrid method which consists in applying a score-level 
fusion of deep learned and handcrafted models.

2.4  Discussion

Through this brief review, the gender estimation methods 
were classified into three categories: handcrafted features 
based methods, deep learned features based methods and 
hybrid methods. The handcrafted features based methods 
apply discriminant descriptors to encode low level informa-
tion such as texture, shape, curve or edge features. Nonethe-
less, their accuracy depends on the choice of descriptors and 
databases constraints. Regarding the deep learning methods, 
their results significantly outperform those reported by the 
handcrafted features based methods [52]. Indeed, the deep 
learning-based methods are known for their effectiveness in 
capturing complex visual variations by leveraging a large 
amount of training data [49]. In addition, they do not require 
any choice of a specific descriptor. Lots of studies have 
shown that features extracted from deep learning methods 
contain more global information than handcrafted features 
based methods thanks to the large depth of deep learning 
network [28]. The drawback of having too many network 
layer is the loss of lower layer information (i.e. color, tex-
ture, shape and edge). The hybrid methods, however, com-
bine the strengths of handcraft-based methods and deep 
learning methods. Particularly, global and local informations 
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are combined. Previous studies in some classification sys-
tems [19, 20, 26] have shown that features fusion strategy 
improves significantly the classification performance. Such 
improvement helps to deal with various constraints such as: 
pose, illumination, and scale variations as well as low reso-
lution and occlusion.

In the light of the above discussion, we proposed a new 
hybrid method for gender estimation based on the combi-
nation of global information with local information in an 
uncontrolled environment.

3  Proposed method for gender estimation

The proposed gender estimation method consists in develop-
ing a new method based on a hybrid architecture that com-
bines information from both handcrafted and deep learned 
features. For the handcrafted features, they were extracted 
using the LBP. As for the deep learned features, the pre-
trained VGG-16 model was adapted to the gender estima-
tion task to automatically extract features. Then, a features 
selection technique based on mutual information was applied 

to the combined features. Finally, the selected features were 
used to train the SVM classifier.

As illustrated in Fig. 1, the proposed method consists of 
four main steps: (1) Face Preprocessing, (2) Face features 
extraction, (3) Face features selection and (4) Face features 
classification.

3.1  Face preprocessing

The face pre-processing step is illustrated in Fig. 2. In this 
step, a face detection [30] was performed.

To improve the quality of the detected face image, his-
togram equalization [11] was applied to stretch the contrast 
of the image and reduce illumination variation in the face 
images.

Then, the Gabor filter responses were extracted from 
the equalized image. The Gabor filter is a complex plane 
wave (a 2D Fourier basis function) multiplied by an origin-
centered Gaussian. Indeed, the idea underlying the choice 
of the Gabor filter is the fact that this filter can tackle the 
face shape and orientation in multiview face images which 
are quite important features for the problem of gender esti-
mation. In addition, the Gabor filters multi-resolution and 
multi-orientation was used to identify the local information 
with prominent features. A Kernel of 2D Gabor filter func-
tion [35] is expressed as follows:

where x� = x cos � + y sin � , y� = −x sin � + y cos � , � is the 
wavelength of the real part of Gabor filter kernel, � is the ori-
entation of the stripes of the function, � is the phase offset, � 
is the spatial ratio and � is the standard deviation.

Next, the weighted sum of the Gabor filter responses 
(WG) and the equalized image (WI) was computed to gen-
erate a new enhanced image.

3.2  Face features extraction

For the face features extraction, the pre-trained VGG-16 was 
used to extract the deep learned features and the MB-LBP to 
encode the handcrafted features.

(1)G(x, y) = exp

(

−
x�2 + �y�2

2�

)

cos

(

2�
x�

�
+ �

)

,

Fig. 1  Proposed gender estimation method

Fig. 2  Face preprocessing step
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3.2.1  Deep learned features

To extract deep feature vector,a CNN model based on 
the pre-trained VGG-16 which has shown good results 
on the ImageNet challenge [37] was used. The VGG16 
is considered as one of the most performant deep feature 
extractors [34] and it achieved good results to deal with the 
gender estimation [3]. To adapt the model to the gender 
estimation task, the pre-trained VGG-16 was fine-tuned 
and optimized with stochastic gradient descent. In addi-
tion, a Dropout with ratio 0.5 was applied after each Fully 
Connected (FC) layer to ovoid the problem of overfitting. 
To overcome the small training set limitation, the weights 
was frozen in the five first convolutional layers and train 

the rest of the layers. The data augmentation was also 
used to train the model, which is a frequent and crucial 
preprocessing step for CNN-based methods to reach high 
performance. In fact, more face images were created to 
find various situations based on flipping, color casting, 
rotation, noise, histogram, and sigmoid to improve the 
classification accuracy. The fine-tuned VGG-16 architec-
ture is shown in Fig. 3.

To better understand the insights of the fine-tuned 
CNN gender estimation model, a Gradient-weighted Class 
Activation Mapping (Grad-CAM) [41] visual explanation 
technique was applied. Grad-CAM generates blue and red 
effects, i.e., heatmap around the informative face regions. 
In fact, it focuses on the specific facial features that are 
mainly responsible for indicating human gender. Figure 4 
represents the Grad-CAM visualization of some input 

Fig. 3  Fine-tuned VGG-16 
architecture

Fig. 4  Grad-CAM visualization 
of different gender classes
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images where the areas around the mouth, nose, cheeks, 
and eyes that mainly affect the gender trait prediction, are 
highlighted for all the face images

3.2.2  Handcrafted features

For the handcrafted features, an extension of the LBP 
descriptor was used, called MB-LBP (multi block LBP) 
[51], to enhance the description ability of the LBP operator. 
Relying to previous study [48], this descriptor has shown 
improved results to face the gender estimation task. In fact, 
the LBP is an operator that encodes the local facial features 
in a multi-resolution spatial histogram and combines the 
distribution of local intensity with the spatial information. 
Thanks to its invariance to monotonic gray level variation 
and computational efficiency, this operator has shown high 
performance. This operator labels an image pixels by thresh-
olding each pixel 3 × 3 neighborhood with the center value, 
and treating the result as a binary number. Then the histo-
gram of the labels can be used as a texture descriptor. Equa-
tion 2 defines the LBP operator:

where R is the radius of the circle, P is the number of the 
surrounding pixels of the LBP operator, gc is the gray level 
of the center pixel of the circle and gi is the gray level of the 
surrounding pixels.

For the proposed MB-LBP, the facial regions’ local infor-
mation is retained. Therefore, the face is divided into 64 
small block regions of size 16x16 pixels per block. After-
ward, each region LBP histogram is extracted and concat-
enated into an enhanced single feature histogram. Figure 5 
shows the process of feature vector extraction using the 
MB-LBP.

3.2.3  Feature‑level fusion

To visualize the information process within CNN, the fea-
tures maps extracted from the proposed CNN model were 
displayed. In the fine-tuned CNN model which is based on 
the VGG-16, there are five convolutional blocks. Figure 6 

(2)LBPR,P =

P−1
∑

i=0

s(gi − gc2
i) where s(x) =

{

1, if x≥0
0, if x≤0 ,

represents visualization of the different features maps 
extracted from the 5 blocks of the fine-tuned CNN model.

In fact, the feature maps highlight the regions sensitivity 
and show the detected features. In fact, the feature maps close 
to the input layers detect small and fine-grained details, and 
as far as we progress deeper into the model, the feature maps 
close to the output layers capture more general and global fea-
tures. Thus, the model abstracts the features from the image 
into more global concepts that can be used for classification. 
The main drawback of integrating many network layers is the 
loss of the lower layer information (i.e. color, texture, shape 
and edge) illumination [28]. Therefore, the MB-LBP descrip-
tor was applied to encode local information. Figure 7 repre-
sents the extracted facial texture feature information using the 
MB-LBP descriptor. These local features are robust against 
variations in pose and illumination [51].

The proposed feature-level fusion strategy is illustrated in 
Fig. 8. The deep features extracted by convolutional neural 
networks (CNN) and those extracted by the MB-LBP were 
combined.

To extract automatic features from the fine-tuned CNN 
models, the activation map of the last fully connected layer 
was considered as the deep feature vector. To extract the hand-
crafted feature vector, the MB-LBP descriptor was applied to 
encode the relevant face features. The two obtained feature 
vectors were normalized and concatenated into one discrimi-
nant hybrid feature vector.

3.3  Face features selection

The obtained hybrid feature vector is in 2048-dimensional 
space (1024 handcrafted features and 1024 deep features). 
Because the feature vector high dimensionality requires high 
processing power, the mutual information technique was 
applied to select the most discriminant features. As a matter 
of fact, the mutual information (also known as cross-entropy 
or gain-information) is a feature selection technique that is 
commonly used to evaluate the stochastic dependency of two 
discrete and random features [47]. The mutual information 
among two variables x and y is computed using their joint 
probabilistic distribution p(x, y) and their respective marginal 
probabilities p(x) and p(y) as follows:

Fig. 5  Process of features 
extraction using the MB-LBP
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where �x and �y are, respectively, the sample space of X 
and Y. Regarding p(x), p(y), and p(x, y), they are respectively 
the probability density functions of X, Y, and (X, Y), respec-
tively. The Min Redundancy Max Relevance algorithm 
founded on the classic mutual information statistical metrics 

(3)I(X, Y) = ∫
�y ∫�x

p(x, y) log2

(

p(x, y)

p(x)p(y)

)

dxdy,
was applied. The main aim is to reduce feature redundancy 
while increasing their relevance [12]. The features redun-
dancy and relevance are calculated as follows:

(4)Redundancy (k) =
1

�F�2
∑

k,l∈F I(k, l)
,

Fig. 6  Visualization of the feature maps extracted from the 5 blocks of the fine-tuned CNN model
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where |F| is the size of features, I(k, l) is the mutual infor-
mation of the k and l features and I(k, Y) is the mutual 
information between the feature k and the set of labels of Y 
class. Using the Min Redundancy Max Relevance algorithm 
(mRMR), the number of hybrid feature vectors which have 
the largest variation can be reduced. As a result, the feature 
vector with this small number of features can describe the 
original features. In the experiments, the number of the dis-
criminant features is empirically fixed.

3.4  Face features classification

After the features selection, the SVM was used to classify 
the input facial images into male or female. In fact, the SVM 
method is used to find the best hyper-plane that can sepa-
rate the samples of one class from those of other classes 
using various support vectors. For a nonlinear problem, the 
SVM method uses several kernel functions to map the input 
feature vectors to a higher-dimensional space where the 

(5)Redundancy =
1

�F�2
∑

k,l∈F I(k, Y)
,

problem can be separated linearly. In the proposed method, 
the Radial Basic Function (RBF) kernel was used, thanks to 
its effectiveness in the gender estimation task [8, 50].

4  Experimental study

To study the performance of the proposed method, three 
series of experiments were carried out on two famous 
datasets.

4.1  Datasets description

The proposed method was evaluated on the FERET [36] and 
Image Of Groups [18] datasets.

The FERET dataset is widely used in various face pro-
cessing applications. It consists of 14,126 images for 1199 
different persons with different captured expressions, poses, 
and lighting variations. In the experiments, for fair com-
parison with state of the art works, the color FERET data-
set was used. It has 5,786 images (3,816 male images and 
1,970 female images) of the frontal and the near-frontal face 
images (pose angle lies between −45◦ and +45◦ ). Samples 
images from the FERET dataset are shown in Fig. 9.

The Image Of Groups (Groups) dataset contains 28,231 
face images collected from Flickr images. The Groups data-
set is considered, in the literature, as the most challenging 
and complex dataset for the gender estimation problem 
since it includes many constraints such as low resolution, 
pose variation, occlusion, luminosity variation, etc. Sample 
images from Groups dataset are shown in Fig. 10.

Fig. 7  Visualization of the MB-LBP image

Fig. 8  Feature-level fusion proposed method
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4.2  Experimental protocol

For fair comparison, we followed the settings used in the 
recent gender estimation works [3] [4].

As a validation measure, the standard Accuracy (Acc) 
metric [44] was used.

4.3  Experimental results

To evaluate the performance of the proposed method for 
facial gender estimation, three series of experiments was 
conducted. The first seeks to validate the use of the fea-
tures selection method. As for the second series, it aimed 
to validate the feature-level fusion method. The third 
series of experiments compared the performance of the 

proposed method with the most recent gender estimation 
methods in the state of the art.

4.3.1  First series of experiments

To validate the contribution of selecting the discriminant 
features, a performance comparison of the proposed feature-
level fusion method with and without features selection was 
conducted. This comparison deals with not only the classi-
fication accuracy rate, but also the size of the feature vector 
and the time execution. Table 1 shows this evaluation.

Based on the obtained results, two mains gains can be 
noted. The first is in terms of space memory: a gain of more 
than 10 times in the size of the feature vector on the Groups 
and more than 2.2 times on the FERET datasets. The second 
gain is in terms of speed: a gain in time execution more than 

Fig. 9  Samples images from the 
FERET dataset

Fig. 10  Samples images from 
the Groups dataset

Table 1  Evaluation of features 
selection on the Groups and 
FERET datasets in terms of 
accuracy, space and time cost

Metrics Datasets

Groups FERET

Without selection With selection Without selection With selection

Accuracy 96.39% 96.47% 99.14% 99.14%
Feature vector size 2048 200 2048 900
Time cost 1.60 ms 0.30ms 1.54 ms 0.75 ms
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5 times on the Groups dataset and more than 2 times on the 
FERET dataset, which is very important in the context of 
real-time applications.

Figure 11 illustrates a sample of features before and 
after the features selection in scatter plot. The combined 
features before the features selection step show redun-
dancy (red dots). Therefore, the features selection tech-
nique was applied to select the most discriminant features. 
As shown in the scatter plot, the green dots represent the 
most relevant and discriminant features.

4.3.2  Second series of experiments

This series of experiments highlights the importance of the 
hybrid architecture for gender estimation. The fine-tuned 
VGG-16 and MB-LBP models were evaluated apart and 
then the performance of the feature-level fusion strategy 
was studied . Table 2 reports the accuracy rates for each of 
the generated models on the Groups and FERET datasets.

The obtained results reveal the remarkable gain while 
combining the deep learned and handcrafted features. 
Indeed, the obtained hybrid architecture generates more 
discriminant information. In fact, the proposed feature-
level fusion method recorded 96.39% as accuracy rate, 
which is better than those achieved by the proposed CNN 
and handcraft models used apart on the Groups dataset. As 
for the FERET dataset, the proposed feature-level fusion 
method achieved 99.14% as accuracy rate, which outper-
forms those obtained by the proposed CNN and handcraft 
models. These observations confirm the effectiveness and 
the merit of the combination of information from deep 
learned and handcrafted features.

Figure 12 shows some facial image samples that are 
correctly classified with the proposed hybrid method but 
not correctly classified neither with the proposed CNN 
model nor with the proposed Mb-LBP-based model.

Fig. 11  Scatter plot visualizations of a feature vector before and after 
the features selection step

Table 2  Evaluation of the feature-level fusion strategy of the pro-
posed CNN and handcraft models in terms of accuracy on the Groups 
and FERET datasets

Methods Datasets

Groups FERET

Proposed handcraft model (MB-LBP) 64.16% 79.9%
Proposed CNN model (Fine-tuned VGG16) 95.32% 99.04%
Proposed feature-level fusion method 96.47% 99.14%

Fig. 12  Facial image samples 
correctly classified using the 
hybrid proposed method
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4.3.3  Third series of experiments

This series of comparisons considered different studies using 
different methods. In fact, [50] is based on the handcrafted 
features, whereas [3, 15] rely on the deep learned features; 
As for [4, 10] and the proposed method, they can be catego-
rized as hybrid methods. The main purpose of the experi-
ments was to compare the performance of the proposed 
method with the above-indicated studies in terms of accu-
racy on the Groups and FERET datasets. Table 3 displays 
the results of this comparative study.

As presented in Table 3, the proposed method has shown 
promising results thanks to the combination of the deep 
learned and handcrafted features. Indeed, compared to the 
handcrafted features method [50], a gain of more than 11% 
was recorded on the FERET dataset. In addition, compared 
to the deep learned features based methods, the achieved 
results outperform the methods of [3, 15] on the Groups and 
FERET datasets.

Referring to the hybrid methods, the proposed method 
achieved competitive results. In fact, a gain of 1.47% was 
reported on the Groups dataset and of 0.87% on the FERET 
dataset compared to [4] owing to the capability of the fine-
tuned VGG-16 to extract the relevant deep features in addi-
tion to the local features in multi-resolution spatial histo-
gram extracted by the MB-LBP descriptor. Although [10], 
based on the score-level fusion, slightly outperforms the 
proposed method, it is very expensive in computing time. 
Table 4 represents a computational cost comparison on the 
Groups and FERET datasets and highlights the important 
gain in terms of the classification process time. This gain is 
ensured, thanks to the features selection step which reduces 
the number of hybrid features. Such time cost gain is very 
important in the context of real-time applications.

Through this experimental study, the proposed method 
provides a good compromise in terms of speed and accuracy 
rate.

5  Conclusion

In this paper, the facial gender estimation problem was 
addressed in an uncontrolled environment by introducing 
a new hybrid architecture that combines information from 
both deep learned and handcrafted features. For the deep 
learned features, a fine-tuned VGG-16 model to the gen-
der estimation task was used to automatically extract rel-
evant features. As for the handcrafted features, the MB-LBP 
descriptor was applied to encode local features.

The proposed method was evaluated on two widely used 
datasets (Image Of Groups and FERET) to demonstrate the 
generalization and discriminative power of the proposed 
model. This study has shown how the MB-LBP and CNN 
could complement each other in improving the accuracy 
results. Moreover, thanks to the features selection step, the 
proposed method provides a good compromise in terms of 
speed and accuracy rate.

This research provides new perspectives to evaluate the 
proposed method on additional databases also not only for 
face but also for other modalities. Moreover, a face recogni-
tion using facial gender information may be performed.
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