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Abstract
In recent years, crowd behavior prediction (CBP) has gained much attention from academics and helps to control crowd 
disasters. The CBP has been solved either as one-class classification (OCC) or multi-class classification (MCC) problems. 
The OCC-based CBP models learn the normal crowd behavior patterns and treat outliers as anomalies or abnormal crowd 
behaviors. Nevertheless, these models do not consider the differences in anomaly types and interpret them as one class. On 
the other hand, the MCC-based CBP models overcome such drawbacks. However, very few datasets and models have been 
proposed. The current state-of-the-art MCC-based CBP approaches exploit spatial–temporal features but lack in addressing 
two crucial challenges in the crowd scenes: (a) human-scale variation due to perspective distortion and (b) minimizing effects 
of cluttered background. To this end, an end-to-end trainable two-stream multiscale deep architecture has been proposed 
for MCC-based CBP. The first stream uses a deep convolution neural network to extract multiscale spatial features from the 
frames to handle human-scale variation. The second stream extracts multiscale temporal features from de-background frames 
using a multi-layer dilated convolution long short-term memory. The effect of the cluttered background has been minimized 
by extracting de-background frames by adopting a visual background extractor algorithm. The multiscale features from the 
two streams are concatenated and used to classify different crowd behaviors. The experiments are manifested on two large-
scale crowd behavior datasets: MED and GTA. The experimental results show that the proposed model performs better than 
the state-of-the-art MCC-based CBP approaches.
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1  Introduction

The exponential growth of the worldwide population causes 
a massive increase in crowd disasters. So, crowd behav-
ior prediction becomes an important task to help crowd 

monitoring, thereby minimizing crowd disasters. Thus, 
crowd behavior prediction (CBP) has recently become a 
crucial research area and gained much attention from aca-
demics and industrial AI. Based on the availability of the 
ground truth crowd behavior datasets, the current state-
of-the-art approaches can be broadly categorized into two 
types: one-class classification (OCC) [1–21] and multi-class 
classification (MCC) models [22–24]. The OCC-based CBP 
approaches usually learn normal crowd behavior patterns, 
and the outlier is termed a crowd anomaly or abnormal 
crowd behavior. Such approaches neglect the dissimilari-
ties between different types of abnormal crowd behaviors 
and treat them as one class.

In contrast, the MCC-based CBP approaches consider 
the disparities between several crowd behaviors and solve 
it as a multi-class problem. The MCC-based CBP is benefi-
cial in identifying different types of crowd behaviors and 
helps control crowd disasters. Recently, research areas like 
crowd counting [25], crowd congestion-level analysis [26], 
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and OCC-based crowd abnormality detection [1–21] have 
been vastly explored. However, limited models have been 
proposed for MCC-based CBP [22–24]. The conventional 
machine learning [22] and deep learning [23, 24] models 
have been proposed for MCC-based CBP. Nevertheless, the 
deep learning approaches [23, 24] provide a better result 
than the conventional approach [22] but are limited in 
addressing the following challenges that exist in the crowd 
scenes,

(a)	 Change in pedestrian’s shape due to perspective dis-
tortion. The Fig. 1 shows human shape change in the 
crowd scene where the person near the camera occupies 
more pixels than the person far from the camera.

(b)	 Minimizing the effect of cluttered background.

Hence, an end-to-end trainable two-stream deep learning 
architecture (TS-MDA) for the MCC-based CBP has been 
proposed to fulfill the above research gap. The main contri-
butions are as follows:

(a)	 The first stream, also known as multiscale spatial 
stream (MSS), is designed using deep CNN to extract 
multiscale spatial features from the RGB frames. The 
multiscale spatial features are scale-invariant features 
that can handle human shape variation due to perspec-
tive distortion.

(b)	 The cluttered background is tackled by adopting a uni-
versal background eliminator algorithm to obtain the 
foregrounds of the frames.

(c)	 The second stream, i.e., multiscale temporal stream 
(MTS), is built using a deep dilated convolutional 
long–short-term memory (Conv-LSTM) network and 
obtain scale-invariant de-background temporal features 
from the foreground frames.

(d)	 Finally, the multiscale spatial and de-background tem-
poral features are fused and used to predict different 
crowd behaviors.

(e)	 Extensive experiments are conducted on two publicly 
available large-scale crowd behavior datasets to show 
the model's effectiveness.

The following sections are organized as follows: Sect. 2 
discusses the literature review, Sect. 3 discusses the details 
about the proposed model, Sect. 4 describes the datasets and 
performance metrics, followed by a discussion of experi-
ment and results analysis in Sect. 5, and Sect. 6 discusses 
the conclusion and future work.

2 � Literature review

The state-of-the-art CBP approaches mainly focus on 
extracting spatial, frequency, or temporal features from the 
crowd scenes. The following subsections discuss the recent 
state-of-the-art OCC and MCC-based CBP models.

2.1 � OCC‑based crowd behavior prediction

The OCC-based CBP is also known for crowd anomaly 
or outlier detection. Conventional machine learning [1–4] 
and deep learning models [5–21] have been explored for 
OCC-based CBP. The traditional approaches exploit hier-
archical features from spatial–temporal interest points [2], 
spatial–temporal features [3], frequency domain features 
[27], statistical properties [28], and also trajectories [4] to 
detect anomalous crowd behavior. On the other hand, deep 
models using CNNs, sequence to sequence models [11], 
generative models: encoder-decoders, generative adversarial 
networks (GANs) [18, 19], and hybrid models have also been 

(a) Human shape changes due to perspective 
distortion in a sample of the MED dataset 

(b) Human shape changes due to perspective 
distortion in a sample of the GTA dataset 

Fig. 1   Examples of human shape change due to perspective distortion in crowd scenes
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proposed. These state-of-the-arts adopt One-Class Extreme 
Learning Machine (OC-ELM) [28], Gaussian classifier [12, 
29], One-Class Support Vector Machine (OC-SVM) [6, 13, 
15, 30], or reconstruction error [14, 18, 19, 21] for crowd 
outlier/anomaly detection.

Most of the deep learning techniques exploit crowd 
appearance and motion properties for anomaly detection. For 
example, Zhou et al. [5] extracted spatial–temporal features 
using a spatial–temporal CNN (ST-CNN) for crowd anomaly 
detection. Bouindour et al. [6] exploited a pre-trained Alex-
Net [31] to extract spatial–temporal features from the crowd 
scenes followed by an OC-SVM for crowd outlier detection. 
Smeureanu et al. [7] utilized pre-trained CNN model to model 
crowd behavior patterns and utilized an OC-SVM for abnor-
mal crowd behavior prediction. Similar work can be found 
by Bouindour et al. [9], where authors proposed a modified 
pre-trained residual 3D-CNN and extracted spatial–temporal 
features for crowd abnormality detection. On the other hand, 
Ravanbakhsh et al. [8] proposed a plug-and-play CNN model 
which extracts semantic and motion features to detect local 
crowd anomalous events. Similarly, Song et al. [10] proposed 
a 3D-CNN for crowd violence detection. Apart from CNN 
model sequential models like LSTM [32], bidirectional-LSTM 
(BDLSTM) [11] has also been explored for violent crowd 
detection. Jackson et al. [11] developed a BDLSTM model, 
which takes histogram of oriented gradient (HOG) features 
from the frames as input and learns temporal consistencies 
between them. Recently, Ammar et al. [32] proposed a real-
time detection framework for crowd panic-like behavior 
detection. The authors proposed a hybrid kind of model in 
which they extracted handcrafted features from the crowd 
video followed by an LSTM model to capture the temporal 
dependencies between frames. The model is trained with nor-
mal frames. The frames will be treated as panic based on the 
prediction error. Xu et al. [13] developed a stacked de-noised 
auto-encoder to exploit spatial and temporal cues from crowd 
scenes and utilized an OC-SVM for crowd anomaly detection.

Similarly, convolutional auto-encoders [16, 17, 33, 
34] are proposed to exploit spatial–temporal features for 
crowd anomaly detection. Apart from the encoder-decoder 
models, GANs are also explored. Ravanbakhsh et al. [18, 
19] proposed a GAN to exploit motion patterns from the 
crowd scene, and the reconstruction errors are bounded 
to detect crowd anomalies. Deep hybrid models have also 
been explored for crowd anomaly detection. For example, 
Zhuang et al. [20] proposed a deep hybrid model contain-
ing Inception-V3 and stacked differential LSTM to identify 
violent crowd behavior. Yang et al. [21] proposed a hybrid 
model containing a CNN-based auto-encoder and LSTM for 
detecting crowd anomalies. However, the OCC-based CBP 
models treat different crowd anomalies as the same, i.e., one 
class, and do not consider their dissimilarities. In such cases, 
multi-class classification models are helpful.

2.2 � MCC‑based crowd behavior prediction

A very few models have been explored as far as MCC-based 
CBP is concerned. The main reason is due to the lack of 
availability of more multi-class ground truth datasets. Nev-
ertheless, recently, multi-class crowd behavior datasets like 
MED and GTA have been proposed. Conventional feature 
learning approaches [22] used HOG, HOF, MBH, dense 
trajectories, and HOT features to classify crowd behaviors. 
Dupont et al. [24] analyzed the performance of different 
deep models for the CBP. Models [24] using 3D-CNN and 
3D-CNN + VGG were developed for crowd behavior predic-
tion. Lazaridis et al. [23] proposed a two-stream deep learn-
ing architecture for the CBP. The heat map and the optical 
flow of the crowd scene are inputted into the first and the 
second stream, respectively. The two streams were devel-
oped using convolution layers and Conv-LSTM blocks. Nev-
ertheless, the state-of-the-art MCC-based CBP approaches 
only focuses on extracting appearance and motion attributes, 
but the following challenges are yet to be addressed,

(a)	 Human shape changes due to perspective distortion and
(b)	 Several measures to minimize the effect of cluttered 

background.

3 � Proposed model

A crowd behavior understanding model should handle the 
two most challenging situations in the crowd scene: human 
shapes variation due to perspective distortion and the effect 
of cluttered background. The state-of-the-art CBP models 
[22–24] deviate in handling such challenges.

Nevertheless, from the literature of related research 
domains like crowd counting, Sang et al. [35] proposed 
a scale-adaptive CNN (SA-CNN) for crowd counting in 
images and handles crowd shape change due to perspective 
distortion by aggregating features from convolution layers of 
different scales. On the other hand, the cluttered background 
can be removed from the scene by utilizing the universal 
background subtractor [36], i.e., the visual background elim-
inator (ViBE). Hence, by adopting the idea of SA-CNN [35] 
and utilizing the ViBE algorithm [36], a two-stream multi-
scale deep architecture (TS-MDA) is proposed for the MCC-
based CBP. The proposed model can handle human shape 
variations and minimize the cluttered background effects by 
extracting multiscale spatial and multiscale de-background 
temporal features from the scenes. The architecture of the 
proposed model is illustrated in Fig. 2. The proposed model 
constitutes of the following sub-modules:

•	 Preprocessing.
•	 Candidates for TS-MDA.
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Fig. 2   Architecture of proposed TS-MDA
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•	 Architecture details of the TS-MDA
•	 Multiscale feature extraction.
•	 Crowd behavior prediction
•	 Loss function and optimization.

3.1 � Preprocessing

At first, the video sequence is preprocessed before train-
ing the TS-MDA. The preprocessing stage is followed by 
the generation of the candidate for training the TS-MDA. 
During preprocessing, the RGB frames are extracted from 
the video sequence. The extracted frames are resized into 
[150 × 150 × 3]. Let all the resized N  number of frames 
be represented as RF =

{
rf 1, rf 2,… .., rf N

}
 . After video 

to frame conversion, the foreground frames are extracted, 
explained in the following subsection.

3.1.1 � Foreground image extraction

The cluttered background can affect the performance of any 
model. So, it would be better to eliminate the effects of back-
ground from the frames. The universal background elimina-
tor (ViBE) [36] is a popular algorithm to model fame's back-
ground; thereby, the foreground maps from the frames can 
be extracted. Let vt(x) be the pixel corresponding to location 
x in the t th resized frame rf t . According to ViBE [36], the 
background pixel of the t th frame is modeled by a set of Z 
background samples/pixels obtained from its previous frame. 
Let the background pixels from previous frame ( rf t−1 ) be 
represented as Mt−1 =

{
vt−1
1

, vt−1
2

,…… , vt−1
Z

}
. Here, 

vt−1
j

for j = 1 to Z  represents to the j th pixel of (t − 1)th 
frame which is classified as a background pixel and Z is the 
total number of background pixels of (t − 1) th frame. The 
pixel vt(x) can be a member of Mt by defining a sphere 
(let say SR(v

t(x)) ) of radius R centered on vt(x) and then com-
paring Mt−1 to the closest values within the set of samples. 
The vt(x) can be classified into background pixel if the car-
dinality (#) of the intersection of Mt−1 and SR(v

t(x)) is greater 
than a threshold 

(
#min

)
 , and formally it can be written as,

For time 0, the background samples are initialized ran-
domly using uniform law and can be represented as:

The background samples are updated for consecu-
tive frames by updating Mt using the Equation-1. After 
obtaining the background pixels for the resized frame 
rf t, the foreground pixels can be easily extracted. Let the 
foreground pixels represent the foreground maps by a 
set FM =

{
fm1, fm2,… .., fmN

}
 . The foreground frames/

(1)#
{
SR
(
vt(x)

)
∩Mt−1

}
.

(2)M0(x) =
{
v0
(
y|y ∈ NG(x)

)}
.

images are extracted from the scene by performing the 
elementwise multiplication between RF and FM . Let a set 
FF =

{
ff 1, ff 2,… .ffN

}
 represent the foreground frames and 

is obtained by implementing Eq. (3):

Here, the symbol, i.e., ⊙ represents elementwise 
multiplication.

Now, the volume of foreground images at stamp t is 
obtained by stacking the foreground images from time stamp 
t , t − 1, t − 2. Let the set VF =

{
vf 1, vf 2,… .vf N

}
 represent 

the volume of foreground frames for the dataset. Each of 
vf t = Concatenate

([
ff t, ff t−1, ff t−2

])
for each t = 1toN   . 

Here, Concatenate() is the concatenation operation.

3.2 � Candidates for TS‑MDA

The main moto of the proposed model is to extract multi-
scale spatial features and multiscale temporal features from 
the MSS and the MTS, respectively. So, the MSS and the 
MTS input should be the frames and volume of frames, 
respectively. Again, to minimize the background effects, we 
used the volume of foreground images at timestamp t as 
input to the MTS. Hence, candidates for the TS-MDA are 
the resized frames ( RF) and volume of foreground frames 
( VF) for MSS and MTS, respectively.

3.3 � Architecture details

The overall architecture of the proposed model is illus-
trated in the following Fig. 1. The deep architecture con-
tains two streams: a multiscale spatial-stream (MSS) and 
a multiscale temporal (MTS) stream. The MSS and MTS 
are inputted with the RF and VF , respectively. The MSS 
contains four stages of convolution 3D (Conv_3D) blocks. 
Each block contains a convolution 3D (Conv_3D) layer 
followed by a ReLU activation layer followed by a batch 
normalization (BN) layer. The details of the layers are 
mentioned in Table 1. The features maps are downscaled 
to its half after Conv_3D Block1, Conv_3D Block2, and 
Conv_3D Block3 using a 3D max-pooling layer (3DMP). 
3D global max-pooling (3D_GMP) and 3D global average 
pooling (3D_GAP) are used after every activation layer of 
Conv_3D layers. Similarly, the MTS contains four stages 
of dilated ConvLSTM2D (Dil_ConvLSTM2D) blocks. The 
details of these blocks are mentioned in Table 1. Each block 
contains a dilated ConvLSTM2D layer, a Tanh activation 
layer, and a BN layer. The features maps are downscaled to 
its half after Dil_ConvLSTM2D Block1, Dil_ConvLSTM2D 
Block2, and Dil_ConvLSTM2D Block3 using 3DMP layers. 
The 3D_GMP and the 3D_GAP are used after every activa-
tion layer of dilated ConvLSTM2D layers. All the Conv_3D 

(3)ff i = rf i ⊙ fmi, where i = 1, 2,… ,N.
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layers, dilated ConvLSTM2D layers and max pooling layers 
are padded with zeros. We have used return sequence as 
“true” in dilated ConvLSTM2D layers. The feature maps 
from the activations of the fourth blocks of each layer are 
flattened. The flattened features maps are concatenated with 
features from all the 3D_GAP and the 3D_GMP, followed 
by a batch normalization layer that is fully connected (FC) 
with the output layer containing different neurons, each rep-
resenting a particular crowd behavior. The activation of the 
output layer is SoftMax.

3.4 � Multiscale spatial–temporal feature extraction 
and prediction

3.4.1 � Multiscale spatial feature extraction

The proposed model utilizes Conv_3D layers to extract spa-
tial features from the RGB frames. Although Li et al. [37] 
proposed a Conv_3D network where the convolution opera-
tion is performed along the temporal dimension for time-
series data analysis, but the Conv_3D layer can also extract 
fine-grained spatial features by performing convolution 
across the channel dimension. For this, a slight change in 
the shape of the input needs to be done. For example, in the 
proposed model, the shape of the input image for Conv_3D 

should be [batch_size × 150 × 150 × 3 × 1] here, 3 defines 
the channel dimension (i.e., RGB), and batch_size defines 
the size of the batch of samples. We can use convolution 2D 
(Conv_2D) layers for spatial features extraction. However, 
the Conv_2D layer uses a 2D filter to perform convolution 
over each channel separately and then merges them into a 
single feature map. Thus, the same 2D kernel of shape [a × b] 
(here, a, b represent the number of rows and columns of the 
matrix) will be used for all the channels (R, G, B). So, the 
2D kernel is not adaptive as far as learning is concerned 
for three channels. So, to keep this in mind, we have used 
Conv_3D layers with 3D kernels to perform convolution 
across the RGB channel.

The multiscale features can be used to deal with human-
scale variation issues. The multiscale features for the spatial 
stream are obtained from the activations of different convo-
lution layers. The multiscale features include:

•	 Statistical features like global mean and global max are 
obtained from each of the low-level activated feature 
maps of Conv_3D Block1.

•	 Statistical features like global mean and global max are 
also extracted from each of the mid-level activated fea-
ture maps of Conv_3D Block2 and Conv_3D Block3, 
respectively.

Table 1   Details of the layers of 
the proposed model

Blocks name Layers name No. of kernels Kernel size Dilation rate

Conv_3D
Block1

Conv_3D 16 (5, 5, 5)

ReLU – – –
BN – – –

Conv_3D
Block2

Conv_3D 64 (4, 4, 3) –
ReLU – – –
BN – – –

Conv_3D
Block3

Conv_3D 128 (3, 3, 3) –
ReLU – – –
BN – – –

Conv_3D
Block4

Conv_3D 256 (3, 3, 3) –
ReLU – – –
BN – – –

Dil_ConvLSTM2D
Block1

ConvLSTM2D 25 (3, 3) (2, 2)

Tanh – – –
BN – – –

Dil_ConvLSTM2D
Block2

ConvLSTM2D 40 (3, 3) (2, 2)

Tanh – – –
BN – – –

Dil_ConvLSTM2D
Block3

ConvLSTM2D 60 (2, 2) (1, 1)

Tanh – – –
BN – – –

Dil_ConvLSTM2D
Block4

ConvLSTM2D 80 (2, 2) (1, 1)

Tanh – – –
BN – – –
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•	 High-level features correspond to activated feature maps 
of Conv3D_Block4 are extracted. The high-level features 
are in the form of multidimensional tensors and flattened 
into single-dimensional vectors.

All the extracted features from different scales of the 
spatial stream are concatenated. Let, FSpatial represents the 
concatenated multiscale features of the spatial stream.

3.4.2 � Multiscale temporal feature extraction

The process of multiscale temporal feature extraction is the 
same as spatial-stream. The multiscale temporal features 
include:

•	 Statistical features like global mean and global max are 
extracted from the activated feature maps of Dil_Con-
vLSTM2D Block1, Dil_ConvLSTM2D Block2, Dil-
ConvLSTM2D Block3.

•	 High-level temporal features corresponding to activated 
feature maps of Dil_ConvLSTM2D Block4 are also 
obtained. The high-level features are flattened into sin-
gle-dimensional tensors.

The extracted features maps are then concatenated. Let 
a set FTemporal represents the multiscale temporal features.

3.4.3 � Multiscale spatial–temporal feature fusion

The multiscale spatial features ( FSpatial ) and temporal fea-
tures ( FTemporal ) are concatenated by simply appending one 
after another. Let, FConcate = Concatenate

(
FSpatial,FTemporal

)
 

represents the concatenated multiscale features.

3.5 � Crowd behavior prediction

The multiscale spatial–temporal features ( FConcate) are 
densely connected with the output layer. The output layer is 
used to predict the crowd behavior labels. The output layer 
contains different neurons, each representing a particular 
crowd behavior class like Panic, Fight, Congestion, Obsta-
cle, Neutral, or Normal behaviors. The SoftMax activation 
is used in the output layer and it can be represented as:

Here, K resembles the number of available classes, the 
set YCBP =

{
y1out , y2out , y3out , .., yKout

} represents the pre-
dicted crowd behavior labels. The ypin |p=1,2,3,..,K refers to the 
weighted information transmitted from the concatenate layer 
to p th output neuron.

(4)

YCBP =

K�

p=1

�
ypout

�
=

K�

p=1

Sof tMax
�
ypin

�
=

K�

p=1

�
e
ypin

∑K

p=1
e
ypin

�

3.6 � Loss function and optimization

Let ∅TS-MDA, represents all the trainable parameters of the 
proposed model. Let TiCBP =

{
T1, T2, T3, ..,TK

}i be the 
ground truth labels of the i th crowd scene. The loss on the 
i th crowd scene is obtained using categorical cross-entropy 
between TiCBP and YiCBP . Let Li

(
TiCBP , YiCBP

)
 be the Cross-

Entropy loss on the ith crowd scene and can be represented 
as follows:

Now, the problem becomes an optimization problem such 
that the loss between true and predicted distribution has to 
be minimized. The proposed work adopted mini-batch-based 
gradient decent approach using Adam optimization [38] 
method to minimize the loss function. The mini-batch-based 
optimization problem can be represented as:

Here, b is the batch of samples. To minimize the above 
optimization problem, first, the mean of cumulative losses 
for a given batch b of samples of size Batch_Size is 
obtained:

After finding the mean of cumulative of losses for a given 
batch of samples, b, the gradients of loss for the given batch 
are obtained as,

After finding the gradients of loss for the given batch 
b, the learnable parameters of the proposed TS-MDA are 
updated using the adaptive moment (Adam) [38] update 
rule. The Adam [38] optimizer utilizes the cumulative his-
tory of gradients to update the ∅TS-MDA to solve the decay 
problem. For a given iteration itr , the cumulative history 
of gradients for a given batch b can be calculated using the 
following Eqs. (9–11):

(5)Li
(
∅TS-MDA

)
= Li

(
TiCBP , YiCBP

)
=

[
−

K∑

p=1

Tplogypout

]i

(6)argmin
∅��−���

[
L
(
∅TS-MDA

)]b

(7)
[
L
(
∅TS-MDA

)]b
=

1

Batch_Size

Batch_Size∑

i=1

Li
(
TiCBP , YiCBP

)

(8)
[
∇L

(
∅TS-MDA

)]b
=
[
∇∅TS-MDA

L
(
∅TS-MDA

)]b

(9)mb = �1 × mb−1 +
(
1 − �1

)
×
[
∇∅TS-MDA

]b

(10)vb = �2 × vb−1 +
(
1 − �2

)
×
([
∇∅TS-MDA

]b)2
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where �1 = 0.9 and �2 = 0.999. Now, the parameters are 
updated using the following Eq. (12) [38]:

Here, � is the learning rate. According to Adam optimizer 
[38], mb and vb are the weighted first- and second-order 

(11)m̂b =
mb

1 − �1
itr

and v̂b =
vb

1 − �2
itr

(12)∅TS-MDA = ∅TS-MDA −
�

√
v̂b + �

× m̂b

moments, whereas m̂b and v̂b are their corrected moments 
obtained for a batch b . Furthermore, itr is the iteration num-
ber. The Algorithm-1 shows step-by-step processes used to 
optimize the proposed TS-MDA. The model is trained until 
the iteration ( itr ) reaches maximum iteration ( Max_Iteration

), or the early stopping criteria are satisfied. The patience 
parameter of the early stopping is set to 10.

4 � Datasets and performance metrics

4.1 � Datasets

In our experiment, we have used two publicly available 
large-scale crowd behavior datasets, such and the MED 
dataset [22] and the grand theft auto v2 (GTA) [23] dataset. 
The MED dataset contains 31 crowd behavior sequences. 
There are five crowd behaviors like Neutral, Panic, Conges-
tion, Fight, and Obstacle or Abnormal behavior. There are 
nearly 45,000 frames contained in the MED dataset. The 

resolution of the original frames is of size [480 × 854 × 3]. 
Figure 3 shows few samples of the MED dataset. Authors 
[22] adopted leave-one-out validation on the MED data-
set. The GTA dataset [23] contains 14 Crowd behavior 
sequences. Each video contains more than 3 min video 
length. The GTA dataset contains only three crowd behav-
iors like Normal, Panic, and Fight. The frames are recorded 
at 60 frames per second. The resolution of the frames is of 
size [1080 × 1920 × 3]. Authors [23] randomly selected ten 
video sequences for training and four for testing on the GTA 
dataset. Figure 4 shows few samples of the GTA dataset. 
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4.2 � Performance metrics

Following the works [22–24] on the MED and GTA dataset, 
the proposed model has used confusion matrix and mean 
accuracy (Mean-Acc) as performance metrics. In addition to 
this, the proposed model also used the overall accuracy and 
precision of individual classes on the respective datasets. 
The following Table 2 shows the confusion matrix. Here, TP, 
TN, FP, and FN represent true positive, true negative, false 

(a) Crowd Normal Scene (b) Crowd Obstacle Scene (c) Crowd Panic Scene

(d) Crowd Congestion Scene (e) Crowd Fight Scene (f) Crowd Fight Scene

Fig. 3   Examples of different samples of the MED dataset

(a) Crowd Normal Scene (b) Crowd Panic Scene (c) Crowd Fight Scene

Fig. 4   Examples of different samples of the GTA dataset

Table 2   Confusion matrix

Actual vs. predicted Predicted classes Total 
number of 
instancesPositive Negative

Actual class
 Positive TP FN P = TP + FN
 Negative FP TN N = FP + TN
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positive, and false negative. The Mean-Acc is obtained by 
dividing the sum of the accuracy of individual classes by the 
total number of classes, which is represented as in Eq. (13): 

here K is the number of classes and Acci is the accuracy 
of the i th class which is calculated as, Acci =

TPi

TPi+FNi

 . The 
precision of i th class can be obtained using Eq. (14):

From Table 2, the overall accuracy on the dataset can be 
obtained using Eq. (15):

(13)Mean-Acc =
1

K

K∑

i=1

Acci

(14)Precisioni =
TPi

TPi + FPi
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Fig. 5   Accuracies obtained by the proposed model using leave-one-sequence-out on the MED dataset

Fig. 6   Confusion matrix of the proposed model on the MED dataset

Table 3   Performance 
comparison with other state-of-
the-art approaches on the MED 
dataset, bold letters represent 
best results

Approaches Classification accuracy (%) per individual behavior classes Mean-ACC (%) Accuracy (%)

Panic Fight Congestion Obstacle Normal

V3G-FC7 [24] 80.72 37.41 31.18 47.25 71.35 53.58 62.71
V3G-FC8 [24] 53.23 29.89 27.32 42.35 32.16 36.99 33.82
C3D-FC7 [24] 84.72 32.93 16.16 29.61 92.69 51.22 73.52
C3D-FC8 [24] 57.32 25.89 17.22 25.51 46.64 34.50 40.59
Trajectory [22] – – – – – 35.30 –
HOG [22] – – – – – 38.80 –
HOF [22] – – – – – 37.69 –
MBH [22] – – – – – 38.53 –
HOT [22] 62.18 38.27 25.67 28.20 36.53 38.17 –
DT [22] 74.82 30.47 23.43 27.94 36.88 38.71 –
Proposed 48.20 71.32 54.50 61.70 91.51 65.45 81.26
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where T  is the total number of test frames.

5 � Experiment and results analysis

The program is written in Python using TensorFlow and 
Keras. The batch size, learning rate for the datasets are set to 
128 and 0.01, respectively. Measures like early stopping and 
kernel regularization have been adopted to avoid overfitting 
the proposed model. The early stopping is used to halt the 
network to avoid overfitting the dataset. The patience value 
of early stopping is set to 10. The model is trained until the 
early stopping criteria are satisfied. The L2 norm is used for 
kernel regularization, whose value is set to 0.01.

5.1 � The MED dataset

The procedure for training and testing is followed as pre-
scribed in [22], i.e., leave-one-sequence-out cross-validation 

(15)Accuracy =
TP + TN

T

is performed to evaluate the model's performance. In each 
execution of leave-one-sequence-out, the train set contains 
30 percent of video sequences of the entire training set cov-
ering all classes of samples. Figure 5 shows a graphical rep-
resentation of the experimental results obtained on the MED 
dataset during leave-one-sequence-out. As shown in Fig. 5, 
the proposed model achieves accuracies of 77.43, 67.71, 
58.91, 85.38, 88.54, 91.40, 75.73, 85.41, 72.53, 97.95, 
68.5, 74.51, 70.62, 86.91, 91.33, 81.69, 56.98, 89.22, 90.89, 
88.29, 100.00, 89.03, 100.00, 100.00, 69.92, 71.94, 73.46, 
92.98, 83.34, 98.52 and 68.63% sequentially on 31 video 
sequences. Figure 6 shows the heatmap of the confusion 
matrix on the MED dataset. The proposed model achieves 
classification accuracies of 48.20, 71.32, 54.50, 61.70, and 
91.51% on the Panic, Fight, Congestion, Obstacle, and Neu-
tral or Normal crowd behaviors, respectively. The perfor-
mance comparisons of the proposed model with state-of-
the-art approaches are illustrated in Table 3. Deep models 
[24] like V3G-FC7, V3G-FC8, C3D-FC7, and C3D-FC8 
are used for performance analysis. Similarly, conventional 
machine learning approaches like trajectory-based, HOG, 
HOF, MBH, HOT, and DT techniques are also used for per-
formance comparison. It can be observed from Table 3 that 
the proposed model achieves the highest mean accuracy and 
overall accuracy of 65.45 and 81.26%, respectively. Hence, 
the proposed feature learning process performs better than 
the recent state-of-the-art approaches.  

5.2 � The GTA dataset

The experiment on the GTA dataset is demonstrated by fol-
lowing the same procedure as mentioned in [23]. The behav-
ior sequences 2, 4, 11 and 12 are the test sequences which 
were selected randomly. The confusion matrix of the pro-
posed model on the GTA dataset is illustrated in Fig. 7. The 
classification accuracies on the Normal, Panic, and Fight 
crowd behaviors are 81.88, 95.60, and 80.75%, respectively. 
The proposed model achieves an overall accuracy on the 
test samples of 88.61%. The performance comparison with 
the state-of-the-art approach is illustrated in Table 4. The 
spatial–temporal model [23] is the only model which experi-
mented on the GTA dataset. The spatial–temporal model 
[23] achieves classification accuracies of 83.80, 61.20, and 
28.90% on the Normal, Panic, and Fight crowd behaviors on 
the GTA dataset. The mean accuracy of the spatial–temporal 
model [23] is 71.70, whereas the proposed model achieves 
the mean accuracy of 86.07%. Hence, the proposed model 
performs better than the spatial–temporal model [23]. 

5.3 � Results analysis against OCC methods

Apart from comparing the performance of the proposed TS-
MDA against multi-class-based crowd behavior prediction 

Fig. 7   Confusion matrix of the proposed model on the GTA dataset

Table 4   Performance comparison with state-of-the-art approach on 
the GTA dataset, bold letters represent best results.

Approaches Classification 
accuracy (%) per 
individual behavior 
classes

Mean-ACC 
(%)

Accuracy (%)

Normal Panic Fight

Spatial–tem-
poral net 
[23]

83.80 61.20 28.90 71.70 –

Proposed 81.88 95.60 80.75 86.07 88.61
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models, we have also compared the performance against 
one-class classification (OCC) or formally anomaly detec-
tion approaches. For this, we have implemented four differ-
ent state-of-the-art approaches [6, 7, 33, 34] on the MED and 
GTA datasets. The training and testing procedures on MED 
and GTA for implementing OCC-based approaches are the 
same as mentioned in [22] and [23], respectively. Each data-
set is divided into two classes: normal and abnormal, where 
the abnormal class consists of all the samples of non-normal 
classes like Panic, Congestion, Fight, Obstacle. However, 
while implementing these methods, we have followed all the 

procedures mentioned in their papers, but a few things have 
been adopted, such as the input shape of [236 × 156 × 3] is 
considered instead of [235 × 155 × 3] for [33]. Again, the 
same threshold that showed the best result in [33] has been 
considered during one-class classification. The value of nu 
in [6] is not mentioned; therefore, we have implemented 
[6] with different values of nu, and it is observed that at 
nu = 0.0001, the model [6] performs better on the MED and 
the GTA datasets.

Figure  8 graphically compares the accuracy of the 
proposed TS-MDA and the OCC-based methods during 

Fig. 8   Comparison of the OCC 
approaches against the proposed 
TS-MDA using leave-one-
sequence-out on the MED 
dataset
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Table 5   Comparison of results 
of the proposed TS-MDA 
against the OCC-based 
approaches

Dataset [6] [7] [33] [34] Proposed model

MED
For one class approach
 Per-class accuracy (%) Normal 90.67 72.92 88.86 90.99 –

Abnormal 07.63 33.10 14.68 24.48 –
 Accuracy (%) 61.65 58.76 62.94 67.78 –

For multi-class approach
 Per-class accuracy (%) Panic – – – – 48.20

Fight – – – – 71.32
Congestion – – – – 54.50
Obstacle – – – – 61.70
Normal – – – – 91.51

 Accuracy (%) – – – – 81.26
GTA​
For one class approach
 Per-class accuracy (%) Normal 0.00 0.00 100.00 0.00 –

Abnormal 100.00 85.58 0.00 100.00 –
 Accuracy (%) 70.04 59.94 29.95 70.04 –

For multi-class approach
 Per-class accuracy (%) Panic – – – – 80.75

Fight – – – – 95.60
Normal – – – – 81.88

 Accuracy (%) – – – – 88.61
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leave-one-out-sequence validation on the MED dataset. The 
proposed model performs better than state-of-the-arts except 
on a few video sequences of the MED dataset. For example, 
Bouindour et al. [6] performs better than the TS-MDA on 
video sequences 9, 22, and 27. Smeureanu et al. [7] have 
better performance than TS-MDA on video sequences 11, 
13, 27, and 29. Ribeiro et al. [33] and Gutoski et al. [34] got 
better performance than TS-MDA on video sequences < 8, 
9, 11, 22, 26, 27, 29 > and < 4, 7, 9, 22, 26, 29 > respec-
tively. According to Fig. 5, only Gutoski et al. [34] got an 
accuracy of nearly zero on two sequences. Gutoski et al. 
[34] achieves 0.3 and 0.00% in the video sequences 30 and 
31, respectively. Table 5 shows a comparison of results of 
TS-MDA against OCC-based models [6, 7, 33, 34]. Bouin-
dour et al. [6], Smeureanu et al. [7], Gutoski et al. [34], and 
Ribeiro et al. [33] achieve overall detection accuracies of 
53.25, 58.76, 67.78, and 62.94% on the MED dataset. On 
the other hand, the TS-MDA gets an accuracy of 81.26% 
on the MED dataset, which is relatively more than OCC-
based approaches [6, 7, 33, 34]. One thing could be observed 
from Table 5 that the OCC-based approaches perform bet-
ter in detecting Normal behavior sequences than abnormal 

sequences on the MED dataset. However, the scenario is 
entirely changed for OCC-based methods on the GTA data-
set. Approaches like Bouindour et al. [6] and Gutoski et al. 
[34] do not classify any of the "Normal" test sequences 
as "Normal" whereas the abnormal detection accuracies 
reached 100.00, 85.58, and 100.00% respectively. 

However, Ribeiro et al. [33] achieve 100.00% accuracy 
for "Normal" sequences and 0.00% accuracy for abnormal 
sequences. Such accuracy deviation may be due to the com-
puter graphics-based simulated dataset. Bouindour et al. [6], 
Smeureanu et al. [7], Gutoski et al. [34], and Ribeiro et al. 
[33] achieve the overall accuracies of 70.04, 59.94, 70.04, 
and 29.95% on the GTA datasets which are lower than the 
proposed TS-MDA model. Therefore, based on the above 
analysis, we can summarize that there are no OCC methods 
[6, 7, 33, 34] that confirm their effectiveness on the MED 
and the GTA datasets.

5.4 � Ablation study

An ablation study on the proposed model has been per-
formed to show the effectiveness of each of its main 

Fig. 9   Confusion metrics of different modules during ablation study on the MED dataset. The subfigures a–e are the confusion metrics of MSS, 
MTS, WF-TS-MDA, WoF-TS-MDA, and WoMS-TS-MDA modules, respectively
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modules. The proposed model contains two main modules: 
the multiscale spatial stream (MSS) and the multiscale tem-
poral stream (MTS). Experiments are conducted by consid-
ering the MSS and MTS individually for crowd behavior 
classification. Apart from the MSS and MTS, other possible 
models have been obtained based on the inputs given to the 
two streams and the multiscale feature fusion. These pos-
sible models are,

•	 With foreground maps applied to inputs of the TS-MDA 
(WF-TS-MDA): in this case, the foreground maps are 
applied to the inputs of the two streams of the TS-MDA.

•	 Without foreground maps applied to inputs of the TS-
MDA (WoF-TS-MDA): In this model, no foreground 
maps are applied to the inputs of two streams.

Fig. 10   Confusion metrics of different modules during ablation study on the GTA dataset. The subfigures a–e are the confusion metrics of MSS, 
MTS, WF-TS-MDA, WoF-TS-MDA, and WoMS-TS-MDA modules, respectively

Fig. 11   Comparison of accura-
cies of different models during 
ablation study using leave-one-
sequence-out cross-validation 
on the MED dataset
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•	 Without multiscale feature fusion on the TS-MDA 
(WoMS-TS-MDA): here, no multiscale features are fused 
in the Concatenate layer of the proposed TS-MDA.

Figure 9a–e shows the confusion matrix of the MSS, 
MTS, WF-TS-MDA, WoF-TS-MDA, and WoMS-TS-MDA 
modules, respectively, on the MED dataset. Similarly, 
Fig. 10a–e illustrates the confusion matrix of the MSS MTS, 
WF-TS-MDA, WoF-TS-MDA, and WoMS-TS-MDA on the 
GTA dataset. Figure 11 shows a graphical comparison of 
different models used in the ablation study for the MED seq
uences.

According to Fig. 11, the proposed model shows bet-
ter accuracy trend as compared to other models. However, 
the performance of the proposed model degraded on few 
sequences. For example, different modules, such as WF-TS-
MDA, WoF-TS-MDA, WoMS-TS-DA, MSS, MTS, perform 
better than the proposed model on the sequences <3, 4, 5, 
8, 9,22, 26, 27, 30, 31> , <5, 7, 9, 14, 20, 22,26, 27,29, 
30> , <3, 8, 9, 12, 22, 26, 30> , <9, 20, 22, 25, 26, 27, 28, 
29, 30> and <8, 9, 22, 26, 27, 29, 30> respectively. Apart 
from this, the performance comparison of different mod-
ules is illustrated in Table 6. Performance metrics like per-
class accuracy, overall accuracy, and per-class precision are 
obtained for different modules. The models like WF-TS-
MDA, WoF-TS-MDA, WoMS-TS-MDA, MSS and MTS 
achieve overall accuracies of 73.17, 69.00, 70.11, 60.99, 
63.03 on MED and 75.33%, 73.64, 60.16, 54.51, 69.89% on 
GTA dataset respectively. However, the proposed TS-MDA 
achieves better performance as compared with individual 
modules. From the confusion matrixes i.e., Figs. 9a, b and 
10a, b, the MTS module tends to classify anomaly frames 
into normal frames on the MED dataset, but the same trend 
is not seen in the GTA dataset; this may be due to several 
reasons. First, the MED dataset is more realistic than the 
GTA dataset and contains more anomaly classes than the 
GTA dataset. Second, the more the different types of anom-
aly classes, the more similar will be the motion patterns 
compared to the “Normal” class, and thus, the MTS mod-
ule tends to classify a more significant number of anomaly 
frames as Normal frames. However, among several modules 
used in the ablation study, the WF-TS-MDA performs bet-
ter in the MED and GTA datasets. Multiscale features and 
minimizing the background effects are essential for crowd 
behavior modeling. The model without multiscale features, 
i.e., WoMS-TS-MDA, performs poorly compared to TS-
MDA. Hence the multiscale features are essential for crowd 
behavior modeling. Similarly, the effect of foreground maps 
is also observed. The model without foreground maps (WoF-
TS-MDA) achieves much less accuracy than WF-TS-MDA 
and TS-MDA. This is because the inputs to the MSS and 
MTS are affected by cluttered backgrounds.

Ta
bl

e 
6  

P
er

fo
rm

an
ce

 c
om

pa
ris

on
 o

f d
iff

er
en

t m
od

ul
es

 o
f t

he
 p

ro
po

se
d 

m
od

el

D
at

as
et

s
A

pp
ro

ac
he

s
Pe

r c
la

ss
 a

cc
ur

ac
y 

(in
 %

)
Pe

r-c
la

ss
 p

re
ci

si
on

 (i
n 

%
)

O
ve

ra
ll 

ac
cu

ra
cy

 (i
n 

%
)

Pa
ni

c
Fi

gh
t

C
on

ge
sti

on
O

bs
ta

cl
e

N
or

m
al

Pa
ni

c
Fi

gh
t

C
on

ge
sti

on
O

bs
ta

cl
e

N
or

m
al

Th
e 

M
ED

W
F-

TS
-M

D
A

57
.9

4
57

.3
4

7.
24

48
.5

4
87

.1
7

53
.6

0
59

.3
6

22
.1

0
64

.0
4

81
.1

6
73

.1
7

W
oF

-T
S-

M
D

A
44

.4
5

53
.0

1
30

.0
0

49
.3

1
82

.0
8

37
.3

1
43

.1
5

69
.1

1
69

.8
3

76
.7

1
69

.0
0

W
oM

S-
TS

-D
A

41
.5

0
52

.6
0

27
.4

0
38

.6
0

85
.4

3
43

.3
0

56
.2

8
39

.5
9

47
.2

4
79

.2
0

70
.1

1
Th

e 
M

SS
 m

od
ul

e
35

.4
1

60
.3

0
20

.3
6

23
.7

3
73

.2
7

25
.1

6
35

.3
5

47
.1

0
35

.5
6

76
.9

8
60

.9
9

Th
e 

M
TS

 m
od

ul
e

19
.3

8
37

.4
2

13
.4

0
17

.4
3

83
.4

3
25

.9
5

47
.3

8
31

.3
7

31
.3

6
70

.4
3

63
.0

3
Th

e 
pr

op
os

ed
 m

od
el

48
.2

0
71

.2
8

54
.5

0
61

.7
0

91
.5

1
66

.7
3

75
.2

6
78

.2
8

68
.4

6
84

.9
6

81
.2

6
Th

e 
G

TA
​

W
F-

TS
-M

D
A

90
.1

3
55

.9
8

–
–

62
.8

0
92

.1
4

51
.2

3
–

–
64

.2
8

75
.3

3
W

oF
-T

S-
M

D
A

70
.4

7
70

.7
7

–
–

80
.8

7
80

.5
0

10
0.

00
–

–
57

.7
8

73
.6

4
W

oM
S-

TS
-D

A
59

.6
5

69
.7

8
–

–
54

.8
0

94
.5

1
51

.6
0

–
–

39
.2

5
60

.1
6

Th
e 

M
SS

 m
od

ul
e

11
.7

3
96

.1
7

–
–

98
.1

2
10

0.
00

98
.1

2
–

–
39

.8
9

54
.5

1
Th

e 
M

TS
 m

od
ul

e
41

.5
8

95
.8

9
–

–
91

.1
2

98
.5

2
64

.6
1

–
–

54
.6

8
66

.8
9

Th
e 

Pr
op

os
ed

 m
od

el
95

.5
9

80
.7

5
–

–
81

.8
8

10
0.

00
67

.5
9

–
–

86
.3

0
88

.6
1



30	 S. K. Tripathy et al.

1 3

Now, as far as the decision on applying foreground maps 
to both the streams, it has been observed that the proposed 
model (TS-MDA) with foreground maps applied to the 
MTS stream performs better than WF-TS-MDA. Therefore, 
it can be summarized that the proposed TS-MDA effec-
tively handles scale variation issue and also utilize the de-
background temporal features for crowd behavior modeling. 
There is another issue which need to be discussed as far 
as the difference of accuracies for the two datasets. This 
occurs due to: first, the MED dataset is a real-world dataset 
having five different types of crowd behaviors, whereas the 
GTA dataset is computer graphics (CG) data, which contains 
only three crowd behavior classes and second, the more the 
number of behavior classes, the more similar the appear-
ance and motion patterns between them will be. Hence, it 
will be challenging to achieve better performance as far as 
the MED dataset is concerned. Nevertheless, the proposed 
model achieves better performance as far as state-of-the-art 
approaches are concerned.

6 � Conclusion and future work

This paper proposes a two-stream multiscale deep architec-
ture (TS-MDA) for multi-class classification-based crowd 
behavior prediction (MCC-based CBP). The motivation 
behind the design of the proposed model is to handle human 
shape change due to perspective distortion and minimizing 
background influences during CBP. The former challenge 
is handled by extracting multiscale features from the crowd 
scene, and the latter is addressed by adopting the universal 
background subtractor, i.e., ViBE algorithm, and obtaining 
foreground images from the frames. The first stream, i.e., 
the MSS of the proposed model, can extract multiscale spa-
tial/appearance features from the scene, whereas the second 
stream, i.e., the MTS, extracts multiscale temporal features 
from the volume of foreground of frames. All the multiscale 
features are concatenated and used to classify crowd behav-
iors. For experiment analysis, two large-scale crowd behav-
ior datasets: MED and GTA, have been used. The proposed 
model achieves 81.26 and 88.61% accuracy on the MED and 
GTA datasets. By observing the performance comparisons 
from Tables 3 and 4, it can be concluded that the proposed 
model performs better than the state-of-the-art approaches. 
The performance of the proposed model is also compared 
to the OCC-based approaches (illustrated in Table 5), which 
confirms that no OCC methods show their effectiveness on 
the MED and the GTA datasets. An ablation study has also 
been conducted to show the effect of individual streams of 
TS-MDA. The ablation study was also conducted to show 
the effectiveness of the proposed model based on the fore-
ground maps applied to the inputs and the influence of mul-
tiscale features. It can be observed from Table 6 that the 

proposed TS-MDA performs better than other modules used 
in the ablation study for both the MED and GTA datasets. 
Hence, it can be concluded that the proposed model can 
provide better accuracy while dealing with the scale vari-
ation issue and minimizing the background influence. The 
future work will focus on improving the performance of the 
MCC-based CBP further.
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