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Abstract
Hand gesture recognition system helps in development of interface system for entering text in human computer interaction. In 
this paper, we have presented a hand gesture recognition system designed for dataset consisting of numerals and alphabets in 
lower case. The proposed system detects the hand with the help of skin color and motion information. Hand tracking is done 
with the help of two-level tracking system using modified Kanade–Lucas–Tomasi (KLT) tracking algorithm. The existing 
KLT was not able to track the gesture trajectory once the skin detected becomes less in area resulting in decreased number of 
points. In this paper, traditional KLT has been modified with a new additional feature to overcome this difficulty. In feature 
extraction process, a feature matrix consisting of 30 features have been created. Among these 30 features, few features like 
density-1, density-2, and perimeter efficiency have been introduced and are used for calculating efficiency along with some 
existing features. Inclusion of new features helps in improving the performance and accuracy of the system. Recognition is 
done using six classifiers including SVM (Support Vector machine), Decision Tree, Naïve Bayes, k-NN (K nearest neigh-
bor), ANN (Artificial neural Network) and ELM (Extreme learning Machine). The experimental results prove that 89.67% 
of accuracy is achieved for the recognition of dataset containing both numerals and alphabets. Our proposed system is also 
compared with two existing literatures and it has been observed that better accuracy is exhibited by the proposed system.

Keywords Hand gestures · Recognition system · Classifiers · Extreme learning machine · Lower-case alphabets · Feature 
extraction

1 Introduction

Hand gestures are a way to reinforce information by people 
to express their feelings and thoughts along with informa-
tion conveying also. Hand gesture helps to express ideas of 

people as an option to speech and gives emphasis to various 
points. Hand gesture recognition systems find wide applica-
tions in fields of human computer interaction. Static gestures 
are used for persons with disabilities. Dynamic gestures also 
exhibit features which can be helpful for persons with dis-
abilities especially if the hearing and speech disability is 
after occurrence of some accident. A person can use his 
hand for making understand the gestures to other person 
or gestures can also be used for interfacing devices. The 
process involves detection of an image which separates the 
relevant data form the image background based on color 
along with motion. Detection is followed by tracking which 
corresponds to track the movement of hand in each frame 
of the segmented hand region according to the movement of 
hand. Dynamic recognition system faces many challenges 
like the abstraction of invariant features, movement transi-
tion between gestures, automatic segmentation of features, 
matching techniques, recognition of mixed gestures and 
gestures occurring in complex backgrounds. In this paper 
we have tried to recognize numerals along with lower-case 
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alphabets which will be further helpful in formation of 
words.

A combination of YCbCr and HSV color model was pro-
posed to separate skin-colored pixels from the background. 
Malima et al. [1] used the ratio of red and green color to 
determine the skin-colored regions for robotic application. 
A solution to reduce this problem is to use the background 
subtraction technique [2]. The first frame of the video was 
considered as the background for the entire processing of 
the system. Guo et al. [3] proposed a hand tracking system 
using a combination of skin filtering and pixel based hier-
archical feature AdaBoosting technique, along with back-
ground cancelation. Koh et al., used skin and developed 
a color model which helped in tracking of hand gestures 
[4]. Elmezain et al. [5] suggested a system to recognize 
continuous and isolated gestures. Feature extraction stage 
uses orientation feature which provides motion direction 
between various trajectory points as output. Kao and Fahn 
[6] developed a real time hand gesture recognition system 
using orientation feature in feature extraction stage. Bhuyan 
et al. [7], recognized hand gestures with the help of four 
static features along with two dynamic features successfully. 
Rubine developed 13 features [8] some of them are: cosine 
and sine of the initial angle with respect to axes, the length 
of bounding box diagonal, the angle of the bounding box, 
the distance between first and last point of the trajectory, 
the cosine and sine of the angle between the first and last 
point of the trajectory and the total gesture length. Chan 
et al. [9] used a combination of HMM and RNN which pro-
vided better performance compared to the performance of 
the individual classifiers such as HMM or RNN.Wang et al. 
proposed a system to recognize gestures using combina-
tion of AdaBoost and rotation forest [10]. Some of the 3-D 
techniques employing combination of multi-view method 
with deep learning techniques have been used in literature to 
develop hand gesture recognition systems and similar other 
applications [26–28].

The contribution of paper is as follows:

• First, a new dataset named “LNMIIT Dynamic Hand 
Gesture-2” has been created with dynamic hand ges-
tures consisting of numerals and lower-case alphabets 
are recorded.

• The hand has been detected using a combination of color 
and motion information. Color information includes skin 
filtering using conversion to YCbCr color coding and 
motion information includes 3-frame differencing. A 
check condition of face and hand area has been intro-
duced to carry out the detection process efficiently.

• A two-level tracking algorithm has been designed using 
a combination of feature based and color-based track-
ing system. First level is the Modified KLT algorithm 
where additional information such as increasing the 

number of detected points is used and second level 
tracking uses Camshift to enhance the performance.

• Feature extraction stage gives a set of 30 features 
including few new features along with available fea-
tures of the presented hand gestures without pattern 
variation and self-co-articulation.

• Gestures are classified using features extracted and pro-
viding these features to various individual classifiers 
like Artificial Neural Network (ANN), Naïve Bayes, 
Support Vector machine (SVM), ELM and decision 
tree.

The paper is divided into different sections. Section 2 
consists of detailed work done in recent past by various 
researchers. Section 3 contains detailed characteristics of 
datasets considered followed by the flowchart of the pro-
cesses used in detection according to the changed param-
eters checking the ratio of area and hand. This section 
also consists of proposed tracking system reducing the 
problems in existing KLT algorithm and Camshift. Sec-
tion 4 consists of details of the features extracted from 
the hand gestures Sect. 5 contains experimental analysis 
and analysis using various recognition classifiers. Finally, 
conclusion is presented in last section.

2  Proposed system

Figure 1 shows the proposed block diagram of the sys-
tem. The details of each step are provided in following 
subsections.

2.1  Dataset creation by video acquisition

Dynamic videos have been recorded using Logitech C922 
Pro Stream Webcam with 360 pixels having an aspect ratio 
of 16:9 and 30 frames per second. Gestures have been 
recorded with five users and 900 gestures were recorded. 
The description of the database is summarized in Table 1. 
The constraints used for recording gesture in LNMIIT 
Dynamic Hand Gesture Dataset-2 are:

• The palm should be moving majorly as compared to 
complete hand and should clearly illustrate the gesture.

• The movement of hand should be smooth and continu-
ous.

• Lightening should be adequate at the time of recording.
• The hand should be kept in a static gesture position for 

few seconds before the completion of gesture.
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2.2  Hand detection

The first important step in the hand gesture recognition is 
removal and detection of hand from background. Figure 2 
shows the step by step process of operations being carried 
out by the detection process. Following are the three steps 
to obtain the desired hand:

• Face detection followed by skin filtering
• Three-frame differencing for colored frames
• Three-frame differencing for grayscale frames

Firstly the 3rd frame of the video is provided as an input. 
Face is detected using Viola-Jones algorithm [11] and then 
this information is used to remove face. Then skin filtering 
is done, which results in generating skin color objects in 

Fig. 1  Proposed model block diagram

Table 1  Dataset details

Dataset details

Total Gestures 900 gestures
Details 300 gestures (30 gestures each of 0–9 numer-

als)
 600 gestures (30 gestures each of a-z exclud-

ing f, i, j, k, t and x)
Number of Users  5
Acquisition device  Logitech C922 Pro Stream Webcam
Resolution  360 pixels with 16:9 aspect ratio
Training gestures  300
Testing gestures  600

Fig. 2  Detection by skin filter-
ing and three-frame differencing
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the frames according to the values of Y, Cb and Cr. 3-frame 
differencing is done between the first three frames, firstly 
between the first and third frame and secondly between third 
and fifth frame of both grayscale and binary images. Mor-
phological operation (OR) is being carried out of the binary 
images obtained after the differencing is being carried out 
(Fig. 3). 

2.3  Tracking

The next step is to track the hand after successful hand 
detection. With dynamic existence, many videos have been 
taken into account. Existing tracking algorithms do not yield 
adequate results and therefore there is a need to develop an 
algorithm which overcomes with the difficulties of existing 
tracking routines like KLT, Camshift etc.

The traditional KLT [12] has been used by various 
researchers and it has been observed that it makes use of 
spatial intensity information for searching the position yield-
ing best match. The KLT algorithm effectively detects the 
gesture until the condition occurs when within the detected 
area there are at least two visible points. It is necessary to 
develop an algorithm that takes care of it when the measur-
able points are reduced by more than 2 in number.

The Camshift algorithm [13] uses color histogram of 
moving target as target mode and is thus known as target 
tracking algorithm. Camshift algorithm when used as mean 

shift algorithm has advantages like simplicity and fast speed 
to process and converge. The window size of this algorithm 
is constant so that the object location cannot be exactly right 
even if the size of object changes and hence tracking loses 
the path sometimes. In the proposed system detected hand 
initializes the tracking window thus making the system more 
efficient and automatic. Detection should be proper to set 
the tracking window properly as initial tracker will decide 
complete trajectory (Fig. 4).

After the initialization of tracking region, proper selection 
of features is essential. Existing KLT uses eigen features to 
track the object. As the video moves further, detected Eigen 
points starts decreasing and a time comes when tracking 
is lost due to loss of all points. Moreover, change in hand 
shape also results in loss of eigen features, whereas Camshift 
tracker also loses its path when there are some skin-colored 
objects causing occlusion. To reduce these challenges, a 
modified system is defined using the re-detection of hand 
according to the newly defined area. So, when the points 
reduce in number, detection is performed again to eliminate 
the issue of tracking at reduced points as soon as the number 
of observable points decreases. Until detection, area is dou-
bled so that the resulting area is greater to reach the visible 
points and then skin filtering and 2-frame differencing is 
done. Logical AND process is performed between the binary 
and RGB differenced frames. Then the double area bounding 
box is inserted into the current frame and new eigen features 

Fig. 3  Flowchart of detection 
process
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are identified and points are inserted afterwards. Tracker 
is run again, and visible points are counted and then the 
complete process of KLT is again performed. To form the 
gesture trajectory, centroids of the detected region is marked 
and then the path can is monitored.

2.3.1  Overall tracking algorithm

1. Read the video frame along with the detected region
2. Detect the Eigen Features
3. Initialize Tracker
4. No. of detected points (Count) = 0
5. LOOP: If Count > 10 then

i. Change the detected area according to the hand posi-
tion

ii. Insert Points
iii. Checking the visible points lying inside the detected 

area Count = Count + 1
 Else

i. Double the detected area
ii. Skin Filtering
iii. 2 Frame Differencing
iv. A = Difference of 2 RGB frames
v. B = Difference of 2 Binary Frames
vi. C = AND(A,B)
vii. Insert a rectangle around the area
viii. Detect new features
ix. Insert points and initialize tracker
x. Count Visible Points

6. If Count > 10 then go to LOOP

The proposed system is tested on all the input videos 
which are taken into consideration and trajectory is formed 
and trajectory points are stored in matrix form for feature 
extraction.

2.4  Trajectory smoothening

For the tracked region to display gesture we need to calculate 
the centroid of each bounding box which is being used to 
enclose the hand being detected and tracked. The centroid 
points are being stored of each frame which is obtained by 
dividing the recorded video into frame. To obtain gesture 
trajectory all the centroid points of the bounding boxes of 
consecutive frames are joined together. Due to the uneven 
movements of hand the gesture trajectory is uneven and 
hence we need to smoothen the gesture trajectory. Small 
amount of noise is present in starting of each gesture due to 
the staring movement of hand as the detection is done with 
the help of motion produced by the hand [14]. This noise 
is reduced by averaging starting 4–5 points of the gesture 
obtained. Rest of the trajectory is smoothened by substitut-
ing each centroid point with the mean value of current cen-
troid point, previous centroid point and next centroid point 
given as

S m o o t h e n e d  t r a j e c t o r y  i s  f i n a l l y 
obtained

{(

xc1, yc1
)

…………… ..
}

.
Figure 5 shows the output of various trajectories formed 

of numerals as well as alphabets. The difference between the 
trajectory before and after smoothening can be observed. At 
the time of recording of the various sequences, a movement 
of hand is required as the detection process is done with the 
help of motion as well as frame differencing.

2.5  Feature extraction

A combination of twenty-three existing features and seven 
new features were used to develop a new feature set in our 
proposed system. Each feature is defined using a formal 
mathematical description or the formalized algorithm is 
used to calculate the feature. Description of all the features 
is given in the following subsections:

2.5.1  Existing features

• Start point and end point location: After finding the 
trajectory points by smoothening, start and end point 
location is obtained by dividing the area into four parts. 
It is being checked that the start location of the trajec-
tory lies in which of the four quadrant and end of the 

(1)

(

Xc, Yc
)

=
((

xi−1 + xi + xi+1
)

∕3
)

,
((

yi−1 + yi + yi+1
)

∕3
)

Fig. 4  Trajectory showing tracking of numeral “3”
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hand location lies in which quadrant and hence first 
two features specifying starting and ending point are 
derived [15].

• Ellipse features: Next feature is finding the chain code 
by calculating the angle of ellipse orientation [15]. 
Given measurements are used to fit best ellipse. Equa-
tion of ellipse which needs to be used can be given in 
its mathematical form as:

• Bounding box parameters: Bounding Box is used to 
define and describe target location. Bounding Box can 
be defined as rectangular box determined by x–y coor-
dinates in the leftmost upper corner and the origin is at 
the rightmost lower corner. Dimensions of Bounding 
box change according to the coordinates of the esti-
mated trajectory (Fig. 6).

  As bounding box is one of the important results of 
the object detection, parameters of the bounding box 
can be taken as important features for recognition 
purposes [23]. Bounding Box area can be calculated 
with the help of width and height of the bounding box. 
Diagonal length of bounding box can be calculated as

(2)
Ellipse = a ∗ x2 + b ∗ x ∗ y + c ∗ y2 + d ∗ x + e ∗ y + f = 0

(3)D =
√

a2 + b2

• Distance feature: Along with the no. of points, distance 
feature is also calculated [24]. Distance feature is calcu-
lated as the Euclidean distance between the current point 
and the next closest point and the distance is being added 
up and the feature is being calculated as

Fig. 5  Tracking of numerals and lower-case alphabets

Fig. 6  Bounding box parameters
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• Angle features: For recognizing the gesture properly, 
total angle traversed should be calculated as it will be 
similar in same gestures while different in different ges-
tures [23].

• Statistical features: Gestures can be classified using sta-
tistical features like variance and mode. Standard devia-
tion is calculated for matrices which gives Y as a row 
vector having standard deviation of each column. Mode 
is also one of the important statistical features for vector 
X and Y which computes M as the sample mode which is 
the most frequently occurring values in X and Y [8].

• Close figure test: Close figure test helps in distinguish-
ing between gesture having nearby end point and far end 
points [18]. Two dimensional features are obtained as 
output using this test as:

• Convex hull features: Convex hull can be defined as the 
shape of the smallest convex set which consist it. To 
calculate convex hull, point with minimum x coordinate 
value or the leftmost point is taken as the starting point 
and points are being wrapped up in counterclockwise 
direction [24]. Ratio of bounding box area and convex 
hull area gives output as the next feature.

• Location feature: Location feature extracts the feature 
which measures the distance between the center of grav-
ity and the points in a gesture trajectory [24]. Center of 
gravity is given as,

• Length ratio: Length ratio uses the cumulative distance 
property by adding the distance between two successive 
points to the previous distance and the ratio between the 
distances traversed and the cumulative distance calcu-
lated by taking the square root of the respective cumula-
tive distances [24].

2.5.2  New features

A set of new features have been proposed to improve the 
accuracy of the recognition of gestures when combined with 
existing gestures. Features proposed have been used keeping 
in mind the movement of hand while recording the gesture 
videos. 

(4)f =

√

(xp−1 − xo)
2 + (yp−1 − yo)

2

(5)

CFTx =
xend−xstart

Trajectory Length
; CFTy =

yend−ystart

Trajectory Length

(6)xc =
(

1

N

)

∑

xi;yc =
(

1

N

)

∑

yi

(7)Li =

√

(xi − xc)
2 + (yi − yc)

2

• Density-1: Density 1 is being calculated by first finding 
out the complete distance traversed by the trajectory and 
dividing it by distance between first and last point.

where xp−1 represents the last point and xo represents the 
first point of the trajectory. A feature reflects more than 
one entry in the taxonomy, for example the entropy fea-
ture is considered to be a measure of density.

• Density-2: This feature takes bounding box dimensions 
in consideration for calculating the area of bounding box 
and dividing the length of trajectory by the area of the 
bounding box.

• Minimum bounding rectangle: This feature finds the 
average of the rectangles bounding the various trajec-
tory points. Area of the minimum bounding rectangle is 
calculated by finding the ratio of difference between each 
trajectory and minimum value by the difference between 
maximum value of trajectory points and minimum value 
of trajectory points (Fig. 7).

(8)

∑n

i=1

�

[x(i + 1) − x(i)]2 +
�

y(i + 1) − y(i)
�2

�

�

xp−1 − xo
�2

+
�

yp−1 − yo
�2

(9)
Area of the Bounding box

∑n

i=1

�

[x(i + 1) − x(i)]2 +
�

y(i + 1) − y(i)
�2

xmax = max
t=1

n
(

Xt

)

;xmin = min
t=1

n
(

Xt

)

ymax = max
t=1

n
(

Yt
)

;ymin = min
t=1

n
(

Yt
)

Fig. 7  Feature showing minimum bounding rectangle (for number 5)
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• Perimeter efficiency: To find the value of this feature all 
the 2D coordinates are used to create alpha shape and 
their perimeter is being calculated. Area of the alpha 
shape when multiplied by pi and divided by the perimeter 
gives the perimeter efficiency as:

where A and P represent the area and perimeter, respec-
tively. The selected value of alpha radius gives a scalar 
quantity specifying the radius of the alpha disk or sphere 
used to recover the alpha shape.

• Angle between points along trajectory: It is a feature 
which calculates the dot product of both the available 
set of points along the trajectory with the norm values. 
Then inverse cosine resulting indegrees gives the value 
of this feature (Fig. 8).

• Pairwise distribution between two set of trajectory 
points: This feature finds out the pairwise distance 
between two sets of trajectory points which returns val-
ues containing the Euclidean distances between each 
set of points. Among various options available when 
finding pairwise distance, one minus the sample lin-
ear correlation between trajectory points is used and 
all the values are treated as sequences of values. The 
squared Euclidean distance between the point p = (p1, p2, 
…, pn) and the point q = (q1, q2, …, qn) is the sum of 
the squares of the differences between the components: 
 Dist2(p,q) = Σi (pi – qi)2. The Euclidean distance is then 
the square root of  Dist2(p,q).

 

(10)xt =
Xt − xmin

xmax − xmin

;yt =
Yt − ymin

ymax − ymin

(11)mbr = xt ∗ yt

(12)PE = 2 ∗

√

� ∗ A

P
,

3  Recognition

3.1  SVM

Support vector machine (SVM) can be used to classify for 
both supervised as well as unsupervised learning. SVM with 
supervised learning type of classifier can be used in mul-
tiple pattern recognition problems to classify and identify 
gestures being produced. Multiclass SVM can be used as 
a classifier for gesture trajectory guided recognition. SVM 
helps to separate the linearly non separable data as the data 
was projected to high dimensional data so that the error is 
being reduced [17].

3.2  k‑NN algorithm

K nearest neighbor (KNN) is a classifier which solves both 
classification and regression problems using supervised 
machine learning methods. Training and testing has been 
done for different values of K and to select correct and 
appropriate value of K, KNN algorithm needs to be run sev-
eral times and the value of K which reduces the number of 
errors while making predictions accurately is being selected 
[19]. Value of K is selected to be odd if the numerals of 
classes are odd to avoid the situation of draw of votes.

3.3  Naïve Bayes and decision tree

Naïve Bayes classifications have the fact that given class 
participation there is some multivariate appropriation in 
the perceptions; however, the indicator or highlights creat-
ing the perception are autonomous [18]. This type of clas-
sifier is used when within each class the predictors avail-
able are independent of each other. Decision trees, also 
known as classification or regression trees are used to pre-
dict responses to data. Tree starts from the root and then is 
divided into leaf nodes down the tree. The decision starts 
from the beginning node and moves down to leaf node for 
response prediction. Finally, the response is stored in the 
leaf node. Output of classification tree can be obtained in 
the form of true or false while regression tree gives output 
in the form of numeric responses [21].

3.4  ANN

Artificial neural network is one of the gesture recogni-
tion approaches being used by various researchers. ANN 
comprises of input, hidden and output layer with neurons 
used according to the available dataset. It can be defined 
as fully connected multi-layer neural networks. Each node 
of one layer relates to all nodes available in next layer. The Fig. 8  Angle between points along trajectory
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weighted sum of each node’s inputs is being calculated and 
output is provided by passing these through some non-linear 
activation function [20]. Dataset is being trained and tested 
with changing the number of hidden neurons.

3.5  ELM

Extreme machine learning based classification is the newly 
developed algorithm which trains a neural network having 
a single hidden layer. Its structure consists of hidden nodes 
in a single layer and the weights of inputs and hidden nodes 
are assigned randomly and are kept constant during training, 
testing and prediction phases [22]. At the time of classifica-
tion ELM type along with the number of hidden neurons 
needs to be specified. In hidden neurons, piecewise continu-
ous functions like sigmoid, hardlimit etc. can be used.

3.6  Results

Feature extraction stage provides feature set as output. 
This feature matrix is given as input to the various recog-
nition classifiers. The performance of different classifiers 
is provided in Table 2. Table 2 shows the results obtained 
using SVM classifier along with different kernel functions. 
It can be observed that SVM provides highest accuracy 
with polynomial function as kernel with an accuracy of 
97% in case of numerals, 92.5% in alphabets and 89.67% 
for the dataset containing both numerals and alphabets. In 
case of k-nearest neighbor algorithm the accuracy has been 
calculated for various odd values of K like 1, 3, 5, 7 and 
9. The train and test accuracies of the dataset have been 
calculated using k-NN classifier for different k values. The 
highest accuracy of 96% has been achieved for k having 

Table 2  Results of accuracy of different classifiers

Numerals Alphabets Numerals + Alphabets

SVM  Linear SVM 94% 74% 59%
 RBF SVM 94% 87% 81.33%
 Gaussian SVM 94% 87% 81.67%
 Polynomial SVM 97% 92.50% 89.67%

K-NN  K=1 96% 94% 91.33%
 K=3 95% 92% 87%
 K=5 96% 91% 86.67%
 K=7 91% 91% 84.67%
 K=9 89% 89% 81.67%

 ANN  No. of Hidden neurons 96% 90% 74%
 10 97% 90.50% 80.30%
 15 94% 91% 80.70%
 20 96% 95.50% 82.70%
 25 98% 95.50% 86.70%
 30 95.2% 94.6% 82.3%

Naive Bayes 96.67% 94.17% 88.89%
DecisionTree 92% 85.50% 85.67%

 Numerals Alphabets Numerals+Alphabets

No. of Hidden neurons 
(Activation Function)

Training 
Accuracy

Testing 
Accuracy

Training 
Accuracy

Testing 
Accuracy

Training 
Accuracy

Testing 
Accuracy

ELM  10 (sig) 73.85% 75.32% 88.49% 84.57% 88.46% 85.59%
 10 (hardlim) 87.45% 87.91% 88.17% 84.60% 88.05% 85.52%
 20 (sig) 82.56% 83.74% 86.91% 83.90% 87.80% 85.80%
 20 (hardlim) 83.43% 83.70% 87.47% 84.48% 88.65% 86.15%
 30 (sig) 76.83% 75.08% 86.79% 86.33% 87.98% 85.89%
 25 (hardlim) 83.33% 87.54% 84.01% 84.75% 86.04% 83.69%
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value 5. In case of dataset with alphabets highest accuracy 
achieved is for value of k as 1 as 94%. For k = 5, accuracy 
value can be calculated as 86.67% for dataset having both 
alphabets and numerals.

Next, ANN classifier is used for recognition of the ges-
tures of the dataset. The train and test accuracies were 
calculated for different hidden neuron units of ANN. The 
highest accuracy was observed for the network structure 
having 25 hidden neurons. Value of accuracies comes out 
to be 98% for numerals, 95.5% for alphabets and 86.7% for 
combination dataset of alphabets and numerals. Accuracy 
obtained in the case of ANN is better as compared to SVM 
and k-NN classifiers.

The results for Naïve Bayes classifier are shown in 
Table 2. It can be observed that best results were obtained 
for the numeral dataset as 96.67% for the normal kernel 
case. However, for dataset comprising of both numerals 
and alphabets accuracy is improved to a value of 88.89% 
which is better as compared to ANN and k-NN classifi-
ers. The next classifier used for recognition of gestures is 
decision tree classifier. The training and testing accuracies 
obtained in this case is less as compared to other classi-
fiers. Highest accuracy among the three datasets used is of 
dataset comprising numerals and its value comes out to be 
92%. In this classifier it is also observed that combination 
dataset exhibits better accuracy as compared to dataset 
with alphabets.

Another classifier which is employed to compare the 
test gestures with predicted gestures is ELM. This extreme 
machine learning technique calculates the training and test-
ing accuracy with the help of hidden neurons along with 
different activation functions. ELM classifier offers very 
fast and advanced machine learning technique and gives 
the best output for hardlimit activation function operating 
for 20 hidden neurons and gives 88.65% training accu-
racy and 86.15% testing accuracy for dataset consisting of 
both numerals and alphabets. From the analysis of results 
of individual classifiers and the representation shown in 
Fig. 9, performance of the classifiers can be arranged as 
SVM > Naïve Bayes > ANN > KNN > ELM > Decision 
Tree.

Singha et al. [25] proposed a system which was applied 
on the dataset recorded with colored marker consisting of 
Numerals and alphabets. Another system was proposed by 
Misra et al. [16] with a dataset with ASCII characters also 
included in it. Various classifiers like SVM, ANN, k-NN and 
naïve bayes have been used in these literatures to calculate 
the recognition accuracy. Algorithms used by them were 
applied on the “LNMIIT Dynamic Hand Gesture Dataset-2” 
and it has been observed that accuracy calculated using the 
proposed algorithm was better as compared to the algo-
rithms used in the above stated papers. Figure 10 shows the 
graphical representation of this comparison process.

4  Conclusion

In this paper, a hand recognition system is developed which 
can be utilized for various applications of human computer 
interaction. A new dataset named “LNMIIT Dynamic Hand 
Gesture Dataset-2” have been created with dynamic ges-
tures containing numerals and alphabets in lowercase. The 
users were required to gesticulate according to the required 
gestures. In the proposed system, detection process is ini-
tialized with skin detection and combined with three-frame 
differencing. A checking condition of hand and face area is 
utilized to decide upon the number of frames used in motion 
information. Hand tracking is done by modified KLT which 
tracks Eigen points again in increased area if tracking is 
lost. New features like density-1, angle between trajectory 
points and perimeter efficiency have been introduced and 
when used with few existing features which results in better 
accuracy. It has been observed that numerals and lower-case 
alphabets exhibit better recognition accuracy. The perfor-
mance of the system was evaluated for different individual 
classifiers such as SVM, k-NN, Naïve Bayes, ANN, Decision 
Tree and ELM. An accuracy of 98% has been achieved for 
numerals, 95.5% for alphabets in lower case and 89.67% for 
mixture of both the numerals and lower-case alphabets. Few 
gestures like e, f, i, j, k, t and x have not been considered due 
to self-co-articulation which will be taken care in future. The 
issues related to complex and dynamic backgrounds needs 
to be considered also to make system robust and accurate.
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