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Abstract
Machine learning and deep learning play a crucial role in identification of various diseases like neurological, skin, eyes, 
blood and cancers. The deep learning algorithms can be performed promising for prediction of Alzheimer’s disease using 
MRI scans. Alzheimer disease becoming more common in the people (age 65 years or above). The disease becomes severe 
before the symptoms appear and causes brain disorder that cannot be cured by medicines and other therapies and treatments. 
So the early diagnosis is necessary to slow down its progression. Detection and prevention of Alzheimer disease is one of the 
active research area for the researchers nowadays. In this paper, we employed architectures of convoutional networks using 
freeze features extracted from source data set ImageNet for binary and ternary classification. All experiments were carried 
out using Alzheimer’s disease national initiative (ADNI) data set consisting of MRI scans. The performance of proposed 
system demonstrates for classification of Alzheimer’s disease versus mild cognitive impairment, normal controls versus 
mild cognitive impairment, and cognitive normal versus Alzheimer’s disease. The results of proposed study show that VGG 
architecture outperforms the state-of-the-art techniques and number of architectures of conveNet (AlexNet, GoogLeNet, 
ResNet, DenseNet, Inceptionv3, InceptionResNet) in Alzheimer’s disease detection, and achieves an identification test set 
accuracy of 99.27% (MCI/AD), 98.89% (AD/CN) and 97.06% (MCI/CN).

Keywords Alzheimer disease · Transfer learning · 

1 Introduction

Alzheimer disease (AD) is a neurological disorder and a 
most common form of dementia affecting a large population 
of elderly people in the world, e.g., AD is the sixth leading 
cause in the United State of America (USA) for deaths [1]. 
In this disease, the capability of mental health decreases and 
patient cannot lead normal life and survive without help, 
support and assistance of their family members. In 2006, 
Brookmeyer et al. [2] conducted a study showing that 26.6 
million people are affected worldwide by Alzheimer disease. 

A neuropathologist and German psychiatrist Alois Alzheimer 
identified and named the AD for the first time in 1906.

Alzheimer disease causes due to environmental and 
genetic factors, head injuries, and by chemicals. Common 
symptoms of AD are memory loss, cognition problems, rec-
ognition and communication problems, mood, and behavior 
disruption. Alzheimer disease leads death of brain cells that 
causes loss of memory, thinking and cognitive power. It has 
a progressive course and marked as pre-clinical period. The 
speed of progression of this disease can differ from patient 
to patient but it has a poor prognosis. It causes behavioral 
disturbance which impairs social functioning of patient. The 
typical onset and symptoms of this disease occurs after the 
age of 65 [3] but it may start before decades and the symp-
toms have not been observed before this age. Alzheimer 
disease is increasing day by day and report regarding AD 
concluded that Alzheimer’s patients will become double in 
the next 20 years [2]. Alzheimer disease mainly affects the 
elderly people and leads to death if not detected and treated 
at the early stage. Therefore, it becomes necessary to detect 
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the disease in the earliest stage so that progression of disease 
could be slow down.

The pathophysiology of AD disease involves the altera-
tion of structure of neurons. Neuron has internal structure 
called micro-tubules. These micro-tubules act like tracts 
which guide nutrients and molecules to the axons. A pro-
tein called TAU protein is used to stabilizes them. In AD 
patients, TAU protein is changed chemically and it tends to 
pair with other TAU proteins. This protein then collapses the 
neurons and it result in formation of Neurofibrillary tangles. 
It causes first malfunction and then later on death of cells. In 
addition of NFTs, it also includes senile plaques called beta 
amyloid plaques at the microscopic and cerebrocortical atro-
phy at the macroscopic level. Plaques are the dense insoluble 
protein deposits in the surrounding of the neurons. These 
consist of fragment of “beta amyloid protein” and formed 
by the lager protein named as “amyloid precursor protein”. 
These fragments join together that results in formations of 
plaques and alteration of structure [4]. These disturb the 
transfer of information through the cells and plaque forms 
as nerve endings of cells decline, preventing messages from 
travelling from one cell to another cell.

The hippocampus and medial temporal lobe are the first 
part of brain that is to be involved and it can be detected on 
the MRI. Hippocampus is the structure located deep in the 
brain and involved in memories processing and connects to 
brain structure involved in thinking and decisions making. It 
is also characterized by loss of neurons and synapses in the 
cortex, temporal lobe parietal lobe and also involves typi-
cally cingulate gyrus. There is gross atrophy of brain and it 
is shown in Fig. 1.

The diagnosis of Alzheimer disease is mainly clinical. 
The doctors rely on clinical evaluations like cognitive test-
ing, neurological examination and medical history, but imag-
ing studies are conducted to rule out other possible causes 
of dementia which includes cerebrovascular disease, vitamin 
B12 deficiency, syphilis, and thyroid disease and many oth-
ers. In addition to these, different tests are also conducted 
like blood test, CT, MRI (Magnetic resonance Imaging) and 
PET (Positron Emission Tomography) scans, EEG (Electro-
encephalography) and Genotyping. American Academy of 
Neurology recommends that structural imaging of the brain 
either contrasts or non contrast CT scan or MRI is the most 
appropriate initial evaluation in cases of patients of demen-
tia. Imaging studies help us to rule out curable causes of 
progressive cognitive deficit which includes normal pressure 
hydrocephalus, etc. The MRI and CT scan shows diffuse 
cortical and cerebral atrophy in patients with Alzheimer dis-
ease. Atrophy of the hippocampus is important and consid-
ered a valid biomarker in patients with Alzheimer disease.

The rapid growth and advances of new technologies and 
recent development of deep learning have a great effect on 
our every field of life and have many applications like pattern 

recognition [6–8], image processing [9, 10], automated driv-
ing, computer vision and medical imaging [11, 12]. The 
diagnosis of different diseases in hospitals can be improved 
using computer aided algorithms in terms of efficiency and 
time. Many different machine learning techniques were used 
by different researchers to classify AD using Neuroimag-
ing data. Different conventional methods like support vec-
tor machine (SVM) and different deep and transfer learning 
methods like convolutional neural network, recurrent neural 
network etc. were used by different researchers to automati-
cally detect AD with less effort of radiologists.

As there is slightly difference between different stages of 
Alzheimer Disease and it is very difficult to identify which 
requires careful clinical Assessment and careful observation 
of radiologists which is very cost effective so motivation of 
our proposed study is to diagnose AD with the help of trans-
fer learning and number of deep CNN architectures that the 
progression of disease could be slow down at early stage .

According to limitation of traditional models in feature 
extraction and classifications in different fields, we propose a 
deep convolutional neural network (CNN)-based Alzheimer 
disease prediction system to extract salient visual features 
from MRI scans. These features can be used to discriminate 
among Alzheimer Disease (AD), Mild Cognitive Impair-
ment (MCI) and Normal Controls (CN) and predict AD in 
the early stage.

The key contributions of this study are:

– Different architectures of CNN are employed to examine 
and investigate that which architecture is able to extract 

Fig. 1  Normal and Alzheimer brain [5]



87Transfer learning using freeze features for Alzheimer neurological disorder detection using…

1 3

the necessary visual features using MRI images of  in 
characterizing AD, MCI and CN.

– With assistance to transfer learning, multiple data aug-
mentation schemes use for increasing and enhancing the 
input space using raw images for extraction of salient 
features.

– Comprehensive comparative study of CNNs using freeze 
features from source data set to transfer the knowledge 
for identification AD in MRI images.

– Investigating the impact of transfer leaning across two 
different domains using twelve architectures of CNN and 
providing experimental results of maximum number of 
CNNs in this study as a baseline for researchers in the 
field of AD detection.

The rest of the paper is structured as follow. Section 2 
explains the closely related work using . Section 4.1 cov-
ers the details of . Sections 3 and 4 present the different 
CNN architecture and proposed study. In Sects. 5 and  6, the 
experimental setup, results and discussion are described and 
finally, the Sect. 7 summarised the proposed study.

2  Related work

Alzheimer disease (AD) is a common neurodegenerative dis-
order and is very necessary to diagnose it at very early stage, 
therefore, different models and methods introduced by the 
research community to diagnose Alzheimer’s disease. in this 
section, we review different deep learning-based methods 
employed for AD identification.

In 2014, Suk et al. [13] applied multi model fusion using 
hierarchical feature representation for AD detection. The 
proposed system evaluated on selected subset of MRI and 
PET scans having total 398 subjects from dataset. Th subset 
consists of 93 subjects of AD, 104 of MCI and 101 of Nor-
mal Controls. They developed patch level feature learning 
model called Multi Model DBM (MM DBM) using tissue 
Densities of MRI patch and voxel intensities of PET patch 
then they used train Restricted Boltzmann Machine (RBM) 
as a preprocessor which can transform real values observa-
tions into binary form. The extracted features passed to the 
multilevel classifier to classify AD vs. CN and MCI vs. CN 
and achieved accuracy, sensitivity and specificity of 95.35%, 
94.65%, 95.22% and 85.67%, 95.37%, 65.87%, respectively.

Saman et al. [14] implemented Le-Net for detection of 
AD from healthy controls using records of 28 AD patients 
and 15 healthy persons from . They reported the system 
accuracy of 96.85%. Mathew et al. [15] used a subset of 
dataset for experiments having 151 MRIs of patients includ-
ing 71 normal controls and 87 AD patients. The PCA (Prin-
cipal Component Analysis) and DWT (Discrete Wavelet 
Transform) applied for feature extraction and fed the features 

to SVM (Support Vector Machine) for classification. They 
achieved accuracy of 84% and 91% for AD vs. CN and MCI 
vs. CN, respectively.

In 2016, Iftikhar et al. [16] presented an Ensemble clas-
sification approach for Alzheimer disease and MCI. Firstly, 
they deployed the cortical thickness and volumetric cortex- 
based features to detect AD. Secondly, they put forward 
the data to the ensembles for classification using total 180 
subjects having 60 AD patients, 60 MCI and 60 normal con-
trols and achieved accuracy of 91.66% sensitivity of 92% 
and specificity of 89% for AD vs. MCI. For vs. CN and 
CN vs. MCI. Asl et al. [17] proposed a deep 3D convolu-
tional neural network (3D-CNN) to diagnose the AD. The 
experiments were carried out on MRI including 70 AD, 70 
MCI and 70 CN data obtained from . Local features were 
extracted from 3D input image using CAE (Convolutional 
Auto Encoder). Model was trained on CAD Dementia data 
set which contains T1 weighted MRIs of AD, CN and CN. 
Skull stripping, spatially normalization were performed as 
pre-processing. Features extracted from CADDementia were 
used as biomarker to detect the AD on dataset using fine tune 
approach. Classification was performed using 10 fold cross 
validation technique and achieved 97.6% of accuracy for AD 
vs. CN classification.

In 2017, Ju et al. [18] used MRI and textual data (age, 
gender, and genetic information) to diagnose the Alzhei-
mer using deep neural network. MRI images of 91 Mild 
Cognitive Impairment (MCI) and 79 Normal Controls were 
acquired from ADNI-2 data set along with their genetic 
information and used this genetic information to find 
the prevalence between MCI and age, gender and ApoE. 
They used Data Processing and Analysis of Brain Imag-
ing (DPABI) for pre-processing. They Rf-MRI time series 
data and correlation coefficient data as input to the LDR, 
LR, SVM and autoencoder network and concluded that 
test accuracy increases for correlation coefficient data. The 
accuracy, sensitivity and specificity obtained by LDR are 
67.72%, 65%, 66% and by LR are 71.38%, 77%, 62%. The 
accuracy, sensitivity and specificity obtained by SVM are 
78.91%, 79%, 64%. The accuracy, sensitivity and specificity 
obtained by autoencoder are 86.47%, 92%, 81%. All these 
calculations are achieved using correlation coefficient data.

Farooq et al. [19] proposed deep learning GoogLeNet, 
ResNet-18 and ResNet-152 for multiclass classification 
of AD. Experiments were conducted using  with four 
classes named AD, LMCI, MCI and CN having MRI’s of 
33,22,449 and 45, respectively. They obtained accuracy 
of 98.88%, 98.01% using ResNet-18 and 98.14% using 
ResNet-152. Backstorm et al. [20] employed 3D-Con-
vNet using MRIs of brain. In preprocessing step, they 
applied cortical reconstruction, trim edges, image re-
size and intensity normalization and extracted automated 
features. Data was gathered from dataset and conducted 
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experiments on 340 subjects which includes 1190 MRI 
scans of 199 AD patients (103 male, 96bfemale) and 141 
normal controls (75 male, 66 female) to detect Alzheimer 
and Normal persons and obtained 98.78% accuracy on test 
data set when data is randomly portioned into 60%, 20% 
and 20% for training, testing and validation, respectively.

Kazemi and Houghten [21] used fMRI data from ADNI 
to classify different stages of Alzheimer disease. They gath-
ered data of 197 subjects of five classes named as AD, CN, 
SMC, EMCI and LMCI including 107 females and 90 males. 
Brain extraction, slice timing correction, spatial smoothing, 
high pass filtering, spatial normalization and image conver-
sion were used as pre-processing. A deep CNN classifier, 
AlexNet was used for classification with five-fold cross vali-
dation technique and split of 60% for training, 20% for test-
ing and 20% for validation was used for each experiments.
They achieved average accuracy of 97.63% and accuracy 
per class is 94.97%, 95.64%, 95.89%, 98.34% and 94.55% 
for AD, EMCI, LMCI, CN and SMC, respectively. In [22], 
Qiu et al. used methods of MMSE and CNN for identifica-
tion of MRI images of MCI vs. CN with recognition rate up 
to 90.9%. Lin et al. [23] implemented CNN and achieved 
88.79% classification rate for AD and CN. Payan et al. [24] 
applied CNN on 2265 MRI scans of . The proposed method 
evaluated for identification of AD vs. CN, AD vs. MCI, CN 
vs. MCI and AD vs. CN vs. MCI and reported accuracy up 
to 95.39%, 82.24%, 90.13% and 85.53%, respectively. Xia 
et al. [25] employed 3D CLSTM for extraction of deep sali-
ent features and recognition of 94.19% for AD using AD 
(198), CN 229 and MCI (408) from  dataset.

In 2019, Ghahnavieh et al. [26] used transfer leaning to 
detect AD using MRI’s from . MRI’s of 132 subject for each 
AD and CN were used for conducting experiments. They 
used recurrent network with convolutional neural network 
to better understand the relationship between sequence of 
input images. They extracted features using convolutional 
neural network and then train recurrent neural network 
and improved accuracy. In 2021, Ashraf et al. [27] realised 
the fine-tuned features using different CNN architectures 
using  and reported 99.05% recognition rate. In [28], Tis-
sue segmentation was applied on each subject to extract 
the gray matter tissue extracted using tissue segmentation 
approach and then classy binary class using VGG family to 
achieve 98.73% recognition rate for AD vs. NC. Liu et al. 
[29] deployed AlexNet and GoogLeNet and got 91.40% and 
93.02% with minimum power consumption.

Chen and Xia [30] classified AD vs. CN and MCI vs. 
AD using deep features and then applied sparse regression 
module.

3   Deep neural networks

Machine learning (ML) algorithms belong to the area of 
Artificial Intelligence (AI), in which computer learns rela-
tionship among data and made decisions without explicit 
knowledge and expertise. In the late 1990s, most of ML 
algorithms have been developed to surpass the human 
abilities in various fields of life especially in speech and 
vision but they did not achieve satisfactory performance. 
This challenging machine vision nature gives rise to a 
new class of neural networks (NN) which is inspired by 
biological structure of human brain. These networks are 
called Convolutional Neural Network (CNN). Deep Con-
volutional Neural Networks are a type of network that per-
forms well for object recognition, classification, detection 
and segmentation and have shown state of art performance 
on various benchmarks. Deep CNN achieved its powerful 
learning ability with the use of multiple feature extrac-
tion strategies that can automatically learn discriminative 
features. Advancement in hardware processing units and 
availability of large amount of data has extended CNN’s 
research and, therefore, very deep, different and interest-
ing CNN architectures were developed by researchers. The 
distinct characteristics of CNN are its hierarchical struc-
ture. CNN structure composed of combination of Convolu-
tion Layer, Pooling Layer, Activation function, Normaliza-
tion Layer and Fully-Connected Layer. Convolution layer 
also called CONV, consists of set of kernels computes the 
output by dividing the image into small blocks and con-
volving them with weights. Briefly, CONV layers extract 
features from input images. The operation of convolution 
is shown in Eq. (1)

Ix, y represent input image, where x, y represent spatial local-
ity, Kk

l
 represents lth convolutional kernel of the kth layer. 

Pooling Layer also called POOL, performs down sampling 
operation by applying summation on the similar information 
of neighborhood of receptive field and outputs the dominant 
response from input regions.

Lth output feature map is represented by Zl , input feature 
map is represented by Fl

x
, y , whereas fp(.) represents the 

pooling operation. Pooling layer is used to extract combi-
nation of features and to reduce over fitting. For extracting 
invariant features different types of pooling operations like 
max, L2 , average and overlapping pooling are used. Ele-
ment wise activation function is applied in normalization 
layer. Activation function helps in learning complicated pat-
terns and serves as a decision maker. Different activation 

(1)Fl
k
=
(

Ix, y × Kk
l

)

,

(2)Zl = fp
(

Fl
x
, y
)

,
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functions like RELU, sigmoid, Thanh, max out and variants 
of RELU are used. The RELU and its invariant are most 
commonly used, because it helps to reducing gradient prob-
lem. Equation (3) defines activation function

fa is an activation function which is applied to out of a con-
volution function Fk

l
 that add non linearity and Tk

l
 represent 

transformed output for kth layer. In this layer, size of input 
volume remains same. Fully-Connected Layer is used at 
the end of network as a classifier to compute class scores. 
Recently, researchers developed different CNN architectures 
such as LeNet, AlexNet, GoogLeNet, VGG, ResNet, Incep-
tionV3, Inception-ResNetV2, mobileNetV2, DenseNet and 
many more.

(3)Tk
l
= fa

(

Fk
l

)

,

4  Proposed study design

In this section, the framework explains for computerized 
Alzheimer disease detection using freeze approach of trans-
fer learning. Number of CNNs architectures are employed 
to detect the neuro-psychological deformations present in 
MRI images. We works on T1 weighted MRI brain scans 
from a benchmark dataset. we evaluate eleven pre-trained 
deep CNN models named as AlexNet, GoogLeNet, VGG-
16/19, ResNet-18/50/101, MobileNetV2, InceptionV3, 
Inception-ResNet-V2 and DenseNet201. We extracted fea-
tures from fully connected layers of CNNs. We conducted 
three scenarios, i.e., Scenarios 1: MCI vs. AD, Scenarios 2: 
AD vs. CN, and Scenarios 3: MCI vs. CN. Figure 2 shows 
the workflow of our proposed study consisting of three main 
steps: pre-processing and augmentation, feature extraction 
and classification. The details of these step are provided in 
subsection. Before these steps, the description of data set 
applied in our proposed study is very important

Fig. 2  Flow of proposed system using freeze features approach for AD identification
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4.1  ADNI dataset

Data set is an important part in any field of pattern recogni-
tion and data mining. The benchmark data set for Alzhei-
mer disease detection is ADNI (Alzheimer Disease Neuro-
imaging Initiative) [31]. All the experiments of proposed 
approach are carried out on datasets.

ADNI was launched in 2003 under the supervision of 
DR. Michael W. Weiner financed by public-private partner-
ship with 27 million contributed by 20 companies and two 
foundations through the foundation to the National Institute 
of Health and 40 million for the National institute on Aging. 
ADNI is multisite, longitudinal study aimed to develop clini-
cal, genetic, imaging and bio specimen biomarkers for the 
early diagnosis of Alzheimer disease (AD) [31]. It includes 
1800 subjects with both males and females in three data-
bases (ADNI, ADNI GO, ADNI 2 and ADNI 3). The statis-
tics of ADNI is shown in Table 1.

In literature, a subset of  used to train and validate dif-
ferent architectures of CNN classifiers. We also selected T1 
weighted structural MRI data for 350 subjects, including 95 
Alzheimer Disease (AD), 95 Cognitive Normal (CN) and 
146 Mild cognitive Impairment (MCI). Multiple scans of 
each subjects were acquired at different time, so each subject 

has different number of scans. In our data of subset, mini-
mum scan is 3 and maximum scan is 15. Table 2 shows the 
number of participants in each class that we use in conduct-
ing experiments of proposed approach. Demographic details 
of the subjects are shown in Table 2.

4.2  Prepossessing

Preprocessing is an important step in image processing and 
data mining for enhancement, noise removal and smooth-
ing of images [32–34]. In our study, we downloaded the 
raw MR images which are in DICOM (Digital Imaging and 
Communication in Medicine) format. As a first step of pre-
processing, we converted images from DICOM to JPEG for-
mat. The converted JPEG images were in 1-channel and in 
different sizes. The convolutional neural networks (AlexNet, 
GoogLeNet, VGG, DenseNet and ResNet) requires 3-chan-
nel images data as input. Therefore, we convert all the data 
from 1- to 3-channel and re size. After channelization and 
re-size, we crop the data to remove the white spaces and to 
enhance the data (see Table 3).

For training convolutional neural network, having large 
data set is crucial. Data augmentation plays a significant 
role to significantly increase diversity of data for training the 
neural networks when originally data set is small and reduc-
ing the over fitting of data. In short, augmentation means 
randomly applying alteration on data set to increase the dif-
ferent variability of data in data set. For our experiments, 
we selected the data set of 379 patients that not enough for 
training CNNs and attaining better performance. To enhance 
and increase the variations of each samples of the data set, 
we implemented different augmentation techniques, i.e., flip-
ping, rotation, illumination, and zooming. In flipping, image 
information is mirrored in horizontal and vertical direction. 
In our data set, we are using MRI of brain. Brain structure 
containing symmetric features are ideally used for flipping. 
For each image I in a data set, we perform horizontal and 
vertical flipping. Flipping presents the network from favor-
ing features that present in one side of the organ, while the 
disease might just has been present in other side.

In the rotation-based augmentation randomly rotates the 
image clockwise. we assigne degree for rotation from 0 to 
360. This way, the augmented images may better resemble 

Table 1  Statistics of Alzheimer disease neuroimaging initiative data 
set

Subjects ADNI-1 ADNI-Go ADNI-2 ADNI-3

AD 200 – 150 133
LMCI 274 – 150 151
EMCI – 200 150 –
CN 200 – 150 87
Total 474 200 550 291

Table 2  Demographic details and scans of subjects used in this study

Class Subjects Male/ Female Total scans

AD 95 44/51 1425
MCI 138 66/72 1021
CN 146 87/59 1479

Table 3  Total number of images 
after data augmentation used in 
proposed study

Classes Scans Data augmentation techniques

Original  Rotation Flipping  Zooming Illumination

90◦ 180◦ 270◦ Horizontal Vertical Zoom in Zoom out
AD 1425 1425 1425 1425 1425 1425 1425 1425 1425
CN 1479 1479 1479 1479 1479 1479 1479 1479 1479
MCI 1021 1021 1021 1021 1021 1021 1021 1021 1021
Total 3925 37590
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patients that were scanned under a small angle. We use rota-
tion of 90, 180 and 360 for our data set.

Zooming is a powerful augmentation that can make a net-
work robust to (small) changes in object size. We perform 
both zoom in and zoom out data augmentation techniques. 
Illumination means to shine light on object and to make it 
clear to visible is another data augmentation technique used 
to enhance the data set. Before augmentation, total number 
of images of data set was 3925 and after data augmentation, 
37,590 images were obtained. Table 4 shows the details of 
augmentation. In next section, the features extractions and 
classification will be discussed.

4.3  Features extraction and classification

As it is illustrated in Fig. 2 that the fixed and freeze feature-
based kernels convolve with input vectors in convolution 
layers for evaluation of salient and distinct feature maps. 
The extracted deep features from different layers (conv, fc6, 
fc7, fc10000, predictions, or loss3-classifier) by applying 
different deep neural network architectures and then pass to 
support vector machine for classification and identification. 
In order to get generalised and reliable results, we employed 
5 runs of each network and report the average accuracy of 
5 runs.

The freeze weights of transfer learning is to cut away the 
first layers of the trained network and freeze their param-
eters, capturing generic image representations or “off the-
shelf” features. We employed the freeze approach of transfer 
learning using eleven CNN architectures such as AlexNet, 
GoogLeNet, VGG-16, VGG19, ResNet18, ResNet50, 
ResNet101, MobileNetV2, InceptionV3, Inception-ResNet-
V2, and DenseNet201 to obtain feature map utilizing only 
fully connected layers and then passing the feature map to 
SVM for predicting binary classification of three categories, 
i.e., AD vs. CN, AD vs. MCI, MCI vs. CN. These fully 

connected layers act as a fixed feature extractor, because the 
weights of all above layers are frozen or unchanged during 
re-training using target dataset.

5  Results analysis

This section details the results analysis of our proposed sys-
tem for the Alzheimer’s detection. For analysis and evalua-
tion of the performance of proposed system, we have used  
and performed experiments on augmented data set. In this 
study, we selected 379 subjects from  with three classes (AD, 
MCI, and CN). Each subject has number of MRI scans of 
th brain. The total scans of original data set is 3925 and 
then 39,750 scans after augmentation. We used accuracy to 
evaluate the predictions of AD using number of CNNs archi-
tectures using freeze features approach of transfer learning. 
The freeze and fixed features has superiority over scratched 
CNN and fine-tuned transfer learning approach in case of 
time complexity and memory. Freeze feature-based transfer 
learning need to freeze all convolution and fully connected 
layers, and only train last layer(s) on new data set. The data 
set is divided into 80% as training set, 10% as validation set 
and 10% as testing set.

Deep convolutional neural network was trained on aug-
mented data set. The split of data set remains same for all 
experiments. As described earlier, fully connected layers of 
all deep CNN models were used except AlexNet, 5th con-
volutional layer of AlexNet named ’conv5’ was also evalu-
ated with two fully connected layers named ’fc6’ and ’fc7’. 
Also two fully connected layers of VGG-16 and VGG-19 
was evaluated for classification. features extracted from the 
FC1000 of ResNet18/50/101, Prediction of InceptionV3 and 
Inception-ResNet-V2, Logits of MobileNetV2 and FC1000 
of Densenet201. The results obtained from deep neural 

Table 4  Results of CNN 
architectures using Freeze 
Features Extracted by ImageNet 
Dataset (source data set) on 
Augmented dataset (target data 
set)

The bold one are highest accuracy

Models Layers MCI vs AD AD vs CN MCI vs CN

AlexNet conv5 71.84 91.38 63.92
FC6 99.22 82.61 94.27
FC7 96.80 78.84 96.37

 GoogLeNet loss3-classifier 95.04 78.61 69.99
 VGG16 FC6 99.14 98.89 97.06
 VGG19 FC6 99.27 95.89 96.82
 ResNet18 FC1000 94.88 73.07 80.61
 ResNet50 FC1000 98.75 92.30 90.89
 ResNet101 FC1000 98.53 87.07 89.08
 MobileNetV2 Logits 96.95 89.95 86.58
 InceptionV3 Predictions 94.37 89.99 80.63
Inception-ResNet-V2 Predictions 90.73 88.10 78.64
 DenseNet201 FC1000 98.73 93.23 86.15
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networks using freeze features on augmented data set are 
provided in Table 4.

To investigate the effectiveness of the proposed AD detec-
tion system, we conducted three studies for binary classifi-
cation- based on different comparative classes and evaluate 
the classification accuracy achieved by each architecture of 
CNN, separately. In the first study of binary classification 
(MCI vs. AD classification), fully connected layers of all the 
networks obtained best accuracy. The highest accuracy of 
99.26% achieved by FC6 of VGGNet and the lowest accu-
racy of 71.48% achieved by conv5 of AlexNet. In this case, 
high level features performed best for the prediction. In the 
second study of binary classification for prediction of AD 
and CN classes, the VGGNet16 achieved highest accuracy 
of 98.89% and the lowest accuracy is 78.61% achieved by 
loss3-classifier of GoogLeNet. Other networks achieved an 
average accuracy around 80%. In the third study of binary 
classification for MCI and CN classes, FC6 of VGGNet16 
achieved highest accuracy of 97.06% and loss3-classifier of 
GoogLeNet achieved lowest accuracy of 69.99%. The results 
obtained using fixed feature approach on augmented data set 
is shown in Table 4.

6  Discussion and comparison

Figure 3 shows the comparison of results obtained using 
CNN-based freeze approach of three binary classification 
problems. The x-axis of graph shows networks and y-axis 
shows the accuracy of the training model. As shown in 
Fig. 3, that MCI vs. AD classification performed well as 
compare to AD vs. CN and MCI vs. CN-based classification.

The comparison of our work with the techniques and 
accuracy of other systems presented in the literature dis-
cussed in Table 5. Dataset is evaluated by available pre-
trained CNNs architectures using freeze approach. The 
performance of proposed system is evaluated in terms of 
sensitivity, specificity and accuracy by models. We have also 
compared our class wise results with the results presented in 
literature (shown in Table 5). In competing approaches, Suk 
et al. [13] implemented Deep Boltzmann Machine for analy-
sis of (AD/CN and MCI/CN) and they have achieved 95.35% 
and 85.6% results, respectively. Ju et al. [18] assessed the 
MCI/CN target classes and they have achieved the accuracy 
up to 86.47%. Iftikhar et al. [16] employed ensemble SVM 
to classify MCI/AD, MCI/CN and AD/CN and reported 

Fig. 3  Comparison of performance of CNN architectures using freeze features approach for binary classification of MCI vs. AD, AD vs. CN and 
MCI vs. CN

Table 5  Comparison of 
performance of proposed 
system with performance of 
other systems for AD detection 
on dataset

The bold one are highest accuracy

 Authors  Model Accuracy (%)

MCI/AD MCI/CN AD/CN

Ju et al. [18] Stacked auto encoder – 86.47 –
Qiu et al. [22] MMSE + CNN – 90.9 –
Lin et al. [23] CNN – – 88.79
Kazemi and Houghten [21] AlexNet – – 98.74
Suk et al. [13] DBM – 85.67 95.35
Xia et al. [25] 3D CLSTM – 79.0% 94.19%
Iftikhar et al. [16] Ensemble SVM 91.66 90.83 98.83
Proposed VGG16 99.14 97.06 98.89

VGG19 99.27 96.82 95.89
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91.66%, 90.83% and 98.83%, respectively. In our proposed 
study, VGGNet has produced more promising and baseline 
results upto 99.27% for MCI/AD, 98.89% for MCI/AD and 
97.06% for MCI/CN.

7  Conclusion

In this study, the proposed technique relies on various 
architectures of convolutional neural network and transfer 
learning using freeze weight. We present pre-trained mod-
els using freeze feature-based approach that extracts visual 
and salient features. This approach has quick training and 
less computational complexity as compare to fine-tuned 
and scratched CNN-based approaches. We have extracted 
extracted freeze features from different layers of different 
models and trained different networks based on their salient 
features and patterns from different layers. For evaluation 
of proposed systems, we have used dataset. The proposed 
approach have compared with the recent state-of-the-art 
techniques. The performance of proposed networks MCI vs. 
AD classes showed that VGG19-SVM using features by fc6 
has highest accuracy up to 99.27%. Likewise, the proposed 
techniques realised the accuracy of 98.89% using VGG16-
SVM for AD vs. CN classes. The 97.02% accuracy achieved 
by VGG16-SVM using freeze fc6 layers for MCI vs. CN. 
In future, we thoroughly explore fusion of different layers 
and convolutions networks to get a robust AD identification 
system.
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