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Abstract
With the increase in the culture of social media and netizen, every day, millions of comments are posted on the uploaded 
posts. The use of abusive language in user comments has been increased rapidly. Abusive language in online comments initi-
ates cyber-bullying that targets individuals (celebrity, politician, and product) and a group of people (specific country, age, 
and religion). It is important to detect and analyze abusive language from online comments automatically. There have been 
several attempts in the literature to detect abusive language for English. In this study, we perform abusive language detec-
tion from Urdu and Roman Urdu comments using five diverse ML models (NB, SVM, IBK, Logistic, and JRip) and four DL 
models (CNN, LSTM, BLSTM, and CLSTM). We apply these models on a large dataset with ten thousands of Roman Urdu 
comments and a small dataset with more than two thousand comments of Urdu. Natural language constructs, English-like 
nature of Roman Urdu script, and Nastaleeq style of Urdu make it more challenging to process and classify the comments of 
both scripts using deep learning and machine learning approaches. From experiments, we find that the convolutional neural 
network outperforms the other models and achieves 96.2% and 91.4% accuracy on Urdu and Roman Urdu. Our results also 
reveal that the one-layer architectures of deep learning models give better results than two-layer architectures. Further, we 
compare the performance of deep learning models with five conventional machine learning models and conclude that deep 
learning models perform significantly better than machine learning models.
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1 Introduction

Abusive language is an expression that contains abusive or 
dirty words in conversation (oral or text). With the increase 
in the culture of social media and social networking sites, 
the use of abusive language has increased rapidly. People 
from all over the world with different religions, nationali-
ties, races, skin-colors post videos, pictures, and messages 
on social media platforms such as Facebook, YouTube, and 

Twitter. Every day, millions of comments are posted on the 
uploaded posts. Abusive language in online comments initi-
ates cyber-bullying that targets individuals (celebrity, politi-
cian, product, etc.) and a group of people (specific country, 
age, religion, etc.). Among the users of these social medial 
platforms, no eye-to-eye contact permits them to comment 
on the subject without any fear. So, the users whose behav-
ior is against another group should be ban, discourage, or 
restrict automatically.

Manually it is almost impossible to detect and filter out 
abusive comments from massive online comments. Con-
ventional machine learning (ML) and deep learning (DL) 
methods with natural language processing (NLP) have been 
widely used for this purpose. Lexicon-based-methods [1, 
2], word and character n-grams [3–5], ensemble learning 
[6] are the most common methods of ML to detect offensive 
language. In few studies, to detect offensive language, DL 
models have been applied and compared with ML models 
like bidirectional long short-term memory (BLSTM) [4], 
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recurrent neural network (RNN), convolutional neural net-
work (CNN) [5, 7], and long short-term memory (LSTM) 
[8].

In the past, automatic detection of abusive language for 
resource-rich languages like English has been the focus of 
researchers. In recent years, due to the advancement in tech-
nology and the availability of language resources, only a few 
studies have been performed to detect abusive language from 
text of resource-poor languages like Japanese [3, 9], Ger-
men [10], Portuguese [6], Indonesian [11], Danish [12], and 
Arabic [13]. Urdu is the national language of Pakistan, with 
more than 300 million speakers worldwide [14]. Urdu and 
Roman Urdu are two writing scripts of the Urdu language. 
Urdu script is written in the Nastaleeq style that is very com-
plex. Lack of language resources, complex morphology, and 
unique features of Urdu are the main challenges for DL and 
ML methods to process Urdu text [15]. To the best of our 
knowledge, no study explores the potential of DL and con-
ventional ML models to detect abusive language from user 
comments of both Roman Urdu and Urdu.

Text classification using DL models has several advan-
tages over conventional ML models. The main challenge 
for ML models is that their performance is dependent on 
feature selection methods like information gain, gain ratio, 
etc. Several studies conclude that there is no universal fea-
ture selection method that works well with all types of ML 
models [14, 16, 17]. Deep learning models are independent 
of explicit feature selection methods. Hidden layers within 
a DL model extract the useful features automatically. It is 
difficult to observe which features are chosen for a specific 
task [18]. Further, DL models are considered robust when 
dealing with high-dimensional feature space [19]. LSTM 
and BLSTM are good at capturing long-term dependen-
cies among the input words of a comment using its memory 
cells. In this way, both models can capture semantic and rich 
information from the whole text for better classification [8, 
12, 20].

The writing styles of Urdu and Hindi are different, but 
the Roman scripts of Urdu and the Romanagari script of 
Hindi are almost identical [21]. The Roman script is writ-
ten in English characters. The Roman script is popular on 
social media as it is easier than Urdu and Hindi to write 
using an English keyboard on mobile phones, laptops, and 
tablets. Therefore, the Roman script is easily readable, writ-
able, and understandable in Pakistan, India, and many other 
world regions [22]. In recent years, as compared to Urdu, 
Roman Urdu has a broader scope and the focus of many 
recent research studies was to process, analyze, and classify 
Roman Urdu. The only focus of these studies was to carry 
out sentiment analysis tasks [23, 24]. No study investigates 
the unethical behavior from the Roman text of online users. 
Therefore, it is vital to detect abusive comments of Urdu and 
Roman Urdu script from social media platforms.

Social media applications are popular sources to design 
annotated datasets to investigate various subjects like senti-
ment analysis and abusive language detection. Alakrot cre-
ated a dataset from YouTube comments to detect abusive 
language from the Arabic language [13]. YouTube [13, 25], 
Twitter [7, 26], Facebook [4], news blogs [3, 9] are popular 
social media platforms to collect and annotate the datasets 
in various languages.

To the best of our knowledge, it is the first study that 
investigates abusive language detection using conventional 
ML and DL models for the Urdu language. Specifically, this 
study has the following contributions.

1. We explore the performance of DL models to detect abu-
sive language from online comments.

2. We empirically investigate the performance of these 
models on two popular scripts of the Urdu language: 
Urdu and Roman Urdu.

3. We also explore the architectures of RNN models having 
one-layer and two-layers of hidden units.

4. We also compare the performance of DL models with 
ML models to detect abusive language.

The organization of this paper is as follows: Sect. 2 dis-
cusses the important features of both Urdu and Roman Urdu 
scripts, related literature is discussed in Sect. 3, datasets and 
the models are described in Sect. 4, results are discussed in 
Sect. 5, and the conclusion is given Sect. 6.

2  Urdu and roman Urdu scripts

The text of the Urdu language over the internet is avail-
able in two scripts: Urdu and Roman Urdu. Nastaleeq style 
of Urdu is a rich morphological script with many unique 
features like free word order, right-to-left direction, con-
text-sensitive, and no capitalization [15]. Roman Urdu is 
more challenging because of its similar English style but no 
restriction on grammar, dictionary, and word order. Because 
of the lack of linguistic resources, complex morphologi-
cal style, and unique characteristics, the Urdu language is 
an important research language in South Asia [27]. A few 
important features that create differences among both scripts 
are discussed below:

• Alphabets: the Urdu language has 38 alphabets, as shown 
in Fig. 1, while Roman Urdu uses the alphabets of the 
English language.

• Font style: Urdu is written in the Nastaleeq font style 
that is a very complex and rich morphological style. For 
example, a sentence “I am a student.” can be written in 
Urdu as  Roman Urdu can be writ-
ten using English fonts. The same sentence can be writ-
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ten in Roman script as “main ek talib e ilam hon” or 
“Main ik talib-e-ilam hon”.

• Writing direction: the direction of writing Urdu script 
is from Right-to-Left while Roman Urdu uses Left-
to-Right direction. For example, the sentence “That is 
my school.” can be written in Urdu as 
. Here  is the first word and  is the last word 
in the sentence. The same sentence can be written in 
Roman Urdu as “wo mera sakool ha”. Here the direc-
tion is the same as in English sentence. “wo” is the first 
word and “ha” is the last word in the sentence.

• Capitalization: like English, Roman Urdu uses both 
upper and lower case letters, but the rules are no strict 
as English. As compared to English and Roman Urdu, 
all the letters are written in the same case, and there is 
no capital or small letters in Urdu script.

• Diacritics: Urdu script uses a few special characters 
called diacritics. Diacritics help incorrect pronuncia-
tion and change the meaning of the word when applied 
above or below a word. For example, in  (means 
sugarcane) and  (means number of times) word is 
the same, but due to the diacritics, their meanings are 
different.

• Free word order: both Urdu and Roman Urdu are 
called free word order languages. Word order in a 
sentence may be different but the meaning would be 
the same. For example, “he bought this book from 
the market” can be written in Urdu in two ways: 

,  
Both sentences have the same meaning with different 
word orders.

A few important features of Urdu and Roman Urdu 
scripts are given in Table 1. Roman Urdu script is more 
flexible in writing as English characters can be typed 
using an English keyboard. Reading and understanding 
of Roman Urdu script are challenging because the Roman 
script does not follow any standard dictionary and gram-
mar-free wiring style. Compared to Roman Urdu, Urdu 
script follows a standard dictionary, grammar rules, and 
writing characters that make Urdu text more challenging 
than Roman Urdu.

3  Related work

Recently, the interest of the computational linguistic com-
munity is increasing to study unethical behavior of users 
on social media networks like Facebook [4], YouTube [2, 
13, 25], Twitter [10, 28, 29], and other web blogs [6, 9, 30]. 
Individuals and groups from all over the world post their 
images, videos, and messages on social media and receive 
hundreds of positive or negative comments or feedback on 
the posted objects. These comments usually include hate 
words or abusive language because of the difference among 
the users in race, culture, religion, or nationality [1, 31]. 
These abusive or hated words initiate cyberbullying among 
users.

Manually, it is almost impossible to detect and remove 
abusive language comments from social media. Several 
methods of conventional ML and DL have been considered 
to detect abusive language comments of various languages. 
[1, 6] detected hate words from web blogs using a lexicon-
based approach. Burnap applied a support vector machine 
and random forest to detect hate speech from Twitter [31]. 
The performance of a pattern-based approach was compared 
with k-NN, random forest, and support vector machine to 
detect sarcasm from tweets [29]. Lee detected abusive com-
ments with the help of abusive and non-abusive lists of 
words [26]. A programmatic approach was applied by Wata-
nabe to detect hate speech from online comments [28]. In all 
the above-cited studies, proposed methods were compared 
with a few ML models while there is a lack of a study that 
fully explore the power of various ML models for abusive 
language detection task.

The number of features and the quality of these features 
selected by various feature selection methods from the 
dataset can affect the performance of a classifier. In several 
research studies, character n-grams and word n-grams show 
superior performance than a Bag-of-Word (BoW) [28, 29, 
31]. Word n-gram was an effective method to detect abu-
sive languages from Twitter [32], YouTube [2, 13], blogs, 
and emails [6, 9, 33]. In a few studies, character n-grams 
improved the performance of ML models from Twitter text 

Fig. 1  Alphabets of Urdu language in Nastaleeq style

Table 1  Important features of Urdu and Roman Urdu scripts

Features Roman Urdu Urdu

Alphabets 26 as the English language 38
Grammars No Yes
Dictionary No Yes
Style English Nastaleeq
Word order No Yes
Typing Easy Not Easy
Reading Easy Not Easy
Writing and Understanding Not Easy Not Easy
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[5, 34]. In the past, in the above-cited studies, either charac-
ter n-grams or word n-grams methods have been used, but 
both methods have not been compared yet.

[11, 26] compared the performance of the proposed list-
based approach with word and character n-gram approaches 
and showed that their proposed approach is better than the 
n-gram approach. [11] shows that combined n-grams (uni-
gram + bigrams) help Naïve Bayes (NB) to detect abusive 
comments better than other models. Individual n-gram, 
unigram, was effective in sentiment analysis tasks for the 
Roman Urdu on YouTube comments [35].

Until now, resource-rich languages such as English 
focused on research studies to detect abusive language from 
social media. Lack of language resources such as annotated 
datasets of resource-poor languages like Urdu is the main 
language processing obstacle. It creates a gap between 
resource-poor and resource-rich languages. Various DL and 
ML models have been applied to detect abusive language 
comments of English, but only a few studies investigated this 
abusive language detection for resource-poor languages. To 
detect abusive language from the Portuguese, the classifier 
ensemble learning technique was applied to classify abusive 
text collected from web pages [6]. In the study of Ibrohim, 
three ML models decision tree (DT), NB, and SVM were 
used to classify abusive and non-abusive text of the Indone-
sian language from social media [11]. Schneider applied ML 
models to classify abusive tweets of the German language 
[10]. Similarly, n-grams techniques were applied to extract 
features from Arabic comments, and then ML models were 
used to classify these comments into abusive or non-abusive 
labels [13, 36].

In a few studies, the performance of DL models has been 
compared with ML models to detect abusive language. Sig-
urbergsson applied logistic regression and Bidirectional 
Long Short-Term Memory (BLSTM) models to detect 
abusive language from the Danish language and shows 
that BLSTM model outperforms the other to classify com-
ments collected from Reddit, Facebook, and Twitter [4]. 
To detect hate speech from tweets in English, LSTM, and 
CNN models of DL were compared with SVM, logistic 
regression, and gradient boosted decision tree models of 
ML models [8]. Lee concluded that DL models Recurrent 
Neural Network (RNN) and Convolutional Neural Network 
(CNN) performed better than ML models NB, SVM, logis-
tic regression, and random forest to classify abusive tweets 
of the English language [7]. In the study of [8], applied a 
ML model SVM and two DL models CNN and Long Short-
Term Memory (LSTM) to detect hate tweets in English [37]. 
These studies cannot be considered well because of four 
reasons. First, one or two models of DL have been compared 
with multiple ML models. Second, the potential of DL mod-
els has not been explored by comparing multiple models. 
Third, these studies used resource-rich language (English) 

tweets but resource-poor languages have not been consid-
ered. Forth, other social media applications like YouTube, 
Facebook, or Blogs have not been considered and only Twit-
ter datasets were used.

Social media platforms have been used to collect views, 
opinions, and trends of people from different world regions 
about some company, product, advertisements, images, 
videos, etc. In many research studies, authors collect com-
ments from these social media platforms and annotate these 
comments for sentiment analysis or analyze user behavior. 
[36] collected sixteen thousand comments from multiple 
YouTube videos to detect abusive language. A small data-
set of 1250 Portuguese comments was collected and anno-
tated from Brazilian websites to study online users’ abusive 
behavior [6]. A Twitter dataset of 2,500 tweets was designed 
by collecting abusive and non-abusive tweets of the Indo-
nesian language. In this study, we also use collected com-
ments of the Urdu and Roman Urdu scripts from YouTube 
and applied ML and DL models to classify these comments 
into abusive or non-abusive labels. A summary of the work 
discussed is given in Table 2.

3.1  Research gaps of the study

From the summarized literature in Table 2 and discussion 
in Sect. 3, the identified research gaps in abusive language 
detection for Urdu and Roman Urdu are given below:

Dataset preparation: the English language has several 
research studies as compare to resource-poor languages. It 
is because of the lack of language resources for resource-
poor languages like Urdu. Because of the unavailability 
of the abusive text dataset, no study investigates the auto-
matic detection of abusive language from Urdu text using 
deep learning models.
Deep learning models: most of the research studies are 
based on ML models (one to four). None of the studies 
explores the performance of various deep learning mod-
els to classify comments into abusive and non-abusive 
labels. In this study, we apply four DL models (CNN, 
LSTM, BLSTM, and CLSTM) and empirically compare 
their performance.
Machine learning vs. deep learning models: in some stud-
ies, ML models have been compared with one DL model. 
This type of comparison does not fully explore the poten-
tial of DL models. In this study, we have compared the 
performance of four DL models with five ML models.
Urdu and Roman Urdu language processing: Although 
several studies used ML techniques to process and clas-
sify Urdu or Roman Urdu but, to the best of our knowl-
edge, none of the studies use both scripts to evaluates DL 
and Ml models for abusive language detection.
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4  Materials and methods

This section presents the datasets, dataset preprocessing 
methods, DL and ML models, and performance evaluation 
measures used in this study. The overall process used to 
detect abusive language from YouTube comments is shown 
in Fig. 2. Urdu comments were collected from YouTube 
videos as collected and annotated for Arabic [13] and Eng-
lish [25, 39]. These collected raw comments are manually 
labeled into abusive or non-abusive. The final dataset is in 
the comma-separated values (CSV) file. Before applying 

automatic ML or DL models on the dataset, we preprocess 
and convert the dataset into the readable format by these 
models. In preprocessing, we normalize each comment, 
remove digits, eliminate punctuation marks, and remove 
any other language characters, for example, characters of 
Roman Urdu or English. For ML models, after cleaning 
the dataset, we use the term frequency-inverse document 
frequency (TFIDF) to convert each comment into a vec-
tor. Feature selection methods use these vectors to select 
valuable features or words that help the ML classifiers to 
achieve maximum accuracy on the dataset. In this study, 

Table 2  Comparison of past 
studies about abusive language 
detection from social media 
comments

Reference Language Platform Classification models

[13] Arabic YouTube SVM
[6] English, Portuguese Twitter, Blogs NB and SVM
[26] English Twitter, Articles Unsupervised learning
[38] English Twitter SVM (linear, polynomial, radial
[11] Indonesian Twitter NB, SVM, RF
[12] Danish, English Twitter, Reddit, Facebook LR, BLSTM
[10] German Twitter CNN
[32] English Twitter SVM
[9] Japanese Blogs SVM
[7] English Twitter NB, LR, SVM, RF, Gradient 

Boosted Trees, CNN, RNN
[30] English News Group Decision Table NB (DTNB)
[5] English Twitter Logistic Regression, SVM, CNN
[2] English YouTube NB, SVM
[34] English Twitter LR, Graph Convolutional Network
[37] English Twitter SVM, BLSTM, CNN

Fig. 2  The overall process to detect abusive language from YouTube comments
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we use Bag-of-Word (BoW) approach for feature genera-
tion. Input to the DL models is the word embedding layer 
that is also a real-valued matrix to present a comment. The 
nodes in the convolutional layer of CNN and the units of 
LSTM extract the useful feature for the output layer to 
predict the final label of the input comment.

4.1  Convolutional neural network (CNN)

CNN has shown good performance in image processing as 
well as text processing. CNN model uses a one-dimensional 
structure in convolutional operation to extract features from 
text data. A recent study concludes that CNN model out-
performs the other DL and ML models to classify long text 
documents [15, 40]. Figure 2 shows the CNN architecture 
used in this study. This model reads text comments from the 
embedding layer. The convolutional layer applies multiple 
filters of different sizes on the input text. Filters of differ-
ent sizes extract variable-length features from text [41]. The 
pooling layer explores short as well as long-term relations 
among words in the text [41, 42].

If x is a comment with L words and d length of word vec-
tor in the embedding layer, then input comment can be repre-
sented as x ∈ RL×d . A comment of length n can be expressed 
as Eq. 1 where + is the concatenation operation.

A filter f in the convolutional layer of length k can be 
represented as n ∈ Rk×d . A filter is passed over a window of 
words of the input comment x from j position to (j + k − 1) 
position at a time. The window wi can be represented as 
given in Eq. 2.

(1)x1∶n = x1 + x2 + ...+xn

(2)wi = [xi + xj+1 + ⋅ ⋅ ⋅ + xj+k−1]

From a window w of words xi∶i+h−1 , the convolutional 
filter creates a new context local feature ci as given in Fig. 3. 
Where f  is a non-linear function, is an element-wise multi-
plication, and b ∈ R is a biased term.

A feature map c represents a set of features obtained from 
the convolutional operation as given in Eq. 4.

Pooling operation is performed over feature map c after 
the convolutional operation to select top k features to accu-
rately predict the input comment. The pooling layer also 
helps the model to avoid overfitting. We applied max-
pooling operation over the feature map after the convolu-
tional operation as given in Eq. 5. c′ is the feature map after 
max-pooling.

Softmax is a fully connected layer that gives the prob-
ability distribution over labels (abusive or non-abusive) as 
below:

yj−1 , wj , and bj are the output vector, transition matrix, 
and the bias factor of the softmax layer, respectively. The 
probability distribution over the comment labels is calcu-
lated as in Eq. 7.

Dropout is applied to a fully connected layer to avoid 
overfitting the model due to many hyperparameters, hidden 
units, and the connections among them.

(3)ci = f (w.xi∶i+h−1 + b)

(4)c = [c1, c2, ..., cn−h+1]

(5)c� = max{c1, c2, ..., cn−h+1}

(6)yj = wjyj−1+bj

(7)P(i�t;∅) =
exp(yij)

∑n

k=1
exp(y

ij
)

Fig. 3  Single-layer multi-filter convolutional neural network
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4.2  Long short‑term memory (LSTM)

A major problem of the CNN model is to capture long-term 
dependencies among the input words of a comment. LSTM 
model overcomes the problem of CNN by using its memory 
cells. These memory cells help the model to capture long-
term dependencies among the words by maintaining its state 
for a long period. Therefore, the LSTM model can capture 
semantic and richer information from the whole text. The 
LSTM model used in this study is shown in Fig. 4.

LSTM model takes input from the embedding layer. The 
hidden layer consists of multiple cells or units. A cell is 
made of three gates forget, input, and output. Input and out-
put gates are used for input and output operations, while the 
forget gate is used to main the cell state for some time. With 
the help of these gates, LSTM overcomes the vanishing gra-
dient problem. The operations performed by LSTM models 
can be calculated using Eq. 8 to Eq. 13.

Input it , output ot and forget ft values are generated from 
the input xt , bias term b and proceeding hidden state ht−1 
using a sigmoid function. At step t  , temporary result qt is 
calculated over the input xt and preceding hidden state ht−1 

(8)it = �(xtUi + ht−1Wi + bi)

(9)ft = �(xtUf + ht−1Wf + bf )

(10)ot = �(xtUo + ht−1Wo + bo)

(11)qt = tanh(xtUq + ht−1Wq + bq)

(12)pt = ft ∗ pt−1 + it ∗ qt

(13)ht = ot ∗ tanh(pt)

using a non-linear tanh function. Then qt is with history 
pt−1 by input gate it and forgot gate ft respectively to get an 
updated history pt . Finally, the output gate ot use updated 
history pt to get the final hidden state that is the output to the 
softmax layer for the final outcome.

4.3  Bidirectional long short‑term memory (BLSTM)

As discussed in the previous section that LSTM can only use 
past information to process the current word vector. LSTM 
cannot use future information during processing, and it is the 
major shortcoming of the LSTM model. BLSTM is consid-
ered more effective than LSTM to process current informa-
tion because it takes advantage of both the past and future 
information (both directions) to processing current informa-
tion. BLSTM architecture is shown in Fig. 5. BLSTM archi-
tecture uses an additional hidden layer as compare to LSTM 
architecture. Forward layer and backward layers capture the 
future and the past information to process the current infor-
mation. Forward and backward layers are connected to an 
output layer, and this output layer is connected to the final 
output layer.

4.4  Convolutional long short‑term memory (CLSTM)

CLSTM is a hybrid model of LSTM and CNN models that 
combines the advantages of both models to learn contex-
tual semantic features. The architecture of CLSTM used in 
this study is shown in Fig. 6. Input to CLSTM model is a 
word embedding layer that is the same as other DL mod-
els. First, CNN extract features from the input comment 
using convolutional and max-pooling operations and then 
the selected features are input to the LSTM model. LSTM 
model learns the dependencies among the selected features. 
The final output is the output of the fully connected layer 
(softmax). For n LSTM units, the output of LSTM is a vector 

Fig. 4  The architecture of long short-term memory model
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h = ( h1, h2,… , hn) . The fully connected layer takes this vec-
tor and generates the final output d as given in Eq. 8.

� , wi , b are the non-linear activation function, weight of 
the ith node, and the bias term.

4.5  Machine learning models

We have also applied ML models to detect abusive language 
and compared the performance of these models with DL 
models.

• Naïve Bayes (NB): it uses conditional probability and 
Bayes theorem. It is easy and simple to build for large 
datasets.

(14)di = �(wi ∗ hi + bi)

• K-Nearest Neighbors (k-NN): final class of an example is 
based on the class information of the k-nearest neighbors. 
Value of k and similarity measure are two important fac-
tors that can affect its performance.

• Support Vector Machine (SVM): it learns the n-dimen-
sional plan from data to classify the examples into one 
of the classes.

• Logistic: it is based on multinomial logistic regression 
with a ridge estimator to measure the relationship among 
the dependent and independent variables.

• JRip: is a rule-based model that works in two steps. First, 
it learns rules from all the positive examples, and then it 
applies Repeated Incremental Pruning to Produce Error 
Reduction (RIPPER) to prune the learned rules. It is effi-
cient on a large, noisy dataset for the classification task

Fig. 5  The architecture of the BLSTM model

Fig. 6  The architecture of CLSTM Model
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4.6  Datasets

Multiple datasets are publically available for resource-rich 
languages like English (see Table 2). For Roman Urdu, an 
annotated dataset is publically available at GitHub1 in the 
CSV file. This dataset is balanced, and it contained one 
hundred thousand text comments. We used ten thousand 
comments from this dataset. Five thousand are abusive, and 
the other five thousand are non-abusive. For Urdu, we used 
Urdu Offensive Dataset (UOD). It is the first dataset that is 
publically available after a recent study[43]. This dataset 
contained 2171 comments collected from YouTube videos, 
including entertainment, politics, sports, showbiz, and reli-
gious topics. Statistics of both datasets are given in Table 3.

4.7  Performance evaluation measures

To evaluate the performance of a model and compare its per-
formance with other models, we use four performance meas-
ures accuracy, true-positive rate (TPR), false-positive rate 
(FPR), and F-measure, which are the common performance 
metrics for the classification task. Accuracy is not a good 
performance metric when the datasets are imbalanced [15, 
44]. We are using the accuracy metric because both datasets 
are balanced. Accuracy is the proportion of the correctly 
classified comments from the dataset and can be defined as:

where the values of Tp, TN ,Fp , and FN can be taken from 
the confusion matrix [15, 32] and can be defined as below:

(15)Accuracy =
Tp + TN

Tp + TN+Fp + FN

• True Positive ( Tp ): refers to the number of abusive com-
ments in the dataset that are correctly classified as abu-
sive by the model

• True Negative ( TN ): refers to the number of non-abusive 
comments that are correctly predicted as non-abusive by 
the model

• False Positive ( Fp ): refers to the number of non-abusive 
comments that have been predicted as abusive by the 
model

• False Negative ( FN ): refers to the number of abusive 
comments that have been predicted as non-abusive by 
the model

True-positive rate is the rate of correctly predicted abu-
sive comments from the dataset, while the false-positive rate 
is the number of incorrectly predicted abusive comments. 
TPR and FPR can be calculated as follows:

Because of the dataset characteristics like size, noise, 
imbalance level, a classification model either increases the 
ratio of positive instances correctly detected (i.e., recall) or 
the accuracy of the positive predictions (i.e., precision). It is 
a well-known precision-recall trade-off situation. Therefore, 
we use harmonic means of precision and recall, known as 
F-measure, and can be calculated as.

5  Results and discussion

In this section, we compare the performance of our models 
to detect abusive language for Urdu and Roman Urdu data-
sets. Experimental results are shown graphically for better 
comparison and understanding. First, we find the optimal 
values of hyperparameters for DL models. Second, DL mod-
els have been compared on both datasets. Third, LSTM and 
BLSTM models have been compared. The performance of 
DL and ML models is given at the end of this section.

5.1  Hyperparameters settings

DL models have several parameters known as hyperpa-
rameters, and optimizing these parameters is always data-
dependent [39]. For example, for the CNN model, number 

(16)TPR =
Tp

Tp + FN

(17)TPR =
Fp

Fp + TN

(18)F −measure =
2 × Tp

2 × Tp+Fp + FN

Table 3  Statistics of Urdu and Roman Urdu datasets

Properties Urdu Roman Urdu

Total no. of comments 2171 10000
No. of classes 02 02
No. of abusive comments 1109 5000
No. of non-abusive comments 1062 5000
Minimum length of a comment 02 01
Maximum length of a comment 37 511
Training–testing ratio 80–20 80–20
No. of comments in Training 432 8000
No. of comments in Testing 1739 2000

1 https:// github. com/ shahe erakr/ roman- urdu- abusi ve- comme nt- detec 
tor

https://github.com/shaheerakr/roman-urdu-abusive-comment-detector
https://github.com/shaheerakr/roman-urdu-abusive-comment-detector
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of filters, filter size, word embedding size, number of 
epochs, dropout, etc. These parameters have a significant 
effect on the performance of a model. These parameters 
must be fine-tuned to achieve a reliable and robust model. 
Several studies have fine-tuned these parameters of CNN 
[41], LSTM [20], CLSTM [42], and BLSTM [45]. Fine-
tuning means to find out the best values of these param-
eters on which the model gain maximum performance on 
a given dataset. Although fine-tuning these parameters is 
a resource exhausting process, we perform a grid search 
on 80% of both datasets to fine-tuning the parameters of 
our models. To find out the optimal value of a parameter, 
such as a filter size, other parameters of the model are kept 
unchanged. Also, we use the efficient Adam optimization 
algorithm with 0.001 learning rate to train the model.

The architecture of the CNN model, in this study, has 
multiple filters of variable size in the convolutional layer. 
To find out the number of filters and the size of these fil-
ters for both dataset, we performed multiple experiments 

using several filters (32, 64, 100, 128, and 256) of the 
same filter size (1, 2, and 3) and variable filter size [(1,2), 
(2,3), and (1,2,3)]. Figure 7a shows that 256 filter of size 
one achieves the maximum accuracy on the Urdu data-
set. For Roman Urdu, there is no significant difference 
in the performance of these filters, but 64 filters of size 
two have better performance than others. Same size filters 
perform better than variable size filters on both datasets. 
It is because, from the abusive words, single and double 
words are the prominent words in Urdu and Roman Urdu, 
respectively. We have also found out the number of LSTM 
units for the LSTM model on both datasets, and results are 
shown in Fig. 7b. For Urdu, 160 and 180 equally perform 
better than others do. The model achieved high accuracy 
with 180 LSTM units on Roman Urdu.

Dropout helps a model to prevent noise and overfit-
ting. If the dataset is noisy or has fewer examples, then the 
model can face the problem of overfitting. This issue can be 
resolved by increasing the size of the dataset or removing the 
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number of hidden units used for computing features. Drop-
out inactivates the inactive units in the hidden layer that do 
not participate in the next iteration. The optimized values 
of the dropout parameter of CNN are 0.5 and 0.3 for Urdu 
and Roman Urdu, respectively, as shown in Fig. 8a. For the 
LSTM model, in Fig. 8b, on dropout values 0.5, the model 
achieves high accuracy for both datasets.

Choosing the appropriate number of epochs for a 
model is important to learn complex and small datasets. 
An inappropriate number of epochs can lead the model 
to the overfitting problem. We tested our models from 10 
to 100 epochs, and the results of CNN and LSTM models 
are shown in Fig. 9a, b, respectively. CNN model achieves 
the best accuracy values with 50 epochs on both datasets. 
Because of the complex morphological script of Urdu, 
LSTM achieves high accuracy on 90 epochs. Roman Urdu 
script has the same writing style and characters as Eng-
lish. It is comparatively easy than Urdu. Therefore, LSTM 
achieves high accuracy with fewer epochs (50 epochs) on 
Roman Urdu than Urdu.

Word embedding represents the vocabulary as real-value 
vectors, and the size of the real-value vector can affect the 
model performance. It helps the model to assess the word 
relevance based on the distance between the two embedding 
vectors. We have taken the length of the embedding vector as 
a hyperparameter. In training, the performance of the CNN 
model is examined using five-word embedding (32, 64, 100, 
128, and 256), and the results are shown in Fig. 10. Experi-
mental results show that embedding size 128 and 256 help 
the model to achieve high performance on Urdu and Roman 
Urdu datasets. The first layer is also an embedding layer in 
the LSTM model. We have taken the embedding size in the 
embedding layer equal to the number of LSTM units that are 
chosen in training as a hyperparameter.

After hyperparameter tuning, the optimized parameters of 
both models are shown in Table 4. We set the initial values 
of these parameters the same as specified by [41] for CNN 
and [20] for LSTM. We tested three activation functions: 
ReLu, Sigmoid, and Tanh. Activation function ReLu in CNN 
shows better performance on both datasets while Sigmoid in 
LSTM was better than others. In all the experiments, we use 
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Table 4  Optimized parameters of CNN and LSTM models on both 
datasets

Properties CNN LSTM

Urdu Roman Urdu Urdu Roman Urdu

Batch Size 32 32 32 32
Embedding Size 128 256 160 280
No. of Epochs 50 50 90 50
Dropout 0.5 0.3 0.5 0.5
LSTM Units – – 160 280
No. of Filters 256 64 – –
Filter Size 01 02 – –
Activation Function ReLu ReLu Sigmoid Sigmoid
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mini-batch size to 32 because a small batch size improves 
performance and needs less system memory and time [46]. 
BLSTM model consists of two layers of LSTM units and 
CLSTM is the hybrid model of CNN and LSTM. Therefore, 
we use the same tuned parameters of LSTM and CNN for 
BLSTM and CLSTM models.

5.2  Comparison of deep learning models

After tuning the hyperparameters of our models, we per-
form final experiments on both datasets, and the maximum 
accuracy achieved by each model is reported in Fig. 11. 
Results demonstrate that CNN outperforms the other mod-
els and achieves 96.2% and 91.4% accuracy values on both 
Urdu and Roman Urdu datasets. It gets the advantage of its 
unique architecture and the best feature extraction using 
convolutional and max-pooling operations. RNN-based 
LSTM and BLSTM models have not shown good perfor-
mance on both datasets. BLSTM shows the worse perfor-
mance and cannot take advantage of the previous and the 
next words’ information to process current information. 
Similarly, LSTM also takes no benefit of the stored past 
information to perform better in current information pro-
cessing. Our results endorse the results of [37], where CNN 
also outperforms the BLSTM and SVM. Although LSTM 
and BLSTM fail to process and detect abusive language 
very well but the hybrid model CLSTM performs better 
than LSTM and BLSTM. It is because CLSTM has all the 
features of CNN and LSTM architectures. It seems that the 
performance achieved by CNN architecture is decreased by 
the LSTM model in the CLSTM model. Therefore, CLSTM 
performs 1.9% and 2.8% lower than CNN’s performance on 
Urdu and Roman Urdu.

5.3  One‑layer vs. two‑layers RNN models

It is shown in [47, 48] that LSTM models perform better 
with two hidden layers instead of a single hidden layer. Fea-
tures extracted from the first layer of a model are fed into 
the second layer of the same model where these features are 
further refined and help improve the model’s performance. 
We also explore our LSTM and BLSTM models at a deeper 
level and perform experiments using two hidden layers. The 
results of these experiments are shown in Fig. 12. Experi-
mental results show that the LSTM model does not take 
advantage of its two-layer architecture and its performance 
goes lower than one-layer architecture. Two-layer LSTM 
achieves 2.4% and 2% less accuracy on Urdu and Roman 
Urdu than one-layer architecture. However, it is not the same 
in BLSTM where two-layer architecture achieves 1.5% and 
1% higher accuracy on Urdu and Roman Urdu than one-
layer BLSTM. From the results, we conclude that adding 
hidden layers in BLSTM helps to increase efficiency but it 
is not true for the LSTM model. Here in the second hidden 
layer, BLSTM performs well to capture semantic and long-
term relations among the words in both directions that were 
missed to capture in the first hidden layer.

5.4  Deep learning vs. machine learning models

This section compares the performance of DL models with 
five popular ML models: NB, IBK, SVM, Logistics, and 
JRip. We have performed all the experiments of machine 
learning models in WEKA. WEKA is an open-source data 
mining tool that provides a GUI environment to conduct 
machine learning experiments [49]. In this study, we set 
default parameters for each classifier and did not fine-tune 
these parameters. We use Bag-of-Word (BoW) for feature 
selection because of its simplicity and, most often, in text 
processing. Figure 13 shows the maximum accuracy values 
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achieved by each classifier. It has proven in a few studies 
to detect abusive language for English that CNN did not 
perform better than ML models like SVM, Logistic regres-
sion [5, 39]. We report that DL models achieve high accu-
racy and show superior performance than ML models on 
Urdu and Roman Urdu. It was concluded by [39] that SVM 
performs good at the imbalanced dataset and less accurate 
on the more balanced dataset. Therefore, our results also 
report that SVM shows better performance on partial imbal-
anced dataset Urdu and achieves 90% accuracy. Whereas it 
decreases its performance on a balanced dataset of Roman 
Urdu. The logistic model achieves high accuracy than other 
ML models on Roman Urdu dataset with 82.8% accuracy. 
The accuracy achieved by IBK is the lowest than all other 
models for both datasets. We attempted a range of values of 
K from one to ten and the best results with 75.2% and 67.2% 
accuracy values are achieved with K = 2.

Further, we compare the classification results of ML and 
DL models using three other performance measures TPR, 
FPR, and F-measure. The values of these performance meas-
ures on both datasets are expressed in Table 5. The analysis 
shows that the rate of correctly predicted abusive comments 

is higher among the other DL and ML models on both Urdu 
and Roman Urdu datasets. CNN achieves 96.1% TPR, 3.9% 
FPR, and 96.2% F-measure scores on the Urdu dataset. Sim-
ilarly, on the Roman Urdu dataset, CNN achieves 91.4% 
TPR, 8.6% FPR, and 91.6% F-measure values. SVM again 
outperforms the other four ML models by achieving 90.1% 
TPR, 9.9% FPR, and 90.1% F-measure values in Urdu. On a 
balanced dataset of Roman Urdu abusive comments, Logis-
tic slightly performs better than SVM. It achieves 0.7% and 
0.5% higher TPR and F-measure scores, respectively, to rec-
ognize abusive and non-abusive comments from the data-
set of Roman Urdu comments. The number of filters in the 
hidden layer of CNN successfully extract high-performing 
contextual features from the input text, which leads the CNN 
to show the best performance over other ML and DL models 
on both Urdu and Roman Urdu text.

After analysis of all the experimental results shown in 
Figs. 7, 8, 9, 10, 11, 12,  13, we can summarize our findings 
as follows:

Fig. 13  Performance of DL 
models compared to machine 
learning models
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Table 5  Classification results of 
ML and DL models using TPR, 
FPR, and F-measure

Urdu Roman Urdu

TPR FPR F-Measure TPR FPR F-Measure

CNN 96.1 3.9 96.2 91.4 8.6 91.6
1-Layer LSTM 93.5 6.5 93.5 87.6 12.4 88.2
1-Layer BLSTM 90.6 9.4 90.6 84.8 15.2 84.9
2-Layer LSTM 91.1 8.9 91.1 85.7 14.3 85.7
2-Layer BLSTM 92.1 7.9 92.1 85.8 14.2 86.2
CLSTM 94.2 5.8 94.3 88.1 11.9 88.6
NB 88.1 11.9 88.0 73.2 26.8 73.1
IBK 80.7 19.4 80.7 69.3 30.7 67.2
SVM 90.1 9.9 90.1 82.2 17.8 82.3
Logistic 84.5 15.5 84.6 82.9 17.2 82.8
JRip 86.7 13.1 86.7 76.9 23.1 76.2
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• CNN outperforms the other models on both datasets, 
and it endorses the findings of [7] where CNN showed 
superior performance than NB, SVM, Logistic models.

• In the convolution layer, multiple filters of the same 
size perform better than multiple filters of different 
sizes because multiple filters of different sizes could 
not exploit the features of different n-grams in the short 
text [42], but it was not the same for the long text of 
Urdu [15]. It is because the abusive part of the text 
mostly consists of a single word in Urdu and double 
words in Roman Urdu.

• RNN based models LSTM and BLSTM do not perform 
well. BLSTM shows a worst performance than other 
DL models

• The hybrid model of CNN and LSTM performs better 
than RNN based models, and it endorses the findings 
of [42] to classify English language text.

• One-layer architecture of LSTM performs better than 
two-layer architecture, and the two-layer architecture of 
BLSTM increases performance than one-layer architec-
ture.

• DL models show good performance than ML models that 
disagree with conclusions of [39] for English and [50] 
for Lithuanian languages, where DL models proved to 
be less accurate than ML.

• From all of the figures, all the models show high perfor-
mance on the Urdu dataset because of its small vocabu-
lary size and less number of examples. It is contradicting 
the findings of [50] that DL models demonstrate good 
results on small datasets.

• The performance of all the models remains low on the 
Roman Urdu dataset because of its large vocabulary size, 
a high number of examples, a freestyle of writing, spell-
ing variations of the same words, etc.

• SVM performs better than other ML models on the small 
dataset that does not endorse the Indonesian language 
findings [11] where NB outperforms the others.

6  Conclusion

Automatic detection of abusive language using ML and DL 
methods is an open research field. In this study, the first time, 
we have explored DL models to detect abusive language 
from Urdu and Roman Urdu text. Urdu and Roman Urdu 
scripts both have complex and unique features. To the best of 
our knowledge, it is the first study that considers both scripts 
of Urdu. We empirically compared the performance of four 
DL models with five ML models. We conclude that DL mod-
els are more effective than ML models to detect abusive 
comments for Urdu and Roman Urdu. We have found that 
the CNN model outperforms the other DL and ML models 

on both datasets. The hybrid model CLSTM performs better 
than LSTM and BLSTM models. LSTM and IBK show the 
worst performance from the DL and ML models. One-layer 
architecture of LSTM performs better than two hidden layers 
architecture, but it is not the same for BLSTM. We have also 
found that the Roman Urdu script is more challenging than 
Urdu for automatic processing.

For future work, we aim to design a large dataset from 
other social media applications such as Facebook and Twit-
ter to detect abusive language and hate speech. Because 
Urdu and Hindi are almost the same languages. A study to 
design a multilingual dataset of Urdu and Hindi and explore 
automatic classification methods to process the proposed 
dataset would significantly contribute to researchers. Fur-
ther, another research direction is to explore hybrid models 
of DL and ML to detect abusive language [51].
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