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Abstract
Automatic detection of cyberbullying in social media content is a natural language understanding and generic text classifi-
cation task. The cultural diversities, country-specific trending topics hash-tags on social media, the unconventional use of 
typographical resources such as capitals, punctuation, emojis and easy availability of native language keyboards add to the 
variety and volume of user-generated content compounding the linguistic challenges. This research focuses on cyberbully-
ing detection in the code-mix data, specifically the Hinglish, which refers to the juxtaposition of words from the Hindi and 
English languages. We explore the problem of cyberbullying prediction and propose MIIL-DNN, a multi-input integrative 
learning model based on deep neural networks. MIIL-DNN combines information from three sub-networks to detect and 
classify bully content in real-time code-mix data. It takes three inputs, namely English language features, Hindi language 
features (transliterated Hindi converted to the Hindi language) and typographic features, which are learned separately using 
sub-networks (capsule network for English, bi-LSTM for Hindi and MLP for typographic). These are then combined into 
one unified representation to be used as the input for a final regression output with linear activation. The advantage of using 
this model-level multi-lingual fusion is that it operates with the unique distribution of each input type without increasing 
the dimensionality of the input space. The robustness of the technique is validated on two datasets created by scraping data 
from the popular social networking sites, namely Twitter and Facebook. Experimental evaluation reveals that MIIL-DNN 
achieves superlative performance in terms of AUC-ROC curve on both the datasets.
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1 Introduction

Social media has reshaped communication by facilitating 
healthy discussions and candid conversations in which 
people engage on the community-centric platform by shar-
ing ideas, thoughts and information. As one of the popular 
and modern means of communication, social networking 
sites provide a constructive platform for market research, 
decision-making process and government intelligence [1, 
2]. Undoubtedly, its mass adoption, effortless availability 

and popularity can get users united in a very short time and 
allow gathering opinion from different people on an issue 
in just a click. But this virtual social world can also fuel and 
witness different anti-social activities such as scams, fake 
news, rumors and cyberbullying. Social media may seem 
positive and safe, but it affects our daily lives more than 
we can think of. According to a study by Harvard Univer-
sity, “self-disclosure on social networking sites lights up 
the same part of the brain that also ignites when taking an 
addictive substance. The reward area in the brain and its 
chemical messenger pathways affect decisions and sensa-
tions” [3]. The overuse of social media can disrupt psycho-
logically leading to social withdrawal, depression, anxiety 
and insomnia. Further, social media hacks and oversharing 
makes one’s identity extremely vulnerable.

A large portion of the youngsters has progressed toward 
becoming casualties of cyberbullying which is one the most 
severe and unethical way to harass or humiliate others. It 
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refers to bullying a person or a group by sending inappropri-
ate messages by means of electronic communication [4]. The 
target of cyberbullying is to harass, humiliate or to harm the 
reputation of cyber victim and to create infinite social dilem-
mas. Cyberbullying is not confined to any particular coun-
try or religion and has spread its roots all over the world. 
Recent statistics1 are frightening and show steady growth 
in cyberbullying. A 2007 Pew Research study2 found “32% 
of teens have been victims of some type of cyberbullying”. 
Nearly a decade later, 2016 and 2019 studies by the Cyber-
bullying Research Center3 found those numbers were almost 
unchanged. In 2019, a new poll released by UNICEF and 
the UN Special Representative4 of the Secretary-General 
(SRSG) on Violence against Children revealed that “one in 
three young people in 30 countries said they have been a 
victim of online bullying, with one in five reporting having 
skipped school due to cyberbullying and violence”. Young 
children, women, and people with a non-traditional sexual 
orientation are the most common targets for online bullies. 
That is, by 2019, nearly 43% of teens reported they were vic-
tims of cyberbullying. In the Indian context, a recent study 
that was conducted amongst 630 adolescents in Delhi-NCR 
reported that one in every tenth respondent, that is, around 
9.2% had experienced cyberbullying. The survey also dis-
cussed the increased vulnerability with the rise of the inter-
net and that only 50% of the victims report the harassment 
[5].

Social media has made cyberbullying a lot easier than 
it used to be due to it being much reckless in reach and 
virality that too with anonymity and without any restric-
tions. Social media cyberbullying is most prevalent on Ins-
tagram (42%), followed by Facebook (37%) and Snapchat 
(31%).5 Typically, online bullying involves sending or post-
ing harmful content or negative comments about a person. 
It intends to embarrass or humiliate a person to ruin his/
her dignity, confidence and self-esteem [6]. The results 
of cyberbullying are dangerous and may affect the victim 
socially, mentally or psychologically. Hence, it is important 
to promptly detect cyberbullying to prevent it from becom-
ing a global epidemic. Automatic detection of cyberbullying 
in social media content is a natural language understanding 
and generic text classification task. The cultural diversities, 
country-specific trending topics—hash-tags on social media 

and easy availability of native language keyboards add to the 
variety and volume of user-generated content compound-
ing the linguistic challenges. The users are usually more 
comfortable conversing in their native language. Recent 
statistics6 show that Hindi is the fourth most widely spoken 
language around the world with about 310 million native 
speakers, coming in only after Chinese, Spanish and Eng-
lish. An upsurge in the use of hybrid of Hindi and English 
languages has been observed [7]. The availability of key-
boards with ‘Devanagari’ scripts on mobile phones has made 
it a popular language choice. A research study from Parshad 
et al. [8] shows that people are more fluent in Hinglish than 
in English alone. The anglicization of language, that is, to 
make or become English in sound, appearance, or character, 
is a semeiotical practice by the Millennials and generation-Z 
on social media. The mixture of languages can be observed 
in the text as follows:

• Transliterated Code-mix: I hate this girl!!! Ek dum 
ghatiya aur cheap hai 

• Literal Code-switch: I hate this girl!!! एक दम घटिया और 
cheap है 

The first case is an example of transliterated bilingual 
code-mixing where one language/script word (Hindi) is tran-
scribed into a source language (English) such that the source 
phonetics is preserved. This is also known as phonetic typ-
ing. The second example describes a literal bilingual code-
switch, where the actual words of one language (Hindi) are 
mashed up with the other language (English) demonstrat-
ing language alternation [9]. The research presented in this 
paper focuses on cyberbullying detection in the code-mix 
data, specifically the Hinglish, which refers to the juxtaposi-
tion of words from Hindi and English language. Further peo-
ple express themselves in a certain style without adhering to 
the formal mechanisms for grammar and punctuation. The 
unconventional use of typographical resources such as capi-
tals, punctuation and emojis is another commonly observed 
phenomenon in real-time social media text. Thus, it is neces-
sary to comprehend the multiple inputs as features to train a 
learning model for classifying the incoming post as bullying 
or non-bullying. The hierarchical learning capabilities and 
generalization offered by deep learning architectures have 
made them a popular choice within the natural language text 
processing and specifically within the research area of cyber-
bullying detection. We explore the problem of cyberbullying 
prediction and propose MIIL-DNN, a multi-input integrative 
learning model based on deep neural networks. MIIL-DNN 
combines information from three sub-networks to detect and 

1 https ://www.first siteg uide.com/cyber bully ing-stats /.
2 https ://www.pewre searc h.org/inter net/wp-conte nt/uploa ds/sites /9/
media /Files /Repor ts/2007/PIP-Cyber bully ing-Memo.pdf.pdf.
3 https ://www.cyber bully ing.org/.
4 https ://www.unice f.org/press -relea ses/unice f-poll-more-third -young 
-peopl e-30-count ries-repor t-being -victi m-onlin e-bully ing.
5 https ://www.ditch thela bel.org/wp-conte nt/uploa ds/2017/07/The-
Annua l-Bully ing-Surve y-2017-1.pdf.

6 https ://www.en.wikip edia.org/wiki/List_of_langu ages_by_numbe 
r_of_nativ e_speak ers.

https://www.firstsiteguide.com/cyberbullying-stats/
https://www.pewresearch.org/internet/wp-content/uploads/sites/9/media/Files/Reports/2007/PIP-Cyberbullying-Memo.pdf.pdf
https://www.pewresearch.org/internet/wp-content/uploads/sites/9/media/Files/Reports/2007/PIP-Cyberbullying-Memo.pdf.pdf
https://www.cyberbullying.org/
https://www.unicef.org/press-releases/unicef-poll-more-third-young-people-30-countries-report-being-victim-online-bullying
https://www.unicef.org/press-releases/unicef-poll-more-third-young-people-30-countries-report-being-victim-online-bullying
https://www.ditchthelabel.org/wp-content/uploads/2017/07/The-Annual-Bullying-Survey-2017-1.pdf
https://www.ditchthelabel.org/wp-content/uploads/2017/07/The-Annual-Bullying-Survey-2017-1.pdf
https://www.en.wikipedia.org/wiki/List_of_languages_by_number_of_native_speakers
https://www.en.wikipedia.org/wiki/List_of_languages_by_number_of_native_speakers
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classify bully content in real-time code-mix data. It takes 
three inputs, namely English language features, Hindi lan-
guage features (transliterated Hindi converted to the Hindi 
language) and typographic features, which are learned sepa-
rately using sub-networks and are then combined into one 
unified ‘concat feature’ representation to be used as the input 
for a final regression output. The three sub-networks are:

• English sub-network: Capsule Network with dynamic 
routing is used to GENERATE semantic context vectors 
using pre-trained GloVe embeddings.

• Hindi sub-network: We use the Google Transliteration—
Translator toolkit7 to implement a language transforma-
tion module where the transliterated Hindi text is con-
verted to Hindi language text. Bi-directional LSTM is 
then used to generate the feature vector using pre-trained 
word embedding for the Hindi language provided by fast-
Text.

• Typographic sub-network: MLP is used to operate over 
typographic feature vector.

These sub-networks are then concatenated together to 
form the final multi-input integrative learning model which 
generates a regression output with linear activation. Charac-
teristically, MIIL-DNN is the foremost model-level feature 
fusion deep neural architecture for code-mix data which also 
uses transfer learning to increase the size of the training 
dataset. The robustness of the technique is validated on two 
datasets created by scraping data from the popular social net-
working sites namely, Twitter and Facebook. Experimental 
evaluation of MIIL-DNN reveals that it achieves superla-
tive performance in terms of AUC-ROC curve on both the 
datasets.

The paper is organized as follows: in the next section, a 
brief discussion on related studies is given. Section 3 expli-
cates the details about the proposed model followed by the 
results and discussion in Sect. 4. The last section, Sect. 5 
presents the conclusion of the work undertaken.

2  Related studies

Cyberbullying has been majorly studied as an application 
area of hate-speech detection and toxic comment classifica-
tion. Few systematic reviews on cyberbullying are available 
in the literature [6, 10, 11]. Most of the primary studies done 
on automatic cyberbullying detection are based on using 
machine learning and deep learning techniques on mono-
lingual content, i.e. based on the use of one language only, 
primarily English [12–25].

Studies have also been reported on cyberbullying detec-
tion in languages other than English. Ptaszynski et al. [26] 
reported a study to detect cyberbullying in Polish. Gordeev 
[27] studied verbal aggression detection in Russian and Eng-
lish language image boards. Ibrohim et al. [28] and Pratiwi 
et al. [29] studied hate speech and abusive language identi-
fication in Indonesian tweets. Haider et al. [30] proposed a 
multilingual cyberbullying detection system using machine 
learning and natural language processing techniques and 
validated their model on content written in the Arabic lan-
guage from Facebook and Twitter data. In another study, 
Haider et al. [31] extended their previous work and provided 
a solution for detecting cyberbullying in Arabic content and 
stopping cyberbullying. Pawar et al. [32] proposed a multi-
lingual cyberbullying detection system for the detection of 
cyberbullying in two Indian languages namely: Hindi and 
Marathi. Arreerard et al. [33] proposed a model for classi-
fication of defamatory Facebook comments in the Thai lan-
guage using machine learning classifiers. Tarwani et al. [34] 
developed a system to detect cyberbullying in Hindi–English 
code-mixed Instagram and YouTube comments using eight 
machine learning techniques. Bohra et al. [35] reported the 
use of supervised machine learning technique on a data-
set of code-mixed Hindi–English tweets from Twitter for 
hate speech detection. In the same year, Singh et al. [36], 
used multimodal naïve Bayes, decision tree, support vector 
machine, multilayer perceptron, long-short term memory 
and convolutional neural networks for aggression detection 
in code-mix corpus created from Facebook. Results showed 
that the best accuracy of around 73% was obtained using 
convolutional neural networks. Santosh et al. [37] detected 
hate speech from Hindi–English code-mixed social media 
text using two LSTM models namely the sub-word level and 
hierarchical model with attention. Gupta [38] utilized bi-
directional sequence models to tackle a classification prob-
lem in categorizing social content written in Hindi–English 
into abusive, hate-inducing and not offensive categories. 
Various secondary studies on cyberbullying detection on 
multilingual content have also been reported [39, 40].

3  The proposed MIIL‑DNN model

As a typical natural language text classification task, auto-
matic detection of bully content depends on feature engi-
neering and learning model. Social media has created a 
new ‘text-speak’ genre of language which is more direct 
or casual or polemical. Shorthand English has become a 
social norm and is full of abbreviations, hashtags emojis and 
new-fangled uses of punctuation. It consists of some novel 
words (such as selfie), wordplay (greaaattttttt for great), 
neologisms (l8r for later), and Internet slangs (TTLY for 
talk to you later). While English dominates this shortened 7 Google Input Tools: https ://www.googl e.co.in/input tools /try/.

https://www.google.co.in/inputtools/try/
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text-speak, a vast amount of static and dynamic web con-
tent is continuously generated by non-native writers. Multi-
linguality is a commonly observed phenomenon. All these 
multiple inputs make the task of automated text analytics 
computational intensive. A critical challenge is to find tech-
niques for multi-lingual input-type fusion which can either 
be done at an early or a later stage (early fusion, late fusion) 
or at a model level. While early fusion takes a combined rep-
resentation to train the network, in late fusion, the features 
of each language are examined and classified independently 
and the results are fused as a decision vector to obtain the 
final decision. Early fusion suffers because it increases the 
dimensionality of the input data without considering the 
unique distribution of each input type and further demands 
normalization to avoid giving added weight to the input type 
with more dimensions. Though late or decision level fusion 
is easy as compared to early feature fusion and facilitates 
the use of best suitable classifier or model to learn its fea-
tures, it significantly isolates interactions among different 
features. Moreover, as different classifiers are used for the 
analysis task, the learning process of all these classifiers at 
the decision-level fusion stage becomes tedious and time-
consuming. We propose a medial fusion strategy, that is, the 
model-level fusion which resolves the cons of both early and 
late fusion. It exploits correlation in data as different sub-
networks are used to operate over features which are learned 
separately for each input type and then combined into one 
unified representation.

Text classification in a multilingual code-mix input can 
either be done by translating the input into a mono-lingual 
dataset (English only) or by using a language-dependent 
method (English and Hinglish) without translation. The 
translation method has a serious shortcoming as it may cause 
an ambiguity or failure of the translation resulting in wrong 
semantics and feature vector generation used to train the 
model. For example, the English translation of the Hindi 

transliterated text “yeh ladki ekdum chaalu hai” is wrongly 
translated to “This girl is on the move” (Fig. 1).

On the other hand, the language-dependent model 
requires a large labeled training dataset for every new lan-
guage, which is a computationally expensive job. Therefore, 
to bridge the limitation between translated method and lan-
guage-dependent method, we use the Google Translitera-
tion—Translator toolkit, such that word-level transliteration 
is done to convert Hinglish text to Hindi. This also enables 
to capture the right textual interpretation, for example, the 
correct transliteration to Hindi for “yeh ladki ekdum chaalu 
hai” is “यह लड़की एकदम चालु है”.

The hierarchical learning capabilities and generalization 
offered by deep learning architectures have made them a 
popular choice within natural language text processing [41]. 
The most sophisticated bullying classification methods are 
trained on general corpora with vast amounts of labeled data 
which are not suitable to a code-mix data (English and a 
low-resource language like Hindi). Transfer learning meth-
ods look like a promising solution to this challenge of the 
scarcity of labeled data. In transfer learning, we first train a 
base network on a base dataset and task, and then we repur-
pose the learned features, or transfer them, to a second target 
network to be trained on a target dataset and task. The core 
idea behind these models is that by training language mod-
els on very large corpora and then initializing down-stream 
models with the weights learned from the language mod-
eling task, a much better performance can be achieved The 
initialized layers can range from the single word embedding 
layer to the whole model [42].

Thus, the proposed integrative learning network, MIIL-
DNN combines information from three sub-networks trained 
using three inputs, namely English, Hindi and typographic, 
respectively. We use transfer learning by fine-tuning the 
pre-trained word embeddings (GloVe for English and fast-
Text for Hindi) for the domain-specific words to increase 
the size of the training dataset. These three sub-networks 

Fig. 1  Example of translation ambiguity
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include capsule network with dynamic routing [43] sub-
network to generate English semantic context vectors using 
pre-trained GloVe embeddings. Hindi bi-directional LSTM 
sub-network used to generate the feature vector using pre-
trained word embedding for the Hindi language provided by 
fastText and Typographic feature sub-network where MLP is 
used to operate over typographic input data. Subsequently, 
a model-level feature fusion of sub-network outputs is done 
to generate the output class. That is, these sub-networks are 
then concatenated together to form the final multi-input inte-
grative learning model which generates a regression output 
with linear activation. The following sub-sections explicate 
the details of MIIL-DNN. Figure 2 depicts the architecture 
of the proposed MIIL-DNN network.

3.1  Dataset creation

Two datasets were created by scraping data from the popu-
lar social networking sites namely, Twitter and Facebook. 
Data was based on the selection of certain hashtags and 

keywords from the domain of politics, public figures, enter-
tainment, etc. and was restricted to code-mixed ‘Hinglish 
(Hindi + English)’ language. The posts fetched from Face-
book were “profile-based”. The most popularly searched 
profiles of Sh. Narendra Modi ji (Prime Minister of India), 
Mr. Shahrukh Khan (actor), public profiles of NDTV (news 
channel) and Jawaharlal Nehru University (university in 
India) were observed for the data analysis. GraphAPI was 
used for the extraction of Facebook comments. For Twitter, 
“topic-based” tweets were scraped that belonged to the most 
trending topics such as “#Ind VS Pak, #Beaf Ban, #mov-
ies”. Tweepy tool was used for the extraction of tweets from 
Twitter. Also, the posts that were solely written in English 
or Hindi or code-mix of English and Hindi were removed 
using manual filtering. Finally, two datasets with 6500 (Eng-
lish–Hindi) code-mixed posts each, for both Facebook, Data-
set 1 (DS-I) and Twitter, Dataset 2 (DS-2) were created.

The datasets were annotated for two categories, namely 
cyberbullying and non-bullying. The details for the tag-cat-
egorization are given in Table 1.

GloVe 
Embedding

fastText

Typographic 
features

Fully 
Connected 

+ 
Linear 

Activation

Prediction

Concat 
feature

English

Hindi

Fig. 2  The proposed MIIL-DNN architecture



2032 A. Kumar, N. Sachdeva 

1 3

Tables 2 and 3 give the details about the average post and 
word length in different class text, respectively.

3.2  Data pre‑processing

The primary intent of pre-processing was to transform the 
data for the extraction of features [44]. The process included

• Removing tags, numbers, URLs, mentions, stopwords 
and punctuations.

• Spell check, lemmatization and stemming.
• The tokens are converted to lower case.
• Substituting slangs and emojis using the SMS Diction-

ary8 and emojipedia9 respectively.
• Punctuations are usually discarded during data pre-pro-

cessing phase but in casual or informal writing such as 
text message or online posts, these are used as a tech-
nique to add emphasis to written text. Therefore, the 
count of each punctuation mark (!, ?,., capitalization, ‘x’, 
“x”) is extracted as typographic feature set to train the 
model [9].

Tokenization [45] of Facebook posts and tweets was then 
done using the TreebankWordTokenizer of Python Natu-
ral Language Toolkit (NLTK).10 Subsequently, language 
transformation is done to decode the Hinglish language 
tokens using transliteration into Hindi. Transliteration is 
the conversion of text written in one script (language) into 
text written in another script (language), while maintaining 
the pronunciation to the greatest possible extent [46]. There 
is no change in grammar or meaning. Unlike translation 
which tells the meaning in the target language, translitera-
tion is based on the pronunciation in the target language, 
and not on the meaning. For example, for the Hindi phrase 
‘मुझे उसका तरीका बिलकुल अच्छा नहीं लगता’, its translation 
in English would be ‘I don’t like her way’ and ‘Mujhe uska 
tareeka bilkul achha nahi lagta’ is the transliterated Hindi. 
We use the Google Transliteration—Translator  toolkit11 to 
implement this language transformation module where the 
transliterated Hindi text is converted to the Hindi language.

3.3  Feature extraction

Manual feature extraction is computationally expensive 
[47] whereas feature learning techniques such as word 
embeddings enable vector representations of a word in a 
vector space where words sharing certain semantic or syn-
tactic relationships exist in close vicinity of each other. 
Such knowledge allows us to do away with manual feature 
engineering required to gain semantic and local contextual 
insight. Subsequently in transfer learning, the embedding 
layer is initialized using third-party embeddings such as 
GloVe, Word2Vec or fastText and the semantic informa-
tion between words that was learned during the embedding 
process is transferred. In this work, we use the GloVe pre-
trained embedding and the fastText pre-trained embedding 
to initialize the English and Hindi sub-networks respectively.

The count-based GloVe embedding is used to seed the 
sub-network for the English language feature vector gen-
eration [48]. This feature vector is given as input to the 
CapsNet. A capsule is trained to specify the features of the 
object and its likelihood. Thus the objective of the capsule 
is not just feature detection but also to train the model to 
capture the context features. Similarly, we use a pre-trained 
word embedding for the Hindi language provided by fast-
Text to train a bidirectional LSTM sub-network such that 
word features H = (h1, h2, …, hn) are concatenated from both 
directions.

Additionally, punctuations such as exclamation mark, 
quotation marks, capitalization add emphasis in written 
informal text and are significant signs which assist to com-
prehend the context inconsistency or intensity within the 

Table 1  Tags and their counts for both the datasets

Dataset 1 (DS-I) [Face-
book]

Dataset 
2 (DS-
II)
[Twitter]

Bullying (B) 3275 3350
Non-bullying (NB) 3225 3150
Total 6500 6500

Table 2  Average post-length in different class text for both the data-
sets

Dataset 1 (DS-I) [Facebook] Dataset 1 (DS-II)
[Twitter]

B 27.75 27.035
NB 27.63 26.75

Table 3  Average word length in 
different class text for both the 
datasets

Dataset 1 (DS-
I) [Facebook]

Dataset 
2 (DS-
II)
[Twitter]

B 4.505 4.76
NB 4.24 4.10

10 https ://www.nltk.org/.

8 SMS Dictionary. Vodacom Messaging. Retrieved 16 March 2012.
9 https ://www.emoji pedia .org/.

https://www.nltk.org/
https://www.emojipedia.org/
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text [9]. Similarly, target curse words11 also act as textual 
indicators and therefore the presence of offensive/profane 
words must be included as an important typographic fea-
ture. Thus, the typographic feature vector t with six tuples 
is < r, e, p, u, q, c >, where r is the frequency of recurring 
alphabetic character (that is, if recurrence > 2 set r = 1, else 
0) and e, p, u and q defines the count of exclamation marks, 
periods, uppercase letters, single quotes (‘’) or double quotes 
(“”), respectively, and c defines the presence of curse word 
within the text. The conceptual flow of feature extraction is 
shown in Fig. 3.

Different deep learning models are then applied, as 
sub-networks for this multi-input data that are English and 
Hindi language input mapped to real-valued vectors using 
pre-trained word embeddings GloVe and fastText, respec-
tively, and numeric/categorical pragmatic data. These inputs 
are fed into the respective sub-networks namely, CapsNet 
for English, bi-LSTM for Hindi and multi-layer perceptron 
(MLP) for pragmatic to model an integrative learning net-
work which combines information from the sub-networks. 
Each sub-network of this deep learning network is explained 
in the following sections.

3.4  Capsule network (CapsNet) with dynamic 
routing sub‑network for English input

A capsule network is composed of many capsules [49]. A 
capsule can be a neuron or set of neurons which output a 
vector rather than a single value scalar. This vector usually 
carries additional information that would otherwise be lost 
by the summation process (max-polling). The key concepts 
of capsule nets include substituting the scalar-output feature 
detectors of CNNs with vector-output capsules and replacing 
the max-pooling with “routing-by-agreement.” The purpose 
of the capsule is not only to detect a feature but, also to train 
the model to learn the variant. Various routing algorithms 
such as static, dynamic, clustering and attention based have 
been proposed in the relevant literature on text classification. 

Most of the work relies on the customary dynamic routing 
algorithm where basically the capsules ‘vote’ which capsule 
to output to [43]. In contrast to CNNs which require training 
on large datasets, the generalization capabilities of CapsNets 
on smaller datasets make them competent and conducive 
for use in various real-life applications. The following sub-
sections explicate the details:

3.4.1  Embedding layer

The embedding layer of a neural network converts an input 
from a sparse representation into a distributed or dense rep-
resentation. Word embedding facilitates natural language 
understanding by means of semantic parsing such that the 
meaning from text is extracted preserving the contextual 
similarity of words. In this research, we pre-train the model 
on a general dataset using GloVe word embeddings and use 
transfer learning to train it on the domain-specific problem. 
The GloVe embedding is pre-trained on Twitter (2B tweets, 
27B tokens, 1.2 M vocab, uncased, 200d vectors) data.

3.4.2  Encoding layer: capsule network

The matrix of word vectors produced by GloVe is converted 
into a feature vector of one dimension by the encoding layer. 
The encoding layer is implemented as a capsule network. 
The network consists of the convolution layer, the primary 
caps layer, and the class caps layer such that the outputs from 
one capsule (child) are routed to capsules in the next layer 
(parent). The detailed functionality of each layer is explained 
in the following subsections.

• Convolution layer

Extraction of features from the given input is done by 
the convolution layer. This layer performs the convolution 
operation and generates a feature fi for the given filter as 
given in the following equation:

Fig. 3  Feature extraction in 
MIIL-DNN Count of Punctuation-based features

Presence of Curse words
Identify tokens

fastText

<ENGLISH>

Language
Identification

<HINGLISH>

GloVe 

11 https ://www.cs.cmu.edu/~biglo u/resou rces/bad-words .txt.

https://www.cs.cmu.edu/~biglou/resources/bad-words.txt
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where fi ( i = 1, 2, 3,… ., n) represents the feature produced, 
� is ReLU function used or activation, Kh,d ∈ ℝ

h×d is the fil-
ter, Xi represents the input word vector, and bi is a bias term.

• Primary caps layer

This low-level layer takes the previous convolution layer 
scalar output to generate vector outputs called capsules. 
Capsule networks can be visualized as tree-like representa-
tions that learn transformations to associate the parts of an 
object to the whole. Capsules provide a way to detect parts 
of objects identifying the child and parent capsules such 
that the output of the capsule gets sent to an appropriate 
parent in the layer above. The key question that needs to be 
answered is which parts belong to which parents. A powerful 
non-linear dynamic routing captures the part-whole relation-
ship dynamics of the capsules and ensures the output of a 
capsule is sent to a suitable parent. This ensures that if after 
applying a transformation to the part, we have the same or a 
similar feature vector to that of the parent, then we update a 
parameter for the likelihood that the two capsules are linked 
as parent/child. Another key issue is that of whether a part 
actually exists or not. This is determined by the length of the 
feature vector of a capsule.

The output of a single capsule ui is multiplied by a trans-
lation matrix Wij to produce a vector uj|i.

(1)fi = �

(
h∑

h=1

d∑

d=1

Kh,dXi+h,d + bi

)
,

(2)uj|i = Wijui,

where capsule ‘i’ is in the current lower level primary caps 
layer whereas capsule ‘j’ is in the next level layer. Using the 
iterative routing-by-agreement mechanism, lower level cap-
sule sends its output to higher level capsules whose activity 
vectors have a big scalar product with the prediction coming 
from the lower level capsule (Eq. 3):

where cij is the coupling coefficient that is calculated using 
a softmax function during the dynamic routing process as 
given by

where i ∈ [1, a] and j ∈ [1, k] , and k represents the number 
of classes bij = bij + uj|i.vj.bij is the initial logits (prior prob-
abilities that capsule i should be coupled to capsule j).

That is, till now we have multiplied the output of the pre-
vious capsule by weight matrices to encode the spatial rela-
tionships, then multiplied them with coupling coefficients 
to just receive the relevant information from the previous 
capsules. A non-linear “squashing” function is used to nor-
malize the length of the output vector of each capsule to [0, 
1]. Thus, on applying the squashing function sj, the output 
vector vj is given as

The dynamic routing algorithm is summarized in 
Algorithm 1.

(3)sj =
∑

i

cijuj|i,

(4)cij =
exp(bij)∑
kexp(bik)

,

(5)vj =
||||sj

||| |
2

1 + ||||sj
||| |

2

sj

||||sj
||| |
.

Algorithm 1 Dynamic routing algorithm [42] 
Initialize logit parameters bij= 0 for all capsule i in layer l and capsule j in layer (l + 1). 

1: for1:MaxIter do

2: cij = 
( )

∑ ( )
for all capsule i in layer l. 

3: sj = ∑ | and vj = for all capsule j in layer (l + 1). 

4: bij = bij + | , for all capsule i in layer l and capsule j in layer (l + 1). 

5: end for
< >
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• Class caps layer

The output of the lower level capsule which is a linear 
combination of different predictions is sent to an appropriate 
parent in the layer above. Moreover, according to the degree 
of agreement, as measured by the dot product, between the 
prediction and the final output of the higher level capsule, 
i.e. after the squashing, the routing-by-agreement algorithm 
increases or decreases the coupling to adjust different contri-
butions of different capsules. After the prediction vectors are 
calculated, they are linearly summed as in Eq. 3 to get the 
total input of the capsule, which is then squashed as Eq. 5 to 
calculate the output of this capsule. The prediction made by 
the network after convergence is of course the class with the 
largest output vector norm. The final class caps layer outputs 
a vector to represent the existence of the entity. That is, the 
length of the activation vector characterizes the probability 
of the existence of the entity. We refer to the normalized 
outputs from the class caps layer and use them as features 
for our bully detection classifier. Figure 4 summarizes the 
operations within a capsule.

3.5  Bi‑directional long short‑term memory 
(bi‑LSTM) sub‑network for Hindi input

Training a model on a huge dataset and then re-using the 
pre-trained model for a target task (transfer learning), can 
be valuable to low-resource languages such as Hindi, where 
the amount of labeled data is limited. Here, we use a pre-
trained word embedding for Hindi language provided by 
fastText to train a bidirectional LSTM sub-network such 
that word features H = (h1, h2, …, hn) are concatenated from 
both directions. This model is trained using CBOW with 
position-weights, in dimension 300, with character n-grams 
of length 5, a window of size 5 and 10 negatives.

A long short-term memory (LSTM) is a type of recur-
rent neural network that addresses the vanishing/exploding 
gradient problem with RNNs. LSTMs introduce the concept 
of cell states, which provide “highways” for the gradient to 
flow backward through time freely, thereby making it more 
resistant to the vanishing gradient problem. The cell state 
can be thought of almost like data stored in a computer’s 
memory. LSTMs can “remember” or “forget” information 
in the cell state by using specialized neurons called “gates”. 
This way, LSTMs can retain long-term dependencies and 
connect information from the past to the present. There are 
three major gates, namely the forget gate, input gate and the 
output gate (Eqs. 6–11):

where 

• xt is the tth word vector that is it denotes the word repre-
sentation of wt,

• WiWfWoWs are model parameters,
• bibf bobs represents the bias vectors,
• � is the sigmoid function used as the gate activation func-

tion,

(6)it = �
(
Wi ⋅

[
ht−1, xt

]
+ bi

)
,

(7)ft = �
(
Wf ⋅

[
ht−1, xt

]
+ bf

)
,

(8)ot = �
(
Wo ⋅

[
ht−1, xt

]
+ bo

)
,

(9)st = tanh
(
Ws ∙

[
ht−1, xt

]
+ bs

)
,

(10)ct = ft ∗ ct−1 + it ∗ st,

(11)ht = tanh
(
ct
)
∗ ot,

Fig. 4  Operations within a 
capsule
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• ∗ represents the product (element-wise),
• tanh is the hyperbolic tangent function.

Bidirectional learning in LSTMs trains two LSTMs to 
allow the propagation of input in both backward (previous 
time steps) as well as forward (later time steps) direction 
in time to make predictions about the current state. This 
adds past and future context as a bonus to the network and 
improves the results. We use bidirectional LSTM (bi-LSTM) 
[50] to obtain word features H = (h1, h2, …, hn) concate-
nated from both directions. A forward LSTM processes 
the sentence (tweet/post) from x1 to xn, while a backward 
LSTM processes from xn to x1. For word xt, a forward LSTM 
obtains a word feature as ��⃗ht and a backward LSTM obtains 
the feature as �⃖�ht [9]. Then  hi is calculated using (12):

where hi is the output of the ith word, ⊙ function is a con-
catenation function. Generally, different merge modes can 
be used to combine the outcomes of the bi-LSTM layers. 
These are concatenation (default), multiplication, average, 
and sum.

(12)hi =
(
��⃗hi ⊙ �⃖�hi

)
,

�⃗h is the forward hidden sequence and �⃖h is the backward 
hidden sequence calculated iteratively for time step from 
t = T to 1 for the backward layer and t = 1 to T for the forward 
layer.

3.6  Multi‑layer perceptron (MLP) sub‑network 
for pragmatic features

The pragmatic feature vector is trained using a multilayer 
feed-forward neural network which is a special type of fully-
connected network with multiple single neurons. MLP can 
be viewed as a logistic regression classifier where the input 
is first transformed using a learnt non-linear transformation 
Φ. This transformation projects the input data into a space 
where it becomes linearly separable. This intermediate layer 
is referred to as a hidden layer. A single hidden layer is suf-
ficient to make MLPs a universal approximator. The types 
of layers in a typical MLP are as follows as shown in Fig. 5:

• Input layer: input variables, sometimes called the visible 
layer.

• Hidden layers: layers of nodes between the input and out-
put layers. There may be one or more of these layers.

Fig. 5  MLP architecture

Fig. 6  Multi-lingual fusion 
strategies

Language 1 
feature

Language 2 
feature

Language 1 
feature

Language 2 
feature

Language 1 
feature

Language 2 
featureEARLY MULTI-LINGUAL 

FUSION
MODEL-LEVEL MULTI-

LINGUAL FUSION LATE MULTI-LINGUAL 
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• Output layer: a layer of nodes that produce the output 
variables.

In this work, the MLP consists of a single hidden layer 
which is fully connected to the input layer as well as the 
output layer. The standard logistic sigmoid is used as the 
activation function in the MLP.

3.7  Concatenation and output

Typically, multi-lingual fusion strategies can be categorized 
into early, model-level and late fusion. The early multi-lin-
gual fusion strategy involves concatenation of features from 
different languages, the model-level multi-lingual fusion 
involves concatenation of high-level feature representations 
from different languages and the late multi-lingual fusion 
involves the fusion of predictions from different languages 
as shown in Fig. 6.

In this work, the output features from the sub-networks 
are concatenated to generate the final concat feature using 
model-level multi-lingual fusion strategy. This concat fea-
ture is the shared representation which combines the high-
level representation features of each input type. This fusion 
strategy helps to complete the essence of multi-input integra-
tive learning proposed in this work. Unlike early fusion, this 
strategy helps to circumvent the curse of dimensionality and 
synchronization between different features and at the same 
time does not isolate interactions among different languages 
as in late fusion. Finally, the shared representation is given to 
the fully-connected layer which generates a regression out-
put with linear activation to detect cyberbullying for code-
mixed social media textual content.

4  Results and discussion

We experimented with the two datasets of 6500 tweets and 
posts each. The Facebook dataset, DS-I consisted of 3275 
posts as bullying and 3225 as non-bullying posts and the 
Twitter dataset, DS-II consisted of 3350 tweets as bully-
ing and 3150 tweets as non-bullying. We performed tenfold 
cross-validation and calculated the AUC curve. We used the 
Scikit-learn library and Keras deep learning library with 
Theano backend. Since three different models were used 

Table 4  Hyper-parameters for the model

Hyper-parameter Value

CapsNet No. of convolution layers 1
Batch size 64
No. of filters 32
Activation ReLU
Learning rate 0.001
Kernel_size 3
No. of capsules in PrimaryCaps 

layer
8

No. of nodes in PrimaryCaps layer 64
Routing time 2
Dimension of each capsule 8
Length of PrimaryCaps 2
Length of Digi Caps 2
Optimizer Adam

Bi-LSTM Number of layers 1
No. of nodes in each layer 64
Batch size 32
Optimizer Adam

MLP Number of hidden layer 1
No. of nodes in hidden layer 32
Batch size 32
Activation function of hidden layer ReLU
Optimizer Adam

Vector dimensions of 
the word embed-
dings

fastText; GloVe 300; 300

Fig. 7  Confusion matrix for 
DS-I and DS-II
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based on the input-type, the tuning of each model’s respec-
tive hyper-parameters was performed. The choice of model 
parameters was as given in Table 4.

Figure  7 illustrates a summary of prediction results 
using confusion matrix. It helps to visualize the proportions 
between the predicted and true label for both the datasets.

The proposed model reports a performance of approxi-
mately 0.97 for both the datasets as shown in Fig. 8. This is 
primarily because it combines an automatic feature extrac-
tion mechanism with the robustness, dynamism and flex-
ibility of the deeper neural architectures such as CapsNet 
and bi-LSTM.

As we proposed training a CapsNet model for English 
tweets/posts, it was imperative to evaluate the robustness 
of this sub-network. We compared its performance with 
the existing state-of-the-art Toxic Comment Classifica-
tion Challenge dataset12 from a Kaggle competition. The 
dataset contains 159,571 Wikipedia manually labeled com-
ments categorized as toxic; severe toxic; obscene; threat; 
insult and identity hate. All these categories account for 
cyberbullying whereas any comment with value = 0 in all 
fields will indicate non-cyberbullying, i.e. non-toxic com-
ments. As per https ://www.kaggl e.com, the first place solu-
tion reported a performance of 0.9885 using a bi-GRU with 
the pseudo-labeling technique. The performance of the best 
single model of the competition was around 0.9869 and a 
single layer RNN-capsule network with GRU cell performed 
at 0.9857. Srivastava et al. [51] used capsule network with 
focal loss and achieved a ROC-AUC of 98.46 on the Kaggle 
toxic comment dataset. The performance of the proposed 
CapsNet was thus comparable at 0.9841. Figure 9 shows the 
ROC curves for all the toxic comment categories.

The Hindi bi-LSTM model was compared with other 
deep neural architectures, namely convolution neural net-
work (CNN) and LSTM. The accuracy results are shown 
in Table 5.

The variations for typographic content using four dif-
ferent classifiers, namely Naïve Bayes (NB), decision tree 
(DT), support vector machine (SVM) and MLP was also 
evaluated. Figure 10 depicts the accuracy results. Compa-
rable results were observed for NB, SVM and MLP. The 
choice of MLP was made to give coherence to the model 
architecture using only neural networks.

The results were also compared with the existing models 
of Hindi–English code-mix cyberbullying detection. Table 6 
depicts the analysis.

5  Conclusion

Intelligent adaptive models are required to deal with the 
information overload on the chaotic and complex social 
media portals due to its enormous growing usage. This has 
resulted in high incidences of cyberbullying on the web as 
compared to customary bullying practices. One of the chal-
lenges of cyberbullying these days is dealing with the use of 
code-mixed languages for bullying others. This work prof-
fered a model-level feature fusion model using deep neural 
networks to classify the incoming real-time post into bul-
lying or non-bullying categories. The contribution of the 
research is twofold: first, the problem of cyberbullying is 
taken as a generic case such that classification is done into 
two broad categories that is bullying and non-bullying as 
compared to earlier works on either toxic comment clas-
sification or hate-speech detection. This comprehensibility 
and generalization of the proposed model makes it easily 
scalable and applicable to high dimensional cross-platform, 
cross-lingual real-time datasets as well. Secondly, the pro-
posed integrative learning network, MIIL-DNN uses a 
model-level multi-lingual fusion to combine information 
from three sub-networks to generate the final output. We 
achieve an appreciable ROC–AUC of 0.97 on the datasets.

The primary limitations of working with a low-
resource language like Hindi and its combination with 
English suffers due to lack of tools, benchmark datasets 
and learning techniques. This research warrants a new 
line of inquiry to address these challenges and apply deep 
neural architectures to achieve a superlative performance. 
As a future direction, we would like to examine the deci-
sion-level (late) multi-lingual fusion and study its effect 
on the performance. We would also like to explore pre-
trained language models like Embeddings from Language 
Models (ELMo) and bidirectional encoder representations 
from transformers (BERT) instead of the pre-trained 

Fig. 8  Performance of MIIL-DNN on DS-I and DS-II

12 https ://www.kaggl e.com/c/jigsa w-toxic -comme nt-class ifica tion-
chall enge.

https://www.kaggle.com
https://www.kaggle.com/c/jigsaw-toxic-comment-classification-challenge
https://www.kaggle.com/c/jigsaw-toxic-comment-classification-challenge
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embeddings (GloVe and fastText) used. These dynamic, 
context-dependent, and instance-specific embeddings can 
improve the analytics on a bigger code-mixed dataset and 
a Hindi only dataset too.

Fig. 9  Performance results of toxic comment categories

Table 5  Variations with Hindi sub-network

Model Accuracy

CapsNet + CNN + MLP 0.9635
CapsNet + LSTM + MLP 0.9603
CapsNet + Bi-LSTM + MLP 0.9706
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