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Abstract
Plant recognition is a meaningful research that has attracted many researchers. Due to the variety of plants, it is difficult for 
the existing identification methods to identify their species efficiently. We proposes a plant recognition method based on 
Jaccard distance and Bag of words (BOW). Firstly, Jaccard distance is employed to calculate the similarity between the test 
sample and part of the training samples of all species, C

1
 species with the highest similarity are selected as candidate spe-

cies of the test image, which not only reduce the amount of computation but also shorten the time consumption. Secondly, 
BOW is employed to extract features from texture image and contour image, and support vector machine is used for training 
and classification. In our method, the texture and contour features of leaf images are extracted by Laws texture measure and 
Sobel operators respectively. The local and global features of the leaf can be described well. Some representative datasets are 
used to evaluate the proposed method and obtain high accuracy. Comparison with existing methods proves that the proposed 
method not only has a high accuracy, but also has robustness in noise environment.

Keywords Plant recognition · Feature extraction · Bag of words · Jaccard distance

1 Introduction

Plants are closely related to our life. The classification of 
plants plays an important role in the exploitation and pro-
tection of plant resources. With the rapid development of 
digital image processing and pattern recognition, more and 
more researchers pay attention to classification and identifi-
cation of plant species. In the plant species recognition, the 
leaves, flowers [1], barks [2], fruits, stems and roots of plants 
can be used to classification. However, flowers and fruits 
season for only a few months of the year, it is difficult to 

collect the images of flowers and fruits. Moreover, the sam-
ple images collected at different flowering periods are quite 
different. Leaves’ images are easier to collect than images 
of flowers and fruits, and the shape and texture of leaves 
are more stable. So, most of the studies use leaf to plant 
recognition and classification. The characteristics of the leaf 
image can be represented by its shape, texture and color. 
And shape features include leaf margin, leaf tip, leafstalk 
and so on. Saleem et al. [3] proposed a novel plant identi-
fication method, which used the optimized shape features 
extracted from the leaf images. Munisami et al. [4] proposed 
a method by extracting shape and color features for plant 
recognition, such as the length, width, area and the perimeter 
of the leaf, and color histogram. Zhang et al. [5] proposed 
shape features which used a combination of morphologi-
cal features to characterize the global shape of the leaf, and 
combined the global shape features with margin features. 
Some texture features presented by Turkoglu Muammer and 
Hanbay Davut [6], including region mean—LBP(RM-LBP), 
overall mean—LBP(OM-LBP) and ROM-LBP. They are the 
improved versions of the LBP method, and worked by con-
sidering the region and overall mean instead of the center 
pixel for coding. Savio et al. [7] proposed a new method for 
texture recognition based on CNs and pagerank. Discrete 
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Schroedinger transform(DST) [8, 9] is used for texture rec-
ognition and leaf recognition.

Many studies that combine the shape and texture fea-
tures of leaf for plant species recognition. Ali Jan Ghasab 
et al. [10] extracted shape, texture, morphology and color 
from leaf images to establish a feature search space, and 
employed the ant colony optimization (ACO) to obtain the 
best discriminant features. Liu et al. [11] combined the shape 
features include Hu moment invariants and Fourier descrip-
tors, and the texture features include local binary patterns, 
Gabor filters and gray-level co-occurrence matrices for plant 
recognition. Chaki et al. [12] proposed a novel methodol-
ogy, which uses Gabor filter and gray level co-occurrence 
matrix (GLCM) to model texture features and uses some 
curvelet transform coefficients with invariant moments to 
model shape features. VijayaLakshmi et al. [13] proposed 
an approach of leaf recognition by combining Haralick 
texture-based features, Gabor features, shape features, and 
color features. Zhang et al. [14] combined shape features and 
texture features, and principal component analysis and linear 
discriminant analysis are combined to reduce the dimension.

In the past years, many researchers used Bag of words 
(BOW) model for plant species recognition. Larese et al. 
[15] detected Scale-Invariant Feature Transform (SIFT) key-
points in segmented vein images, and used SIFT descriptors 
to build BOW model. Pires et al. [16] proposed a method 
which is based on Bag of Visual Words and several images 
local descriptors, including SIFT, dense scale-invariant fea-
ture transform (DSIFT), pyramid histograms of visual words 
(PHOW), speeded-up robust features (SURF), and histogram 
of oriented gradients (HOG). Wang et al. [17] proposed 
a new method of leaf recognition based on bag of words 
(BOW) and entropy sequence (EnS) obtained from dual-out-
put pulse-coupled neural network (DPCNN), the improved 
BOW enhance the ability to represent EnS’s features.

It can be seen from the above papers that the key to plant 
species identification and classification is whether the fea-
tures extracted from leaf are stable and whether they have 
good recognition ability. In general, it is difficult to achieve 
high recognition accuracy by only texture features or shape 
features. Therefore, to improve the representation ability 
of features, We proposes a new two-stage method of plant 
recognition based on Jaccard distance, Laws texture feature 
and contour feature of the image and bag of words (BOW).

The proposed method of plant species recognition has the 
following advantages: (1) Jaccard distance can exclude some 
classes that are more dissimilar to the test images, mean-
while, it can reduce the time consumption of recognition. 
(2) The combination of Laws texture feature and contour 
feature with BOW has higher accuracy of recognition than 
traditional BOW. (3) This method is robust to noise and it is 
easy to apply to image classification.

The rest of the paper is organized as follows: Sect. 2 
briefly introduces some related basic theories, including the 
Jaccard distance, bag of words and Laws’ texture measures. 
Section 3 introduces the details of we proposed two-stage 
recognition method. Section 4 presents experimental results 
on several representative leaf image datasets.

2  Related theory

The steps of feature extraction and classification are signifi-
cant in plant identification. In this section, we will introduce 
some theories related to the proposed method. Jaccard dis-
tance, Laws’ texture energy measure and bag of words are 
used to coarse classification, texture feature extraction, and 
classification respectively.

2.1  Jaccard distance

In image processing, different distance metrics are used to 
calculate the similarity between images, such as Euclidean 
distance, Jaccard distance [18, 19], Gaussian kernel distance, 
Mahalanobis distance [20] and so on. Jaccard distance is 
used to measure the difference between two sets, and Jac-
card similarity coefficient is used to measure the similar-
ity between two sets. Jaccard distance is defined as 1 sub-
tract Jaccard similarity coefficient. Therefore, the Jaccard 
distance between binary images can be calculated quickly. 
Suppose there are two binary images, set A and set B, the 
Jaccard similarity coefficients J and distances DJ are defined 
as follows:

where M11 is the total number of dimensions with values 
of 1 in both A and B, M01 is the total number of dimensions 
with value of 0 with A and value of 1 with B, M10 is the total 
number of dimensions with value of 1 with A and value of 0 
with B. In the calculation of the Jaccard distance and coef-
ficient, removed pixels with a value of 0 in both images, that 
is M00 . It is suitable for evaluating the similarity between 
leaf images.

2.2  Laws’ texture energy measures

Texture analysis is an important task in image process-
ing, and Laws is a significant operator in texture analysis. 
The essential principle of Laws texture energy measure is 
to apply the small convolution kernel to the digital image 

(1)J(A,B) =
M11

M01 +M10 +M11

,

(2)DJ(A,B) = 1 − J(A,B) =
M01 +M10

M01 +M10 +M11

,
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firstly, and then perform a nonlinear window operation to 
extract the high-frequency part or the low-frequency part 
of the image.

The proposed method uses a 5 × 5 micro-window to 
measure the grayscale irregularity of small areas centered on 
pixels. The two-dimensional convolution mask is obtained 
by convolving a set of one-dimensional convolution kernels 
of length 5. The one-dimensional convolution kernel is com-
posed of four basic texture vectors: level (L), edge (E), spot 
(S), and ripple (R). The one-dimensional convolution kernel 
is as follows:

We can obtain 16 different two-dimensional convolution ker-
nels by convolving a horizontal one-dimensional kernel with 
a vertical one-dimensional kernel. The two-dimensional ker-
nels are shown in Table 1.

Laws’ texture energy measures have the following steps 
[21]:

Step 1: Apply convolution kernels. Firstly, apply each of 
the 16 convolution kernels to the image of M rows and N 
columns which we want to texture analyze, and we can get 
a set of 16 M × N grayscale images.

Step 2: Performing windowing operation. The Texture 
Energy Measure (TEM) at the pixel replaces each pixel 
in the 16 M × N  individual grayscale images. Adding the 
absolute values of the local neighborhood pixels around 
each pixel produces a new set of images, which called TEM 
images.

Step 3: Normalize features for contrast. All convolution 
kernels we used are zero-mean except for the L5L5 kernel. 
Hence, the L5L5 image can be regarded as a normalized 
image, and the TEM image is normalized pixel by pixel with 
the L5L5T image (TEM image by L5L5 convolution kernel), 
that is, the feature is normalized for contrast.

Step 4: Combine similar features. The directionality of 
textures is not very significant in many applications. Hence, 

(3)L5(level) = [1 4 6 4 1],

(4)E5(Edge) = [−1 − 2 0 2 1],

(5)S5(Spot) = [−1 0 2 0 − 1],

(6)R5(Ripple) = [1 − 4 6 − 4 1].

the deviation in the dimensional characteristics is elimi-
nated by combining similar features. For instance, L5E5T 
and E5L5T are sensitive to vertical and horizontal edges, 
respectively. We can get a single feature that is sensitive to 
simple “edge content”by adding these TEM images together. 
The nine final energy maps are L5E5/E5L5, L5R5/R5L5, 
E5S5/S5E5, S5S5, S5R5/R5S5, R5R5, L5S5/S5L5, E5E5, 
and E5R5/R5E5.

2.3  Bag of words

The bag of words(BOW) model is a commonly used rep-
resentation in the field of information retrieval [22]. When 
applying the BOW model to image processing, the image 
can be represented in the form of a document, and it is a col-
lection of several “visual vocabulary”. Therefore, we need 
to extract the independent visual vocabulary from the image 
firstly, which usually requires the following three steps: (1) 
feature detection; (2) feature representation; and (3) diction-
ary generation.

Although there are differences between different samples 
of the same type of the target, we can still find the common 
characteristics among samples. Extract common features 
among these different samples as the visual vocabulary for 
identifying these target species. SIFT algorithm is widely 
used to extract local invariant features from images. SIFT 
features are invariant to rotation, scale scaling and bright-
ness variations, and it also has a certain degree of stability 
to the change of viewing angle and noise. Hence, we use 
these invariant features as visual vocabulary and construct 
a dictionary.

BOW model has the following three steps shown in 
Fig. 1. (1) the SIFT algorithm is applied to extract the vec-
tors of visual words from different kinds of images, which 
represent local invariant feature points in these images; (2) 
the k-means algorithm is used to combine similar visual 
words and construct a dictionary containing K words; and 
(3) count the number of times each word in the dictionary 
appears in the image, and represent the image as a k-dimen-
sional feature vector.

3  Proposed method

In general, leaf recognition can be divided into three steps: 
image preprocessing, feature extraction, and classification. 
The proposed method of recognition also adopts the above 
steps. The specific details of the method are shown in Fig. 2.

3.1  Image preprocessing

The original leaf images in most databases are randomly 
angularly oriented. So, we need to rotate the image to put the 

Table 1  Two-dimensional kernel name

L5 E5 S5 R5

L5 L5L5 E5L5 S5L5 R5L5
E5 L5E5 E5E5 S5E5 R5E5
S5 L5S5 E5S5 S5S5 R5S5
R5 L5R5 E5R5 S5R5 R5R5
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leaf in the center of the image, with the petiole at the bottom 
and the tip at the top. This work makes it easier to use the 
Jaccard index for similarity calculations. Besides, the image 
is denoised by a median filter.

3.2  Feature extraction

Before extracting image features, Jaccard distance is firstly 
employed to calculate the similarity between the test image 
and images from the dataset. For example, 30 images for 5 
species are selected in the Flavia dataset and select an image 
as the test sample in the first species. Firstly, the input color 
image is converted to grayscale image, as shown in Fig. 3b. 
The image size is required to be the same, so the size of 
image is adjusted, as shown in Fig. 3c. The edge is detected 
by Sobel operator with threshold 0.1 and the image contour 
is extracted, as shown in Fig. 3d. Then, calculate the average 

Jaccard coefficient and distance of the test image and the 
30 images of each of the 5 classes in the Flavia database by 
Eqs. (1) and (2), respectively. And obtain the classes that are 
more similar to the test image, as shown in Table 2.

The larger the average Jaccard coefficient is, the more 
similar it is to the test image. From Table 2, we can find that 
species No. 1 has the largest Jaccard coefficient, so the test 
image is the most similar to species No. 1. Although the Jac-
card coefficient calculated by Sobel operator in this dataset 
is very small, the accuracy of calculating similarity is better 

Fig. 1  Processing flow of BOW

SIFT feature vectors Codebook 

k-means 

K-dimensional feature vector 

Train images 

Feature 

extraction 

Learning 

dictionary 
Feature 

representation 

Fig. 2  Framework of the proposed method

Table 2  Average jaccard coefficients and average jaccard distances

Species no. Average Jaccard coefficient Average 
Jaccard 
distance

No. 1 0.0336 0.9664
No. 2 0.0049 0.9951
No. 3 0.0068 0.9932
No. 4 0.0027 0.9973
No. 5 0.0024 0.9976

Fig. 3  Extraction process of contour image
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than Canny and other operators. In this method, we choose 
the threshold with 0.1, and different thresholds correspond to 
different contour images. Besides, different thresholds also 
affect the recognition rate, which will be explained in detail 
in the following sections.

According to the calculation of the average Jaccard coef-
ficient, we can exclude some species that are not similar to 

Fig. 4  Extraction process of texture image. a Input image; b the 
Laws’ energy texture image

the test image, and eliminate the negative influence of these 
species in the identification. The average Jaccard coefficient 
was ranked from high to low. Top C1 species with higher 
average Jaccard coefficient are selected as candidate train-
ing classes from C species leaves, and C − C1species are 
discarded. The pseudo code of the Jaccard index calculation 
is shown in Algorithm 1.

Algorithm 1 Calculate image similarity using Jaccard distance
Input: The test image, I; The train sample, Tij ; The number of total species in the dataset,

N ;
Output: Jaccard index matrix, W
1: SI ←Sobel(I)
2: for i ← 1 to N do
3: Ji ← 0
4: for j ← 1 to 30 do
5: Sij ← Sobel(Tij)
6: Apply Eq.(1) to calculate Jaccard index between test image(SI) and train

image(Sij)
7: Ji ← Ji + Jij
8: end for
9: Ji ← Ji / 30
10: end for
11: if N>100 then
12: C1 ← 1/3N
13: else
14: C1 ← 1/2N
15: end if
16: W ← The first C1 largest values in Ji and its corresponding species i

The nine energy maps extracted by Laws’ texture are 
shown in Fig. 4, and the texture image that we used is in the 
red box. This image is the combination of S5L5 and L5S5. 
L5S5 measures vertical speckle content and S5L5 measures 
horizontal speckle content. Therefore, the total spot content 
will be the mean of S5L5 and L5S5.

The proposed method uses both contour and texture fea-
tures. The pseudo code of feature extraction and classifica-
tion is shown in Algorithm 2. Firstly, the Laws’ texture and 
the Sobel operator extract the texture and contour images 
respectively. Then divide the two pictures into blocks sepa-
rately, and extract SIFT features from these blocks to form 
feature vectors. Let Tij(i = 1, 2,⋯ ,C1, j = 1, 2,⋯ , n) and 
Sij(i = 1, 2,⋯ ,C1, j = 1, 2,⋯ , n) are the texture and shape 
feature vector of the jth image of the ith species respectively, 
where C1 is the number of candidate training species, and n 
is the number of training images per species. Let Tijt and Sijt 
be the texture and shape feature of tth regions respectively, 
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an image can be described as Tij = [Tij1, Tij2,⋯ , TijM] and 
Sij = [Sij1, Sij2,⋯ , SijM] , where M is the number of blocks in 
the image. The size of the image and the size of the block 
determine the value of M. The sizes of different images are 
not necessarily the same, so the values of M may not be 
equal. The feature vectors of the training set are defined as 
follows:

(7)Wij = [Tij, Sij].

Fig. 5  Spatial pyramid for feature-pooling

Algorithm 2 Feature extraction and classification
Input: Sample images of candidate species, Mi; Test image, I;
Output: Classification results
1: Contour image ← Sobel(Mi)
2: Texture image ← Laws texture measure(Mi)
3: Si ← SIFT of BOW (Contour image)
4: Ti ← SIFT of BOW (Texture image)
5: Ni ← [Si, Ti]
6: Construct dictionary with BOW
7: I ← Jmax ∗ [SI , TI ]
8: Classification with SVM

Next, the proposed method weights the feature vector. 
The feature vectors of each species are multiplied by the 
corresponding average Jaccard coefficient after extracting 
the features of training images:

where Ji is the average Jaccard coefficient of the ith species, 
i = 1, 2,⋯ ,C1 . In most cases, the species of the test image 
has the highest Jaccard coefficient, while in some cases the 
average Jaccard coefficient of the test image species is in 
the top three. And the differences in the Jaccard coefficients 
of several species which are similar to the test images are 
small. Hence, using the Jaccard coefficient not only reduces 
the complexity but also improves the recognition accuracy. 
When input the test image for classification, the weighted 
coefficient of the feature vector is the maximum Jaccard 
coefficient of the test image.

3.3  Dictionary construction

The traditional k-means dictionary learning method widely 
used in the field of sparse coding [23] is employed to con-
struct a visual code dictionary. After obtaining the feature 
histogram of image dataset, k-means algorithm is used 
for cluster analysis. The virtual code of the dictionary is 

(8)W
�

ij
= JiWij,

composed of cluster centers, B = [b1, b2,⋯ , bD] ∈ R(D×n) . 
The number of clustering centers (D) is equal to the num-
ber of virtual codes. In the proposed method, the number 
of codes is fixed to improve the speed and performance of 
dictionary learning.

In addition, pyramid matching is added to the traditional 
BOW model and spatial information is added to the feature 
representation. The image is divided into blocks with fixed-
size such as 1 × 1 , 2 × 2 , 4 × 4 , 16 × 16 , then the number 

of different codes is counted in each block. From left to 
right, count the histograms in each block at different levels. 
Finally, the histograms obtained from each level are concat-
enated, each level is given a corresponding weight, and the 
weights from left to right are sequentially increased.

3.4  Classification

The final step in plant identification is classification. Many 
classifiers are applied in plant identification, such K-Nearest 
Neighbor (KNN) [24], Support Vector Machine (SVM) [25], 
Random forests [26], Probabilistic Neural Network (PNN) 
[27] and so on [28]. SVM is a classic algorithm of machine 
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learning, which has achieved good results in many fields 
[29]. It has fast processing speed and the ability to process 
large-scale data, which makes it widely used in engineering 
practice. The image samples of the dataset are divided into 
two subsets of the training set and the testing set. To ensure 
the accuracy of the proposed method, we use the test method 
of tenfold cross validation and five-fold cross-validation.

3.5  Analysis of time complexity

The elapsed time of our proposed method mainly consists 
of three parts. The first part is the time of calculating the 
similarity between test image and train images. It takes 
time O(n) to calculate the similarity coefficient between the 
training samples of each species ( i = 1, 2,⋯ , n ) and the test 
images. Therefore, the total time of computing the similarity 
of all species (N) is O(Nn) . The second part is the time of 
extracting features from the training samples of the candi-
date species. Divide the image into L patches according to 
different patchsizes and step size, and extract key points on 
each patch using SIFT algorithm. The time of extracting 
features is O(L2) for all patches. The third part is clustering 
with K-means, and the time is O(tkm) , where t is the num-
ber of iterations for clustering, k is the number of clustering 
centers, and m is the number of samples. In the experiment, 
because the number of patches, clustering centers and itera-
tions are small, the calculation of these parts are fast.

4  Experiments and analysis

In this section, parameter setting in the experiments is 
explained firstly. Then, the proposed method is tested on 
five leaf datasets. To verify the effectiveness of the proposed 
method, our proposed method is compared with some state-
of-the art leaf classification methods.

4.1  Parameter setting and test dataset

The setting of the parameters greatly affects the performance 
of the recognition. In the proposed method, we choose the 
patch size of sample images is 48 and the pyramid levels for 
pooling is 4 to extract detailed low-level features. The leaf 
image is divided into 1 × 1 , 2 × 2 , 4 × 4 and 16 × 16 , in total 
277 blocks as shown in Fig. 5.

Support vector machine (SVM) has many different situ-
ations and the choice of kernel function plays a key role 
in the performance of SVM. In the proposed method, we 
choose the radial basis function as the kernel function, also 
known as the Gaussian kernel function. The kernel function 
is defined as follows:

The radial basis function is a real-valued function whose 
value depends only on the distance of a specific point, as 
Eq. 10.

Currently, there are many common leaf datasets used to 
evaluate the performance of the recognition method. In this 
paper, we select five leaf datasets to evaluate the proposed 
identification method, they are Flavia dataset, Swedish data-
set, LZU dataset, ICL dataset and MEW dataset.

Flavia dataset [30] is a very common leaf dataset that 
contains 1907 samples from 32 species and 50 to 73 sam-
ples per species, and most of them are common plants in 
the Yangtze Delta, China. Many researchers test the perfor-
mance of plant recognition using Flavia dataset [10]. We 
randomly selected 30 samples of each species as the training 
set and 20 samples as the testing set. Some examples are 
shown in Fig. 6.

Swedish dataset [31] is also a common dataset used to 
test. The dataset contains 15 species, each species consist-
ing of 75 sample images, for a total of 1125 leaf images. We 
randomly selected 50 samples of each species as the training 
set and 25 samples as the testing set.

LZU dataset is a leaf dataset collected by Lanzhou Uni-
versity. This dataset contains 30 kinds of plants at Lanzhou 
University of Lanzhou, Gansu Province, China. The number 
of leaf images varied for each species, for a total of 4221 leaf 
images for 30 species in this dataset. We randomly selected 

(9)k(x, y) = exp(−� ∥ x − y ∥2).

(10)�(x, y) = �(∥ x − y ∥).

Fig. 6  Typical leaf examples from the Flavia dataset

Fig. 7  Typical leaf examples from the LZU dataset
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30 samples of each species as the training set and 20 samples 
as the testing set. Some examples are shown in Fig. 7.

ICL dataset is collected by the Intelligent Computing 
Laboratory (ICL) of the Institute of Intelligent Machines, 
Chinese Academy of Sciences. This dataset contains 6000 

leaf images from 200 plant species with 30 leaf images per 
species. We randomly selected 20 samples of each species 
as the training set and 10 samples as the testing set.

MEW (Middle European Woods) dataset [32] is a large 
dataset which contains 153 kinds of Middle European woody 

(a) (b)

(c) (d)

97

97.5

98

98.5

99

99.5

100

1 0 1 5 2 0 2 5 3 0 3 2

A
cc

u
ra

cy
(%

)

The number of candidate classes C (Flavia)

Five-fold cross validation

Ten-fold cross validation

97

97.5

98

98.5

99

99.5

100

1 0 1 5 2 0 2 5 3 0

A
cc

u
ra

cy
(%

)

The number of candidate classes C (LZU)

Five-fold cross validation

Ten-fold cross validation

95.5

96

96.5

97

97.5

98

98.5

99

99.5

100

5 0 6 5 6 0 6 5 7 0 7 5 8 0

A
cc

u
ra

cy
(%

)

The number of candidate classes C (MEW)

Five-fold cross validation

Ten-fold cross validation

91

92

93

94

95

96

97

98

99

100

7 0 7 5 8 0 8 5 9 0 9 5 1 0 0

A
cc

u
ra

cy
(%

)

The number of candidate classes C (ICL)

Five-fold cross validation

Ten-fold cross validation
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Fig. 9  Relationship between the 
threshold of Sobel and Canny 
and accuracy in Flavia dataset
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plants and a total of 9745 samples. In these experiments, we 
only selected 50 sample images for each species, 30 samples 
for training and 20 samples for testing.

Flavia dataset, Swedish dataset, LZU dataset, ICL dataset 
and MEW dataset are used to evaluate the proposed method. 
We mainly use ICL dataset and MEW dataset for parameter 
setting.

4.2  Effect of number of Candidate Classes C

From [19] and [33], the number of candidate classes C can 
be half or one-third of the number of species in the dataset. 
In fact, the size of number C affects the complexity of the 
model and the training time. Hence, it is very important to 
determine the number of candidate species. We use Flavia 
dataset, LZU dataset, MEW dataset and ICL dataset to test 
the impact of the number of candidate classes on identifi-
cation accuracy respectively. Set the number of candidate 
classes C as [T / 3, T / 2] in MEW dataset and ICL dataset. 
Set [T / 3, T] in Flavia dataset and LZU dataset, where T 
is the total number of species in the dataset. We discuss 
the impact of the number of C by the proposed method in 
two situations: (1) five-fold cross validation, i.e., divide all 
the data into 5 parts, take one part for testing and the rest 
of 4 parts for training each time. A total of five tests and 
the results are averaged; (2) ten-fold cross validation, i.e., 
divide all the data into 10 parts, take one part for testing and 
the rest of 9 parts for training each time. A total of ten tests 
and the results are averaged. The results of four datasets are 
shown in Fig. 8.

As shown in Fig. 8a–c, the number of candidate classes 
C in the Flavia dataset, LZU dataset and MEW dataset has 
little effect on the recognition accuracy. However, in the ICL 
dataset, the recognition accuracy decreases as the number 
of candidate classes increases. When there are 70 kinds of 
candidate classes, the accuracy can reach 96%, but when 
the number of candidate classes is 100, the accuracy is 
93.5%. At the same time, considering that the complexity 
will decrease with the decrease in the number of candidate 

classes, we select approximately one third of the number of 
total species as the number of candidate species.

4.3  Effect of threshold

Sobel and Canny operators are very important operators 
in pixel image edge detection. The edge images extracted 
by Sobel and Canny operators with different thresholds are 
different, which affects the similarity results of the calcula-
tion by Jaccard coefficients. We observe the influence of 
the change between the Sobel and Canny operator and the 
difference of the threshold on the recognition accuracy by 
changing the thresholds of the Sobel and Canny operators 
respectively. We set the threshold as 0.01p, p ∈ [1, 20] . And 
we choose the Flavia dataset for testing as shown in Fig. 9.

As shown in Fig. 9, with the increase of Sobel opera-
tor threshold, the recognition accuracy is unstable before 
the threshold value is 0.07, while after that the recognition 
accuracy is stable at around 98%.

However, with the change of the threshold of the Canny 
operator, the recognition accuracy is very unstable. The rec-
ognition accuracy is up to 99% and the minimum is 91%. 
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Fig. 11  Images with salt and pepper noise and d is changed from 0 
to 0.5
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In comparison, the Sobel threshold has better stability and 
higher recognition accuracy. In this proposed method, we 
choose the Sobel operator with the threshold of 0.1 to extract 
the edge information from the sample and calculate similar-
ity between sample images.

4.4  Effect of codebook size

The calculation of codebooks costs a lot of time. In order 
to reduce the computation and complexity, we need to build 
a smaller codebook with higher recognition accuracy for 
identification and classification efficiently. To study the 
effect of dictionary size Ds on recognition accuracy and to 
determine Ds in this proposed method, we set the diction-
ary size as 100n, n ∈ [1, 10] . In Fig. 10, we can observe that 
the accuracy increases gradually while Ds grows from 100 
to 300 and it tends to be stable when Ds is 400 and 500. 
After that, recognition accuracy gradually decreases with Ds 
increases. Since the recognition results are close when the 
dictionary size Ds is 300, 400 and 500, and it is inefficient 
to learn a large codebook. Therefore, we set the Ds to 350 
in all datasets.

4.5  Robustness to noise

To reflect the performance of the proposed method, we 
add salt and pepper noise to the image of the Flavia dataset 

to observe the change of recognition accuracy. As Fig. 11 
shows, salt and pepper noise of different noise density is 
added to the image. d is the noise density, and the value of d 
is from 0 to 0.5, that is, the percentage of noise value in the 
image area is from 0 to 50%. As the noise density increases, 
the picture clarity decreases. The average accuracy of 10 
randomized trials is shown in Fig. 12. 

When d = 0.1 , the accuracy dropped from 99.7 to 99.2%, 
and when d further increased to 0.2, the accuracy dropped 
sharply to 94.6%. When d increased from 0.3 to 0.5, the 
accuracy drops gently from 93.1 to 92.0%. The results show 
that the proposed method has good performance even if the 
noise density is large, indicating that the method has better 
anti-noise ability.

4.6  Comparison with other methods

In this section, we compare some existing methods with 
the proposed method. BOW+SIFT is the method based 
on BOW in Ref. [34] and BOW+DSIFT is the improved 
method based on BOW in Ref. [16]. BOW+Laws is the 
method that removes the contour feature extracted by Sobel 
operator from our proposed method. BOW+Laws+Sobel is 
the method we proposed. We compare these four methods 
with five datasets as shown in Fig. 13. It is obvious that 
the method we proposed has the highest accuracy in five 
datasets. BOW+DSIFT has significantly improved com-
pared with BOW+SIFT, especially in the ICL dataset. The 
accuracy of BOW+Laws also improved significantly com-
pared with the accuracy of BOW+DISFT. And the accuracy 
of BOW+Laws+Sobel is slightly better than BOW+Laws 
which only extract texture features.

4.6.1  Test on Flavia dataset

The results of the comparison with the existing different 
methods on the Flavia dataset are shown in Fig. 14. The 
accuracy of all comparison methods is above 94%, and the 
accuracy of our method is 99.7%. In Ref. [35], ten-fold-
cross validation is used to test the performance of Hybrid 
features, and the result of our method is 99.8% which is 

BOW+SIFT BOW+DSIFT BOW+Laws BOW+Laws+Sobel

Flavia 92.8 95.2 99.0 99.7

Swedish 90.0 96.0 97.5 99.3

LZU 86.5 92.6 99.0 99.3

MEW 82.5 89.8 94.3 95.2

ICL 74.3 84.7 93.4 94.5
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Fig. 14  Comparison of pro-
posed method with existing 
approaches using Flavia dataset
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higher than 99.1% of Hybrid features. Demisse et al. [36] 
presented a deformation based representation approach for 
curved shapes(DBCSR) obtained the lowest accuracy. In 
Ref. [37], the shape and edge features are extracted from 
leaf images and K-NN classifier is used for classification. 
Wang et al. [38] used PCNN to extract the leaf features and 
combined with SVM. The method of Ref. [39] used Zernike 
Moments and Histogram of Oriented Gradients(HOG) to 
extract the shape features and texture features respectively. 
RIWD (Rotation Invariant Wavelet Descriptors) [40]and 
MLBP (Modified Local binary patterns) [41] have the same 
accuracy in Flavia. Ref. [42] proposed a new venation detec-
tion method. DDLA+LR [43] is the method using a dual 
deep learning architecture with logistic regression classifier, 
Ref. [3] presented a new five-step algorithm, and their accu-
racy are same. ROM-LBP [6] is the method based on LBP. 
The results of comparison show that our method is superior 
to other methods in the Flavia dataset.

4.6.2  Test on Swedish Dataset

We choose thirteen existing methods to compare with our 
methods in Swedish dataset. Zhang et al. [44] combined SR 
(sparse representation) and SVD (singular value decompo-
sition) for plant recognition. In Ref. [45], Guo-dong et al. 
presented an algorithm of extract height functions for feature 
description. Supervised global-locality preserving projection 
(SGLP) is a new manifold learning method for plant leaf 
recognition proposed by Shao [46]. The MCR method pro-
posed by Yu et al. [47], they extracted the leaf contour and 
venation features on multiple scales. In Ref. [48], Zeng et al. 

proposed a shape recognition algorithm based on CBOW, 
which combined curvature and BOW. MARCH (termed mul-
tiscale arch height) is a multiscale shape descriptor proposed 
by Wang et al. [49]. Yang et al. [50] presented a new shape 
description approach called triangle-distance representation 
(TDR) for plant leaf recognition. Wang et al. [17] combined 
DPCNN(Dual-output Pulse-coupled Neural Network) and 
BOW. Yang et al. [51] proposed a novel multiscale Fou-
rier descriptor based on triangular features (MFD) which is 
used to identify shapes. In Ref. [52], a novel post-processing 
method, online to offline(O2O), to improve the efficiency of 
shape retrieval is proposed. Our proposed method achieved 
the highest accuracy 99.3%, and the method of SR+SVD 
achieved the lowest accuracy. The accuracy of MLBP, 
CBOW, MARCH, TDR, DPCNN+BOW and MFD are simi-
lar. ROM-LBP has good performance compared with other 
methods, but lower than our method. In Fig. 15, the com-
parison results show that the proposed method is superior to 
these existing methods.

4.6.3  Test on MEW dataset

The species number in the MEW dataset is large and each 
species contains a large number of images. The comparison 
results with other methods are shown in Table 3. Table 3 lists 
the number of species used for testing, the number of train-
ing and testing samples for each species, the total number of 
samples, and the recognition results. Combining contour fea-
tures and Fourier descriptors proposed by Novotny and Suk 
[32] has lower accuracy. In this method, the sample images 
of each species are divided into two equal parts as training 

Fig. 15  Compariinson of 
proposed method with existing 
methods in Swedish dataset
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Table 3  Comparison of 
proposed method with existing 
methods in MEW dataset

Method Number of 
species

Training 
samples

Testing 
samples

Total samples Accuracy (%)

MEW [32] 153 1/2 1/2 – 84.9
153 All 1 – 88.9

PCNN [38] 153 – – – 91.2
Proposed method 153 30 20 7650 95.2
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set and testing set respectively. PCNN proposed by Wang 
et al. in 2016 has higher accuracy than contour combined 
with Fourier descriptor. The method we proposed obtains 
the highest accuracy of 95.2%.

4.6.4  Test on ICL dataset

In this contrast experiment, Turkoglu and Hanbay [6] pro-
posed different approaches based on LBP (RM-LBP, OM-
LBP and ROM-LBP) for the recognition of plant leaves 
using extracted texture features. The method of PCA+LDA 
[14] combined principal component analysis and linear dis-
criminant analysis to reduce the dimension of the features. 
Zhang et al. [19] proposed a two-stage method that Jaccard 
distance based sparse representation (JDSR). Zhang et al. 
[33] combined local mean-based clustering and sparse rep-
resentation based classification(LWSRC). TMMG [5] is the 
method proposed by Zhang et al., they proposed margin 
features and shape features and fused them together. Zhao 
et al. [53] presented a counting-based shape descriptor (CS) 
and captured the global and local shape information of leaf. 
They selected three different subsets of ICL for experi-
ments, and the following results are the average of the three 
experiments.

These literatures selected different samples for testing, 
and the details are shown in Table 4. SGLR and JDSR used 
five-fold-cross validation to test on ICL dataset, and CS and 
LWARC used half-fold-cross validation to test. Hence, we 
use five-fold cross-validation and half-fold cross-validation 
in our method to compare with other methods. Experimen-
tal results show that Our method is higher than JDSR 2% 
and higher than SGLP 0.1% in five-fold cross-validation. In 
the half-fold-cross validation, CS was significantly higher 
than LWSRC, while our method achieved a 1.7% improve-
ment in accuracy compared with CS method. The number of 

species and samples used in the method based on LBP and 
PCA+LDA is small, they have less recognition difficulty but 
lower accuracy. It is obvious that the method we proposed is 
better than other methods.

5  Conclusion

In this paper, we proposed a method combined Jaccard dis-
tance and BOW for leaf recognition. Jaccard distance is used 
to exclude the most dissimilar classes, not only reduce the 
amount of computation but also shorten the time consump-
tion. BOW is used to extract features from texture image and 
contour image by Laws’ texture measure and Sobel opera-
tor, the local and global features of the image are described. 
Conducted comparative experiments in many aspects, 
including parameter setting and robustness verification. 
Besides, we compared and analyzed our method with the 
existing method in four datasets. The experimental results 
show that our method has better recognition results in small 
and large datasets.

There is still room for improvement in our method. For 
example, the accuracy of calculating similar classes for test 
images using Jaccard distance cannot reach 100%, and then 
impact the recognition accuracy of whole dataset. We can 
try to make improvements to make the similarity calculation 
more precise. In addition, we only use texture features and 
contour features in this method, and we hope to add some 
new features in future studies to get better results.
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Table 4  Comparison of 
proposed method with existing 
methods using ICL dataset

Method Number of 
species

Training 
samples

Testing 
samples

Total samples Accuracy (%)

RM-LBP [6] 31 – – 350 71.4
OM-LBP [6] 31 – – 350 76.6
ROM-LBP [6] 31 – – 350 83.7
PCA+LDA [14] 42 45 – – 87.8
SGLP [46] 100 – – 5000 95.3 (Five-fold CV)
JSDR [19] 200 24 6 6000 93.4 (Five-fold CV)
LWSRC [33] 200 15 15 6000 81.4 (Half-fold CV)
TMMG [5] 200 15 15 6000 83.4
CS [53] 200 15 15 6000 89.4 (Half-fold CV)

200 20 10 6000 94.5
Proposed method 200 15 15 6000 91.8 (Half-fold CV)

200 24 6 6000 95.4 (Five-fold CV)
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