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1  Introduction

Cloud computing, a type of on-demand computing that 
shares computer processing resources over the Internet, 
plays a major role in smart cities. Through the use of cloud 
computing, services can be scaled to the dynamic usage 
needs and the cloud data are safely backed up constantly. 
Many cloud services have thus been developed to make 
life more convenient. For example, by analyzing a patient’s 
medical records and prompt medical images, a cloud-based 
home health care system can provide disease management 
online immediately. However, because the cloud data are 
easily accessible from any web-connected device, cloud 
data protection is essential for the security concern that 
ensures authentication and trustworthiness of the cloud 
data. Therefore, numerous studies have been conducted for 
improving cloud computing security [1–3].

Although cloud computing substantially reduces the pro-
cessing time, downloading (or uploading) data to cloud ser-
vices is a time-consuming process. However, digital images 
have a high level of redundancy. Therefore, image com-
pression is essential in cloud computing because by reduc-
ing irrelevancy and redundancy of images, we can transmit 
or store images more efficiently. For example, the size of 
medical images is typically large; therefore, they should be 
compressed and stored in a cloud storage system [4].

Hiding data in digital signals is commonly referred to as 
digital watermarking  [5–7]. With the development of the 
Internet, digitized multimedia data are easily distributed. 
Digital images are one of the most common formats of 
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multimedia data. However, distributing sensitive or private 
images, such as private medical images or military docu-
ments, through a public network or an accessible cloud ser-
vice increases the possibility of counterfeit or illegal copy-
ing. Moreover, as mentioned, compressing image size is 
crucial to promoting the popularity of cloud services.

Generally, digital images that are selected to be carrier 
signals are referred to as cover images, and images that 
have embedded secret data are referred to as stego images.  
Most of the existing data hiding methods can be classified 
into two categories: (1) frequency-domain  [8–10] and (2) 
spatial-domain [11–13] methods.

For the frequency-domain data hiding methods, the 
cover images are transformed into the frequency domain. 
Therefore, data hiding is achieved by tuning or modify-
ing the selected frequency components. Chen and Lin  [8] 
proposed a steganography method in which secret data 
are embedded in high-frequency coefficients, and low-fre-
quency coefficients are unchanged to maintain image qual-
ity. The discrete wavelet transform (DWT) is used to trans-
form image data into the frequency domain. Shejul and 
Kulkarni  [9] proposed a data hiding method that is based 
on biometrics and DWT. In the method in [9], secret data 
are embedded in the high-frequency DWT subband within 
the skin region of an image. In  [10], a block-based DCT 
coefficient modification was proposed for blind watermark-
ing. The methods in this category are robust to attacks; 
however, they typically involve very high computational 
complexity.

For the spatial-domain data hiding methods, the least 
significant bit (LSB) substitution approach might be the 
simplest method; in this method, secret data are embedded 
by slightly changing the pixel values of selected pixels in 
cover images (i.e., replacing the last significant k bits of a 
pixel value). However, if the size of the secret data is large, 
the original pixel values are considerably changed and thus 
the resulting image distortion is obvious. Chang et al. [11] 
proposed an LSB-based data hiding method using a bijec-
tive mapping function; in this method, a dynamic program-
ming strategy is used to minimize the distortion. Balasu-
bramanian et  al.  [12] proposed a data hiding method that 
is also performed in the spatial domain. To obtain large 
embedding capacity without damaging quality, secret data 
are embedded using a pixel-value differencing scheme in 
an Octonary manner. In the method in [13], secret data are 
embedded in intermediate significant bit planes.

For the aforementioned data hiding methods, secret data 
are embedded in an uncompressed format. In other words, 
the stego images are all uncompressed. Currently, most digi-
tal images that are distributed through the Internet are com-
pressed for transmission efficiency. If the stego images are 
uncompressed, they might engender suspicions from invad-
ers. Nevertheless, the new challenge for the conventional 

data hiding methods is that the hidden secret data scarcely 
survive after the compression process. Therefore, the goal of 
this study was to hide data in block truncation coding (BTC) 
compressed images while maintaining high image quality 
such that the compressed image has a close visual impression 
to the original image.

The remainder of this paper is organized as follows. In 
Sect.  2, BTC compression methods and studies related to 
hiding data in BTC-based compressed images are reviewed. 
Section 3 presents the proposed data hiding method based on 
BTC-compressed. In Sect. 4, the experimental results are pro-
vided and compared with existing methods. Finally, Sect. 5 
provides the conclusion.

2 � Preliminary

2.1 � Concept of BTC compression

The concept of BTC compression [14] is introduced in this 
section. First, the original image is divided into nonoverlap-
ping blocks of size n × n, after which the pixel values in each 
block are quantized into two levels to save memory. The BTC 
method can be considered a spatial-domain compression 
method. The procedure of a simplified BTC, called absolute 
moment BTC (AMBTC)   [15], is subsequently described. 
Compared with BTC, AMBTC considerably reduces the 
computational complexity. Therefore, we used AMBTC to 
compress images.

Unless intendedly stated, the default size of the block is 
n = 4. In AMBTC, the pixel values in each block are quan-
tized into two levels by thresholding the block mean. Figure 1 
presents an example of applying the AMBTC method.

For each block, the block mean (x̄) and the two quantiza-
tion levels (high mean bi and low mean ai) are calculated by

(1)x̄ =
1

16

16∑
i=1

xi,

(2)bi =
1

16 − q

∑
xi≥x̄

xi,

(a) (b)

Fig. 1   Example of the AMBTC method. a The original image block. 
b The resulting bit map B with quantization levels (a

i
= 82, b

i
= 90)
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and

where xi denotes the ith pixel value within this block, x̄ 
denotes the mean gray level of the block and q denotes 
the number of pixels whose values are less than the block 
mean. The threshold value is set to be the mean value to 
preserve the statistical moments of each block so that the 
quality of the compressed images remains acceptable. 
AMBTC preserves the absolute central moment of each 
original block.

As shown in Fig. 1b, a bit map Bi is generated by com-
paring the pixel value of the corresponding position with 
the block mean. If the pixel value is less than the block 
mean, it is set to be 0; otherwise, it is set to be 1. The stor-
age to save the original block is 128 bits: 16 (pixels) × 8 
(bits). By contrast, when AMBTC is performed, the stor-
age to save the compressed block is 32 bits: the bit map (16 
bits) and two quantization levels (16 bits). The compression 
code of each block consists of a trio (ai, bi,Bi). Therefore, 
the compression ratio of AMBTC is four.

2.2 � Related BTC‑based data hiding methods

In the network information-explosion era, combining data 
hiding algorithms with compression techniques has become 
a popular topic. Since the past decade, BTC-based data hid-
ing methods have drawn considerable interest because of 
their low computational complexity  [16–23]. Hiding data 
in compressed images not only reduces the transmission 
time over the Internet but also improves the security of the 
images. In addition, some BTC-based data hiding methods 
have been designed for image authentication [24–26].

Hong et  al.  [16] proposed a BTC-based data hiding 
method that entails embedding secret data by possibly 
exchanging the quantization levels (ai and bi), as well as 
reversing the bitmap (Bi) simultaneously. Therefore, this 
data hiding method is lossless. The secret data can be 
extracted by identifying whether the quantization levels 
are exchanged from the compression code. However, this 
method merely provides 1-bit embedding capacity in each 
block. Chen et al. [17] improved [16] by taking advantage 
of blocks with the same high and low mean values. In [17], 
if the high and low means of a block are same, the bit-
map of that block is replaced by 16-bit secret data instead 
of 1-bit. Therefore, the embedding capacity is increased 
because of the use of those blocks.

Recently, Ou and Sun [19] extended [17] by predefin-
ing a threshold to classify smooth and complex blocks. 
In  [17], the block is embedded with 16-bit secret data 
only if ai equals to bi. In contrast, in  [19], as long as 

(3)ai =
1

q

∑
xi<x̄

xi,

||bi − ai
|| of a block is less than the threshold, that block 

is classified as a smooth block and can be embedded 
with 16-bit secret data. Therefore, the embedding capac-
ity of  [19] is larger than that of  [17]. Furthermore, after 
the 16-bit data are embedded, the two quantization lev-
els are recalculated to minimize image distortion. Com-
pared with  [16, 17], Ou and Sun’s method substantially 
increases the embedding capacity with an acceptable 
compromise of image quality.

For BTC-based data hiding methods, achieving large 
embedding capacity and good image quality simulta-
neously is challenging. To maximize the preservation 
of image quality, in  [21], the interpolation technique is 
combined with BTC to increase the embedding capac-
ity; whereas in   [22, 23], the relationship (e.g., the dif-
ference) between the two quantization levels is modi-
fied using embedding rules to increase the embedding 
capacity. In  [24–26], an extra predefined reference table 
is used to adjust the compression code to avoid degrad-
ing the image quality. Some of the BTC-based data hid-
ing methods exhibit the property of reversibility [27, 28], 
in which the original AMBTC-compressed image can be 
completely recovered from the compressed stego image.

Although hiding data in compressed stego images is 
desirable, of all the aforementioned methods, only those 
in [16, 27, 28] are lossless data hiding methods. Specifi-
cally, only the stego images generated from the methods 
in [16, 27, 28] have the same quality as that of the origi-
nal BTC-compressed images. For the others, the quality 
of the stego images is lower (than that of the original 
BTC-compressed images) and the local average grayscale 
level is changed. However, compared with the quality 
of the original grayscale images, that of the compressed 
images is already degraded because of the AMBTC com-
pression process.

2.3 � Study motivation

Considering the aforementioned shortcomings of the exist-
ing methods, we present a novel BTC-based data hiding 
method. The advantages of this study are as follows.

•	 We propose a data hiding method that achieves high-
quality and large embedding capacity simultaneously. 
The experimental results, presented in Sect.  4, dem-
onstrate that the embedding capacity of the proposed 
method is the largest among all comparative methods 
(from [16, 17, 19, 28]); moreover, the image quality is 
the highest.

•	 We propose a block classification scheme that clas-
sifies blocks into three types. Therefore, the embed-
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ding capacity of each type of block is more flexible. 
Moreover, we use a progressive data hiding strategy to 
maintain the local average grayscale level.

•	 When decoding, secret data can be extracted from the 
stego image itself without other information; that is, a 
blind decoding is achieved.

•	 In contrast to the aforementioned methods, the proposed 
method integrates data hiding with a quality improve-
ment scheme to improve the quality of the final stego 
images. We overcome the challenge of maintaining the 
secret data while improving the image quality.

3 � Proposed high quality data hiding method 
for AMBTC compressed images

Figure 2 illustrates a flowchart of the proposed BTC-based 
data hiding method, which involves three steps: (1) block 
classification, (2) progressive data hiding, and (3) image 
quality improvement. The following subsections detail 
these steps.

3.1 � Block classification

A grayscale cover image is divided into nonoverlapping 
blocks of size 4 × 4 during the AMBTC compression pro-
cess. To maximize the embedding capacity in a more flex-
ible manner, blocks are classified into three types: smooth 
blocks (to be embedded with 16-bit data), complex_1 
blocks (to be embedded with 1-bit data), and complex_2 
blocks (to be embedded with 2-bit data).

First, each AMBTC-compressed block is identified as 
smooth or complex according to the absolute difference 
between its high and low means: If the difference is less 
than the threshold thr1, it is classified as a smooth block; 
otherwise, it is a complex block:

Second, each complex block is further classified as a com-
plex_1 block or complex_2 block according to the number 
of its eight neighboring smooth blocks; that is, a complex 
block is further defined as follows:

Figure 4 illustrates an example of block classification. The 
proposed block classification scheme was designed based 
on two simple criteria; therefore, in a decoding process, the 
same block classification scheme can be used to classify 
the blocks of stego images, thus achieving blind decoding.

3.2 � Proposed progressive data hiding strategy

To maintain the local average grayscale level and compat-
ibility with the following quality improvement step, we 
propose a progressive data hiding strategy in which not 
all blocks are embedded with secret data simultaneously. 
Specifically, the data hiding for the complex_2 blocks is 

(4)block type =

{
smooth, if ||bi − ai

|| ≤ thr1
complex, otherwise

.

(5)

⎧
⎪⎨⎪⎩

complex _1 block, if the number of neighboring

smooth blocks ≥ thr2
complex _2 block, otherwise

.

(a)

(b)

Fig. 2   Flowchart of the proposed BTC-based data hiding method: a data hiding phase; and b data extracting phase
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performed later to compensate for the gray level devia-
tions that are engendered by the data hiding of the smooth 
blocks.

Given an image of size W × H, we use Bm,n to denote 
the bitmap of each AMBTC-compressed block, where 
m = 1,… ,W∕4 and n = 1,… ,H∕4 indicate the block loca-
tion. According to the type of a block, one of the following 
three data hiding rules is implemented.

•	 Rule 1 (for smooth blocks) For the smooth blocks, 
because ai is similar to bi, the bitmap is relatively not 
significant. Therefore, the original bitmap is totally 
replaced by 16 bits secret data. For example, if the 16 
bits secret data are 

{
si, i = 1,… , 16

}
, the first row of 

bitmap is replaced by 
{
s1, s2, s3, s4

}
. As mentioned, 

through the use of AMBTC, ai and bi preserve the abso-
lute central moment of the uncompressed block. How-
ever, the bitmap is changed due to the random secret 
data. Therefore, the gray level deviation (d) is calculated 
and must be compensated later: 

 where q denotes the number of “0” of the original bit-
map, and q′ denotes that of the new bitmap after the 
secret data are embedded.

•	 Rule 2 (for complex_1 blocks) In a complex_1 block, 
the difference between its high and low means is large, 
and the block is mostly surrounded by smooth blocks; 
hence, hiding data in complex_1 blocks is sensitive. 
Accordingly, only 1-bit secret data are embedded in 
complex_1 blocks in a lossless manner. As suggested 
in  [16], the embedding of 1-bit information depends 
on whether the bitmap is reversed. If code 0 is embed-
ded, the 32-bit compression code of this block is main-
tained as (ai, bi,Bi). Conversely, the compression code 
becomes (bi, ai, B̄i), where B̄i is obtained by executing 

(6)d = ai × (q − q�) + bi × (q� − q) ,

the logical operation NOT on Bi. During the decoding 
process, the 1-bit secret data are extracted by judging 
whether the first mean (i.e., the first 8-bit grayscale) is 
greater than the second mean (i.e., the following 8-bit 
grayscale) of the compression code; this thus yields a 
blind decoding process.

•	 Rule 3 (for complex_2 blocks) We embed 2-bit secret 
data into each complex_2 block by not only possi-
bly reversing the bitmap but also controlling the num-
ber of q′ to be even or odd. Table 1 defines Rule 3 in 
detail. Once the secret data are embedded in smooth and 
complex_1 blocks, data hiding in complex_2 blocks is 
accomplished by performing Rule 3 in a raster order 
(see Fig. 4). According to Table 1, if the secret data are 
Code 00 and if q (of the original compressed block) is 
even, we can let q′ to be odd by either adding or sub-
tracting 1. However, it is not selected randomly. In addi-
tion, if the value of q must be changed for the even/odd 
property, the choice of plus one (or minus one) depends 
on the gray level deviations, as defined in (6), of previ-
ous blocks. A 2D error diffusion kernel f[k, l], which is 
defined as the mirrored-type of the Floyd–Steinberg’s 
kernel [29], can be expressed by 

(7)f [k, l] =
1

16
×

[
1 5 3

7 P

]
.

(a) (b) (c)

Fig. 3   Illustration of the proposed block classification scheme: a 
AMBTC-compressed image Lena; b after the first step of block clas-
sification (thr1 = 20), where black and red units indicate the smooth 

and complex blocks, respectively; and c after the second step of block 
classification (thr2 = 5), where the blue units are further classified as 
the complex_2 blocks (color figure online)

Table 1   Rule 3 for embedding 2 bits secret data

Secret data Embedded mode

Code 00 Bit map is maintained, and q′ is odd
Code 01 Bit map is maintained, and q′ is even
Code 10 Bit map is reversed, and q′ is odd
Code 11 Bit map is reversed, and q′ is even
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 where P indicates the current complex_2 block posi-
tion, in which the weights are f [−1,−1] = 1∕16, 
f [−1, 0] = 5∕16, f [−1, 1] = 3∕16, and 
f [0,−1] = 7∕16. Let d[m,  n] denote the gray level 
deviation from data hiding in the block position [m, n]. 
The accumulated error (e) is defined as the sum of 
weighted deviations from previous blocks: 

However, when applying Rule 3, how should we change 
the even/odd property of q′? We can address this concern 
by considering the accumulated error (e). Because the 
gray level deviations are diffused to the current block, if e 
is greater than zero, it implies that the local average gray-
scale level is increased due to the embedded secret data. 
Therefore, in the current block, the number of pixels with 
low mean is suggested to be more (i.e., making q� = q + 1

). By contrast, if e is less than zero, we construct q� = q − 1

. Through the consideration of e, data hiding in complex_2 
blocks can compensate for gray level deviations.

3.3 � Image quality improvement

To improve image quality, we adopted the direct-binary-
search BTC (DBSBTC) method  [30]. The original DBS 
method [31] is a halftoning approach that converts a con-
tinuous-tone image into a halftone image by optimally 
arranging discrete dots. The nature of the human visual 
system (HVS) is considered in the DBS method; therefore, 
this method generates halftone images with high quality.

Figure 5 displays a conceptual flowchart of the DBSBTC 
method; in this method, the traditional DBS strategy is con-
ducted on AMBTC-compressed images through block-based 
processing (i.e., arranging the bitmap of each compressed 
block individually). With such a parallel property, DBSBTC 
achieves a high processing speed. It has been proved in [30] 
from extensive test images that because DBSBTC applies 

(8)e[m, n] =
∑
k,l

f [k, l] × d[m + k, n + l].

the DBS framework, the annoying contour artifacts of typical 
BTC-compressed images can be effectively alleviated.

Inherently, the DBSBTC method is an image compres-
sion approach, and not a data hiding approach; therefore, 
we must modify the DBSBTC method to improve the stego 
image quality without damaging the embedded secret data. 
We briefly introduce the concept of the DBSBTC method 
and describe the proposed modification in Step 4 of the stego 
construction procedure in Sect. 3.4.

Given an uncompressed continuous-tone image block 
g[m, n] and the bitmap B[m, n] of the corresponding AMBTC 
compressed block, the HVS-based perceived error Ẽ can be 
expressed by

where PHVS denotes the HVS filter defined in the spatial 
domain, (X, Y) denotes the lattice basis of addressable dot 
(in units of inches/dot), and E[m, n] denotes the error image 
between the continuous-tone image and the bitmap:

In DBSBTC, the perceptual-error-based cost is defined as

The goal of the DBSBTC method is to manipulate the ini-
tial bitmap at each pixel continuously, until the minimal 
cost is achieved. Specifically, the optimal bitmap is found 
by minimizing �:

To generate more trial patterns, the DBSBTC method 
adopts two operations, namely Toggle and Swap, at each 
pixel of B[m,  n]. For the toggle operation, the value of 

(9)Ẽ(x, y) =
∑
m,n

E[m, n]PHVS(x − mX, y − nY),

(10)E[m, n] = g[m, n] − B[m, n].

(11)𝜙 = ∫x ∫y

||Ẽ(x, y)||2dxdy.

(12)B∗[m, n] = arg min
B[m,n]

�.

Fig. 4   Illustration of calculating the accumulated error (e), where 
the blue circle denotes current processing block, 1 complex_1 block, 
2 complex_2 block, and the yellow square denotes a smooth block 
(color figure online)

Fig. 5   Conceptual flowchart of the DBSBTC method, in which high 
mean (b

i
) and low mean (a

i
) of each block are continuously toggled 

and swapped, until the minimal cost is achieved
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the current processing position is changed to an opposite 
value (i.e., 1 to 0, or vice versa). For the compressed image 
block, performing toggle in a pixel of B[m, n] implies the 
exchange between the high and low means at the same 
pixel position. For the swap operation, the value of the 
current processing position is exchanged with that of its 
eight neighbors. At each pixel, all trial changes are tested, 
and only the change corresponding to the maximal reduc-
tion of cost is accepted. The trial changes of each pixel of 
B[m, n] is tested iteratively, until the cost is converged to 
the desired local minimum.

Calculating the integral value in (11) is time consuming. 
Therefore, the DBSBTC method simplifies this by intro-
ducing two functions, (1) the autocorrelation function of 
HVS filter:

where

and (2) the cross-correlation function of HVS filter:

where ∗∗ denotes the 2-D convolution. By utilizing the 
functions Cp̃p̃[m, n] and Cp̃ẽ[m, n], the cost corresponding 
to a trial change can be estimated without calculating (11) 
directly. (Please refer to Ref. [30] for more details).

3.4 � Summary of the proposed data hiding and blind 
decoding algorithm

•	 Stego image construction end The proposed BTC-based 
data hiding method is presented as follows. STEP 1 The 
input grayscale image is compressed by the AMBTC 
method and is divided into 4×4 nonoverlapping blocks. 
STEP 2 Each block is classified as one of three types: 
smooth block, complex_1 block, and complex_2 block. 
STEP 3 Secret data are embedded in smooth blocks and 
complex_1 blocks according to Rules 1 and 2, respec-
tively. Subsequently, the secret data are embedded in 
complex_2 blocks according to Rule 3. STEP 4 The 
DBSBTC method is applied in each block except for the 
smooth blocks, because the bitmap of a smooth block 
is completely determined by the embedded 16-bit secret 
data. Nevertheless, the quality of the stego images is 
considerably improved by manipulating the bitmaps of 
the complex_1 and complex_2 blocks, which surround 
the smooth blocks. To avoid damaging the embedded 
secret data, the DBSBTC method is performed with a 
slight modification. In other words, for the execution of 
the DBSBTC method in complex_2 blocks, the toggle 

(13)Cp̃p̃[m, n] = Cp̃p̃(mX, nY) ,

(14)Cp̃p̃(mX, nY) = ∫s ∫t

PHVS(s, t)PHVS(s + x, t + y)dxdy,

(15)Cp̃ẽ[m, n] = E[m, n] ∗∗ Cp̃p̃[m, n],

operation is not performed because it might change the 
odd/even property defined in Table 1.

•	 Receiver end The corresponding blind decoding method 
is presented as follows. STEP 1 The stego image is re-
divided into 4 × 4 nonoverlapping blocks. STEP 2 The 
blocks are arranged in a raster order. For each block, the 
difference ||bi − ai

|| is calculated and is classified into one 
of the three block types (smooth, complex_1, and com-
plex_2) by the proposed block classification scheme. 
STEP 3 According to the block types, the secret data 
are separately extracted using Rule 1 (for the smooth 
block), Rule 2 (for the complex_1 block), and Rule 3 
(for the complex_2 block), respectively. STEP 4 STEP 
3 is repeated block by block in a raster order through-
out the stego image. The secret data are completely 
extracted.

4 � Experimental results

To evaluate the performance of the proposed method 
with various aspects, we conducted several experiments. 
For comparison, four existing BTC-based data hiding 
methods from  [16, 17, 19, 28] were also executed. Fig-
ure 6 shows the thumbnail of all test images. A total of 
20 grayscale test images were used: five standard images 
(size of 512 × 512), ten miscellaneous images (size of 
504 × 756) from the McGill Image Database  [32], and 
five medical images (size of 400 × 400) from the Osirix 
Database  [33]. All the test images were selected ran-
domly. In the experiments, the hidden messages were bit-
streams generated by a pseudo-random number generator.

In the experiments, we apply two objective 
image quality measurements: the HVS-based Peak 

Fig. 6   The twenty test images used in this study, arranged in a raster 
order
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Signal-to-Noise-Ratio (HPSNR) as suggested in 
Ref. [30] and the mean Structural Similarly Index Meas-
ure (MSSIM) as suggested in Ref. [19]. The first quality 
measurement, HPSNR, is defined as

where the variable gi,j and hi,j denote the pixel values at 
position (i,  j) of original grayscale cover image and the 
corresponding compressed stego image, respectively, and 
(H,  W) denotes the image size. The variable qm,n denotes 
the coefficient of a 2-D Gaussian filter that model HVS. 
The HPSNR measurement can be viewed as integrating 
the lowpass characteristics of HVS into the conventional 
PSNR. A larger HPSNR value indicates higher degree of 
similar visual impression between gi,j and hi,j, i.e., a higher 
quality.

The second quality measurement, MSSIM, is defined 
in [34] as

where M is the number of local windows (M set as 3 in this 
work, with window sizes 8, 12, and 16). The SSIM index 
formula is also defined in  [34], in which the variables gj 
and hj denote the image contents at the jth local window, 
from the cover image and its corresponding stego image, 
respectively. For MSSIM, it ranges from zero to one, and 
a larger MSSIM value stands for more visually pleasing 
image. For payload size (or embedding capacity) compari-
son, the Payload indicator is defined as

4.1 � Comparison of the proposed method with other 
methods

To demonstrate the superiority of the proposed method, we 
compare it with the methods of Hong [16], Chen et al. [17], 
Ou and Sun  [19], and Chang  [28]. The goal of this study 
was to demonstrate that the proposed method achieves a 
higher payload and superior image quality simultaneously, 
compared with the existing methods.

For the comparisons, the block size was set as 4 × 4 for 
each method. Because in all the comparative methods and 
our method, the AMBTC compression and the data hiding 
procedure is performed on individual blocks, achieving a 
fair comparison entails comparing the image quality and 
the payload using the same block size setting. Moreover, for 

(16)10 × log10

⎛
⎜⎜⎜⎜⎝

W × H × 2552

∑
W,H

�∑
m,n

qm,n(gi+m,j+n − hi+m,j+n)

�2

⎞
⎟⎟⎟⎟⎠
,

(17)MSSIM =
1

M

M∑
j=1

SSIM(gj, hj),

(18)Payload = bit number of the secret data.

Ou and Sun’s method and our method, the parameter thr1, 
which determines whether the block is complex or smooth, 
was set as 5 uniformly. The effects of different block sizes 
or different thr1 values are discussed in Sect. 4.2. However, 
we chose the same parameter settings as much as possible 
to ensure fair comparisons of each data hiding scheme.

Figure 7 illustrates the results of the performance com-
parison in three aspects: Payload, HPSNR, and MSSIM. 
Table  2 summarizes the corresponding average (Avg.), 
standard deviation (Std.), required memory, and the pro-
cessing time. The results were yielded with Windows 7 
operating system, Intel core i5 with 2.7 GHz CPU and 4GB 
RAM. Figure 7a presents the Payload comparison results, 
and Fig.  7b, c present the results of comparing the cor-
responding image quality. The proposed method outper-
formed the comparative methods in terms of both payload 
size and image quality (Fig.  7). The experimental results 
obtained using the 20 test images fully validate the effec-
tiveness of the proposed method.

We discuss in detail the experimental results presented 
in Fig.  7 as follows. With respect to Payload, because 
the block size setting was the same, it was determined 
by the payload of individual blocks. For the method of 
Chang [28], the payload of each block depends on its his-
togram. However, to maintain the reversibility of data hid-
ing, the payload of [28] is typically low. For the method of 
Hong [16], each block is embedded with 1-bit information. 
In addition, for the method of Chen et al. [17], each block 
is embedded with 1- or 16-bit information, depending on 
whether it is a complex or smooth block. The method of 
Ou and Sun  [19] basically has the same block classifica-
tion concept as that of Chen et al.; however, the threshold 
in the method of Chen et  al. is considerably rigid: Only 
when ai equals to bi, the block is classified as a smooth 
block and is embedded with 16-bit secret data. Whereas 
the method of Ou and Sun merely requests that if ||bi − ai

|| 
is less than a predefined parameter thr1, the block is clas-
sified as a smooth block. Therefore, the comparison of the 
payload results among the three methods yielded the fol-
lowing ranking: the method of Ou and Sun (the highest of 
the three), the method of Chen et  al., and the method of 
Hong. The proposed method improves the method of Ou 
and Sun by further defining the complex_2 blocks, which 
are embedded with 2-bit information. Therefore, the pro-
posed method achieves the highest payload.

With respect to image quality, the proposed method 
achieved the highest quality indicator values among all 
methods. As shown in Fig.  7b, c, the line charts of  [16, 
17, 28] are totally overlapped because they have the same 
image quality explained as follows. For the methods of 
both Hong [16] and Chang [28], the quality of the produced 
stego images was equal to that of the original AMBTC-
compressed images due to the reversibility property. For 
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the method of Ou and Sun [19], the quality of the produced 
stego images was poorer than that of the original AMBTC-
compressed images due to the input of random secret data 
which are not related to the image content itself. For the 
proposed method, although the payload was the highest, 
we propose a progressive data hiding scheme to ensure that 
the images have less distortion and maintain local average 

grayscale during data hiding. According to [30], the DBS-
BTC technique achieves superior image quality to that of 
the AMBTC technique; this work further shows that inte-
grating the DBSBTC method with the proposed data hiding 
scheme achieved superior quality to that of the AMBTC 
method, which does not embed secret data. Figure  8 pre-
sents an example for visual comparison, in which the 

(a)

(b)

(c)

Fig. 7   Comparisons among methods using twenty images in various aspects: a payload; b HPSNR; and c MSSIM. Note that in b, c, the line 
charts of [16, 17, 28] are totally overlapped because they have the same image quality
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bottom right corner is an enlarged version used to demon-
strate the image quality perceptually.

4.2 � Discussion of the performance of the proposed 
algorithm regarding the influence of n and thr

1

For the proposed method, the block size (n) and the thresh-
old value (thr1) play an essential role for two reasons. First, 
BTC itself is a block-based compression scheme, and the 
number of blocks directly influences the payload. Second, 
the parameter thr1, which classifies the smooth block and 
complex block, determines the payload allowed in each 
block. Observing the results of using different block sizes 
and the threshold values provides a more complete evalua-
tion of proposed method’s performance.

In the following, we only compare the performances 
among  [17, 19], and the proposed method. The Hong’s 
method [16] is not discussed because it does not use thr1, 

and all block are embedded into 1-bit identically. The 
Chang’s method  [28] is not discussed because it is not 
based on block classification scheme.

With respect to the influence of block size (n), Fig. 9a–c 
illustrate the averages of Payload, HPSNR, and MSSIM 
derived from using 20 images, respectively. When the 
block size decreases, the number of blocks is higher and 
the payload increases; yet the image quality reduces. This 
trend is observed for all methods. For the proposed method, 
using a larger block size implies not only embedding less 
unnatural hidden data, but also allowing DBSBTC to adjust 
the image content freely within a larger area. As shown 
in Fig.  9, the proposed method outperforms comparative 
methods at each block size when the average results of Pay-
load, HPSNR, and MSSIM are compared.

With respect to the influence of the threshold thr1,  
because it is used to choose the smooth blocks, a larger 
thr1 leads to more smooth blocks and higher payload. To 

Table 2   Comparisons among various BTC-based data hiding methods (using the test images shown in Fig. 6)

a The Std. of payload is not compared because payload varies significantly from image sizes
b The required memory for storing a stego image of size 400 × 400

c The average processing time for producing a stego image of size 400 × 400

Method Payloada HPSNR (dB) MSSIM Required Processing Blind

Avg. Avg. Std. Avg. Std. memoryb time (ms)c decoding

Hong’s [16] 18503 bits 50.67 2.82 0.975 0.008 32 × 104 bits 4.28 Yes
Chen 

et al.’s [17]
20442.5 bits 50.67 2.82 0.975 0.008 32 × 104 bits 5.04 Yes

Ou and 
Sun’s [19]

225080 bits 45.30 5.11 0.968 0.010 32 × 104 bits 5.62 Yes

Chang’s [28] 3950.8 bits 50.67 2.82 0.975 0.008 36 × 104 bits 7.76 No
Proposed 231063.8 bits 50.84 2.99 0.978 0.007 32 × 104 bits 7.05 Yes

Fig. 8   Resulting stego images of the test image Carcinomix using 
various methods (block size n = 4 and thr1 = 5). a Using methods 
of  [16, 17, 28] (HPSNR = 53.97 dB, MSSIM = 0.985). b Using 

method of [19] (HPSNR = 53.14 dB, MSSIM = 0.980). c Using the 
proposed method (HPSNR = 54.38 dB, MSSIM = 0.987)
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compare the use of different threshold values, we only 
compared the proposed method with the method of Ou and 
Sun [19] because it is more representative than Chen et al.’s 
method [17]. Figure 10a–c present the averages of Payload, 
HPSNR, and MSSIM obtained from using twenty images, 
respectively. In Fig. 10, the threshold value thr2 was set as 
5. The proposed method again achieves both the highest 
payload and the best image quality at different threshold 
values.

For Chen et  al.’s method  [17] and Ou and Sun’s 
method  [19], data hiding is performed under a binary 
classification: smooth block (to be embedded with 16 
bits) and complex block (to be embedded with 1 bit). 
However, the proposed method applies local neighbor-
hood information for further classifying the complex 
blocks into complex_1 (to be embedded into 1 bit) and 
complex_2 (to be embedded into 2 bits) blocks. There-
fore, the proposed method gains more payloads at differ-
ent threshold values. For better understanding, Table  3 

(a)

(b)

(c)

Fig. 9   When the block size (n) is changed, comparisons among 
methods using twenty images. a Comparison of average Payload. b 
Comparison of average HPSNR. c Comparison of average MSSIM

(a)

(b)

(c)

Fig. 10   When the threshold value (thr1) is changed, comparisons 
between methods using twenty images. a Comparison of average 
Payload. b Comparison of average HPSNR. c Comparison of average 
MSSIM
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presents the results of different threshold values using the 
image Lena.

5 � Conclusion and future work

The cloud technology plays a major role in future smart 
cities. Nowadays, many images are distributed worldwide 
daily, and most of such images are in a compressed format. 
Hiding data in compressed images improves the security 
level of transiting them over public networks. The hidden 
secret data can be used for purposes such as authentication, 
copyright protection, and source tracing. The BTC method 
is one of the most commonly used image compression tech-
niques because of its low computational complexity. There-
fore, this study presents a data hiding and blind decoding 
method for BTC-compressed images. The experimental 
results demonstrate superior performance for the proposed 
method in terms of embedding capacity and image quality, 
compared with existing methods.

Currently, the proposed method is designed for convert-
ing a grayscale image into a BTC-based stego image. In 
the future, we plan to extend this work to color images. In 
addition, when facing attacks, such as tampering and crop-
ping, the robustness of the proposed method has yet to be 
discussed. A robust watermarking, in which the embed-
ded data can be fully (or almost) extracted under different 
attacks, will be studied.
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