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1  Introduction

In recent years, the demand for techniques and products that 
provide affective computing and perceptual interaction capa-
bilities has rendered affective computing more important than 
ever before. As a branch of affective computing, since music 
can convey emotion-related information, the study of music 
emotion has become the focus of researchers and consider-
able effort has been expended on it during the past decade.

Emotion is the essence of music, and the emotion informa-
tion of music can be widely used in music retrieval and rec-
ommendation. Almost all music pieces are created to convey 
feelings; composers create music to resonate with their lis-
teners; and performers use the language of music to elicit the 
emotional responses of audiences [23]. Meanwhile, massive 
cross-cultural studies of the power of music have indicated 
that common music psychological and emotional cues exit in 
music that can transcend the limits of language and achieve 
cultural infiltration simultaneously [2, 24, 32, 33, 106]. For 
these reasons, a technique for organizing and retrieving music 
using an emotion-based approach is feasible, and the core of 
such technique is the automatic recognition of music emo-
tion information. At present, methods for using the physical, 
audial, and semantic features of music signals to achieve the 
automatic recognition of music emotion information have 
become an important part of the research on digital music 
applications [17, 112]. The study of music emotion recogni-
tion has thus become an extremely urgent issue.

The research area that investigates computation models 
for detecting the emotion of songs is known as music emo-
tion recognition (MER)1 [8]. As shown in Fig. 1, MER con-

1  According to the psychologists’ definition [78], we use the term 
“music emotion” to represent the audience’s perceptual emotion of 
music.
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stitutes a process of using computers to extract and analyze 
music features, form the mapping relations between music 
features and emotion space, and recognize the emotion that 
music expresses; so that music databases can be organized 
and managed based on emotion [43].

MER models can be used in music information retrieval 
[19, 91, 104], music recommendation [14, 67], music ther-
apy [6, 16], etc. Since 2007, increasingly successful music 
emotion classification (MEC) results have emerged in the 
Music Information Retrieval Evaluation eXchange 
(MIREX),2 an annual evaluation of music information 
retrieval (MIR) algorithms. At the same time, many music 
Websites and social networks, such as Stereomood3 and 
Sensbeat,4 have used emotion as a cue for music recom-
mendation and user interactions. Moreover, MER has also 
been applied to devices, such as mobile music emotion 
players [18, 22], robust personalized affective music play-
ers (AMP) [35] and a prototype smart house system [113], 
so that they can identify the emotion of music automati-
cally and promote human-computer interaction.

A typical MER method comprises three steps [5, 107]. 
First, in the domain definition step, the target and extent of 
the problem are defined by choosing the different formats 
of music records and emotion models. Second, in the fea-
ture extraction step, the two types of data features that are 
commonly used in MER, music features and ground-truth 
data, are extracted. The ground-truth data are obtained by 
means of the annotations of the music by subjects based on 
emotion models, and the music features consist of informa-
tion that can be extracted from the music. Finally, in the 
model training process step, machine learning methods 
are used to establish the mapping relations between the 
music features and emotions. Thus, automatic MER can be 
implemented.

2  http://www.music-ir.org/mirex/wiki/MIREX_HOME.
3  https://iTunes.Apple.com/HK/app/sensbeat/id725472587?Mt=8.
4  https://iTunes.Apple.com/HK/app/stereomood-tuning-my-emo-
tions/id524634435?Mt=8.

MER requires that the mapping relations between music 
features and emotion space be established and, therefore, 
some common problems exist [79]. First, it is difficult 
to determine an appropriate feature extraction standard 
because of the differences between music records. Second, 
MER is affected by strong subjectivity, because it involves 
emotions and has strong correlations with the human char-
acter, preference, and other factors. Third, the expressivity 
and perceptibility of emotions make their classification dif-
ficult. The key to solving these three problems is the choice 
of data features, that is, the choice of music features and 
ground-truth data.

•	 First, as the input of MER models, music features are 
the features extracted from music records that can 
reflect the style, structure, and emotions of a song, and 
are directly related to the format of the music records. 
McKay [58, 59] noted that the formats of music records 
were divided into two categories: audio and symbol 
files. Audio files, which store sound content in the form 
of waves, are called the “low-level” representation of 
music; while symbol files, which describe sound infor-
mation in bytes, are called the “high-level” represen-
tation of music. We can directly extract low-level and 
high-level features from audio and symbol files, which 
represent the specific descriptive and abstraction level 
characteristics of music, respectively.

•	 Second, the ground-truth data, which reflect the per-
ceived emotions of human beings [79], are derived from 
the emotion labels assigned by subjects to the music. 
We can distinguish the differences between the basic 
emotion categories. However, experiments have shown 
that for different people listening to the same songs may 
produce different emotion perceptions in many cases 
[26]. Therefore, the ground-truth data are the main fac-
tor that affects the results of MER, and the methods of 
extracting and selecting ground-truth data are the key 
for reducing the subjectivity of the results. At the same 
time, ground-truth data are divided into two types, the 
label- and numerical-type, and the choice of the type of 
ground-truth data plays an important role in the selec-
tion of machine learning methods.

•	 Finally, a large number of empirical studies showed that 
the emotion models can be divided into two categories 
[21], categorical models (such as the typical Hevner 
model [31] and the updated Hevner model (UHM) [76]), 
which operate according to the definition of adjectives, 
and dimensional models (such as the Russell’s valence–
arousal (VA) model [69, 71], Thayer model [81], and 
the famous PAD model [60]), which operate according 
to the definition of dimensions. There is no consen-
sus on the correct choice of emotion models, but it is 
related to the types of ground-truth data used in experi-

Fig. 1   Music emotion recognition process

http://www.music-ir.org/mirex/wiki/MIREX%5fHOME
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https://iTunes.Apple.com/HK/app/stereomood-tuning-my-emotions/id524634435?Mt=8
https://iTunes.Apple.com/HK/app/stereomood-tuning-my-emotions/id524634435?Mt=8


367Review of data features-based music...

1 3

ments. We usually choose categorical models to define 
emotion categories while using label-type ground-truth 
data as the output of the MER models. However, when 
numerical-type ground-truth data are used, dimensional 
models are chosen to represent the music emotion as a 
point or continuous probability distribution in the emo-
tion space.

In summary, the choice of data features plays a crucial role 
in MER. However, the complexity of MER and the diver-
sity of research methods make it difficult for researchers to 
gain a clear understanding of the MER process and, there-
fore, it is necessary to classify and compare the different 
methods used in MER based on the different combinations 
of data features.

Kim et  al. [43] conducted extensive research on MER. 
They presented an overview of the methods based on the 
context-based text information and the content-based audio 
information of music features as well as the combinations 
of them. Similarly, Barthet et al. [4] focused on reviewing 
MER methods from the content- to the context-based mod-
els, and divided music features into the same two categories, 
namely, content-based features (i.e., various music features 
such as pitch, timbre, and lyrics) and context-based features 
(i.e., music metadata, social tags, and others). However, nei-
ther of them divided the types of ground-truth data, the sec-
ond important feature of music, into categories nor inves-
tigated their effects on MER methods. In addition, Yang 
et al. [105] summarized different methods of machine learn-
ing, but their description of the features was much shorter. 
Although it is very important to choose an appropriate 
machine learning method for MER, the emphasis of MER 
must remain on the choice of the appropriate features.

Consequently, in this paper, to give researchers a clear 
understanding of the MER process, our review of the cur-
rent MER studies is based mainly on the different com-
binations of data features that they use during the mod-
eling phase, that is, on three aspects: music features only, 
ground-truth data only, and their combination. More impor-
tantly, focusing on a more frequently used type of method 
in which the two kinds of data are combined, we further 
subdivide the methods in the literature into those using 
label- or numerical-type ground-truth data, and analyze the 
development of MER according to the time sequence and 
modeling methods.

The remainder of this paper is organized as follows. In 
Sect. 2, we introduce the methods for extracting and select-
ing music features and ground-truth data. In Sect.  3, the 
methods in the literature are divided based on the differ-
ent combinations of data features that they use during the 
modeling phase and we introduce examples of them. Fur-
thermore, we subdivide the examples of the combination of 

these two types of data features according to the two types 
of ground-truth data, classify and compare them with the 
cue of the time sequence and modeling methods, and dis-
cuss the transition, development, and current situation of 
each stage in MER. Third, the research directions in the 
field of MER are classified in detail in Sect. 4, and then, we 
discuss the existing problems and put forward some sug-
gestions for future research directions. Finally, we summa-
rize the studies discussed in this review and the contribu-
tions of this paper.

2 � Data feature extraction

The goal of data feature extraction is to reduce the infor-
mation of songs to descriptors that can fully describe them. 
As mentioned, the data features commonly used in MER 
can be divided into two categories. One is called music 
features, which are the acoustic features and the lyrics of 
the music that can be extracted from music records using 
the corresponding feature extraction software. The sec-
ond is called ground-truth data, which are the emotion 
labels assigned by subjects to the music that truly reflect 
the perceived emotions of human beings [79]. This section 
describes the extraction and selection methods of these two 
types of data features.

As shown in Fig.  2, before the feature extraction pro-
cess, music records should be converted into a uniform for-
mat that can easily be processed, and then, the two types of 
data features are extracted using specific feature extraction 
software or annotation methods. The music data preproc-
essing comprises two steps: data format conversion and 
music segmentation.

•	 First, the goal of data format conversion is to convert 
the audio or symbol files that are used to store music 
into a consistent format that contains the required infor-
mation. For example, audio files were converted to a 
uniform format (22,050 Hz, 16 bits, and mono channel 
PCM WAV) [107, 110, 114], and Bartoszewski con-
verted MIDI files to a uniform format that contains the 
pitch, duration, velocity of the voice [5], etc.

•	 Second, although the music emotion can be predicted 
by the overall estimation of the entire song, the accuracy 
of the results is low. The reason for this is that the emo-
tional content of a song fluctuates, and the direct evalu-
ation of the song in its entirety will lead to a large error. 
Further, the emphasis of subjects when they are listen-
ing to music, as well as their familiarity with the music, 
differ. Therefore, to achieve more accurate results, we 
need first to split music into small segments, and then 
detect the emotion separately.
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The different music segmentation methods have their own 
advantages and disadvantages, and the length of the music 
segments also differs. After considering the influence of the 
length of segments on emotion recognition, MacDorman 
and Ho gave a more reasonable criterion [55]: in principle, 
we hope that the length of segments is as short as possible so 
that our analysis of the dynamics of the song is as granular 
as possible. The shorter the segment, the more homogene-
ous the emotion will be, thus making the evaluation results 
of subjects more consistent. However, unfortunately, too short 
a segment is not sufficient to allow the subjects to assess its 
emotional content accurately. In addition, very short segments 
in general are separated from their surrounding environment, 
resulting in a lack of evaluation of their ecological validity.

According to this trade-off criterion, the results of 
"Appendix" of this paper indicate that the length of the 
segment for popular music is usually 25–30  s, which cor-
responds to the typical length of the chorus part of it [91]. 
Xiao et al. [98] conducted an empirical study on the optimal 
length of a classical music segment that can express its sta-
ble emotional state. In the experiments, 60 unique classical 
music pieces were selected, which were divided into seg-
ments of 4, 8, 16, and 32 s, and each segment was marked 
by two subjects. The results showed that the classification 
performance of the system was optimal when the length of 
the segment was 8–16 s.

In addition to the segmentation method that uses the 
time length as the basic unit, other methods, such as 
those based on the structure of the music and those that 
use per-lyric [95], per-second [79], or frequency [53] seg-
mentation, have been widely used in MER.

2.1 � Music features

2.1.1 � Music features classification

A large number of previous studies showed that different 
emotional states are usually associated with different music 
features [27, 53, 82]. For example, “contentment” is related 
to a slow tempo, low intensity, and a soft timbre, whereas 
“exuberance” is related to a fast tempo, high intensity, and 
a cheerful timbre. At the same time, Gabrielsson et al. [27] 
and Thayer [82] noted that there are corresponding rela-
tions between the dimensional models and music features.

Among these features, intensity is a basic feature, 
which is highly correlated with arousal and is used to 
classify the arousal dimension [114]. Its level is obtained 
by simply measuring the amplitude, and because of its 
short-time dynamic, the intensity of a song, which con-
sists of some descriptive features, such as the centroid of 
loudness and low energy rate, in general is extracted in a 
frame [53]. Meanwhile, as a basic element of music, the 
timbre describes the sound quality [25] and is represented 
by features such as mel-frequency cepstrum coefficients 
(MFCCs), spectrum shape, and spectral contrast (SC). 
Another frequently used descriptive feature, which is asso-
ciated with the timbre, is Daubechies wavelet coefficient 
histograms (DWCHs) [107]. The local and global informa-
tion of the spectrum can be better expressed using histo-
grams to estimate the probability distribution of it. In addi-
tion, rhythm, a long-term feature, is one of the most widely 
used features in MEC [25]. It describes some of the pat-
terns that appear and repeat in a music segment. There are 

Fig. 2   The data feature extrac-
tion process comprises two 
steps: (1) preprocessing. (2) 
Extracting music features from 
music records and collecting the 
ground-truth data from subjects. 
The structure illustrated in 
the lower-right of this figure 
are three ground-truth data 
annotation methods: select the 
list of adjectives (AA method), 
mark the level of music features 
(MFA method), and directly 
label the valence/arousal value 
(DMA method)
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three types of rhythm feature that are closely related to the 
human emotion response: rhythm strength, rhythm regular-
ity, and tempo [51, 68].

The above analysis indicates that the abstraction level 
characteristics of music, such as intensity, timbre and 
rhythm, are reflected by descriptive features that can be 
directly extracted from audio files (Fig.  2). As shown in 
Table 1, some of the most commonly used descriptive fea-
tures are introduced.

In addition to the music features described above, the 
genre information, lyric features, etc. of music can also be 
used to achieve emotion recognition, and were widely used 
in the studies reported in [7, 12, 50, 100, 102]. For exam-
ple, the study of Li and Ogihara [50] showed that the genre 
information of music can improve the accuracy of emotion 
detection. There are two means of obtaining the genre of 
music. First, the genre information may be manually anno-
tated and stored in the database can be queried. Second, 
considerable research has been conducted on automatic 
genre identification in the field of music, and the methods 
used are similar to MER methods[13, 29]. One shortcom-
ing of using the genre information is that when it is incor-
rect it has a negative effect on the results of emotion recog-
nition [87].

Furthermore, the features of song lyrics are very 
important, since only “saying things” can affect a 
human’s emotion. This type of features was seldom used 
in earlier studies, because it is quite difficult to analyze 
the features of lyrics from music segments [87]. Wu 
et  al. [95] conducted a study of the lyrics which related 
to music emotion and gave the corresponding first three 
words of these five music emotions. As shown in Table 2, 
there is no contradiction between the corresponding 

words of each emotion, and some combinations of these 
words can frequently be linked to the corresponding emo-
tion in this table. For example the combination of “snow” 
and “river” can be linked to the “delicate” emotion, the 
combination of “dream” and “need” can be linked to the 
“sweet” emotion, etc. In addition, Yang et al. [101] pro-
posed an emotion recognition method based on the latent 
Dirichlet distribution to recognize the emotion of lyrics. 
By extracting the uni-gram features of lyrics and using 
the VA model, they captured the corresponding relations 
between the features of lyrics and the emotion values. 
Their experimental results showed that this scheme can 
effectively improve the accuracy of the regression predic-
tion of the emotion, and the lyrics can be used to predict 
the emotion of the song. At the same time, combined with 
music features or ground-truth data [30, 95], analyzing 
the lyrics can achieve better prediction results.

2.1.2 � Feature selection method

The selection of the appropriate features is a difficult task, 
because researchers are frequently unsure which features 
are useful, and it is difficult to extract the perfect features. 

Table 1   Illustration of the commonly used descriptive features in MER

No. Feature Abbreviation Dimension Description

I Mel-frequency
Cepstrum
Coefficients

MFCCs 20-D Low-dimensional representation of the spectrum obtained from the Mel-scale distortion [91]; 
reflects the nonlinear frequency sensitivity of the human auditory system

II Octave-based OSC 14-D Rough representation of the harmonic content of the frequency domain based on the identifi-
cation of the peak and Valley values of the frequency spectrum [79, 91]Spectral

Contrast

III Statistical SSDs 4-D Four-dimensional feature composed of the spectral centroid, flux, rolloff and flatness, and 
usually related to the structure of timbre [79]Spectrum

Descriptors

IV Chromagram Chroma 12-D An effective method for the estimation of the western pitch components in a short time time 
interval; essentially a circular version of the log twisted spectrogram [75]

V Daubechies DWCH 21-D The mean (7-D), the standard deviation (7-D) and the subband energy (7-D) of spectrum 
[107]Wavelet

Coefficient

Histograms

Table 2   Top three words corresponding to five music emotions [95]

Emotion Major words (sort by weight)

Delicate River (0.016), snow (0.013), night (0.012)

Cheerful Forever (0.019), remember (0.018), happy (0.016)

Restrained Little (0.016), oceam (0.015), love (0.012)

Rollicking Saturday (0.023), night (0.021), baby (0.018)

Sweet Dream (0.022), need (0.021), call (0.017)
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Although researchers can formulate a limited hypothesis 
about which type of features may be suitable based on 
their experience and knowledge, this may lead to the accu-
racy of machine learning techniques being limited because 
of the limitation of their hypothesis [58]. Intuitively, we 
may think that one means of improving the performance 
of machine learning is to increase the number of features. 
However, experiments have shown that, although the per-
formance can thus be improved to a certain extent, using 
too many features leads to performance degradation [114]. 
For example, a study of music emotion conducted by Wang 
et al. [91] showed that the results of using MFCC or con-
trast features alone in many cases is superior to using them 
in combination. That is, the automatic emotion annotation 
results of the acoustic emotion Gaussians (AEG) model did 
not benefit from using a combination of multiple features. 
Yang et al. compared the regression results when using the 
entire feature set and when using the 15 features extracted 
by the PsySound tool (called the Psy15 features) in regres-
sion prediction experiments of music emotion [107, 108], 
and found that using the Psy15 features could not only 
greatly reduce the computational complexity, but also avoid 
serious overfitting problems. It is obvious that an increase 
in the feature dimension simply cannot improve the per-
formance effectively, and thus, we need a more effective 
means of selecting the most suitable features.

The Karhunen–Loeve (KL) transform method used by 
Lu et al. [53] was an effective method to remove the cross-
correlative features from original features. They applied it 
to the features of the training sets in the feature selection 
step to map the extracted features to an orthogonal space 
and obtain a new feature space, thereby extracting the unre-
lated features and reducing the computational complex-
ity. The stepwise backward selection method was used to 
greedily delete the sequence of the worst features until the 
accuracy could no longer be improved [109] and in con-
trast the stepwise forward selection method was used to 
increase the number of features to find the best combina-
tion of the feature sets [33]. Nevertheless, in all the above 
methods, it is necessary to evaluate the system performance 
by performing the actual course of testing. It is known that 
some classifiers are computation-intensive [58] and, there-
fore, the classification process takes a considerable amount 
of time to complete. Therefore, there remains a class of 
dimensionality reduction techniques that select features 
through the statistical analysis of feature space, such as 
principal component analysis (PCA) [108, 111] and factor 
analysis [57]. By forming a linear combination set of the 
new features that retain the variation of the original features 
in some fashion, the multi-dimensional data can be mapped 
into a low-dimensional subspace. In addition, as for the 
lyrics, by comparing the classification performance of two 
corpora before and after the application of the syntactic 

rules, Kim et al. [41] found that the application of the par-
tial syntactic analysis can to a certain extent improve the 
classification performance of the models.

2.2 � Ground‑truth data

In early studies, researchers began to explore the relations 
between music features and ground-truth data in MER. 
Hevner, who proposed the Hevner circumplex model by 
dividing the 67 basic emotion adjectives into 8 emotion 
clusters according to their similarity, detected the emotion 
values of six features, namely, tone, speed, pitch, rhythm, 
harmony, and melody, and studied the relations between 
them and emotion. He used his model to prove the effect 
and expression of emotions that music can convey in 1936 
[31]. In his experiments, the variation in human emotion 
perception induced by music emotion variables, such as 
the modality, rhythm, harmony, and melody, were studied. 
The results showed that there was a clear consistency in the 
subjects’ perception of music, and thus the reliability of the 
ground-truth data for identifying the emotion was proved.

As shown in Fig.  2, there are three means of collect-
ing ground-truth data: select the list of adjectives, mark 
the level of music features, or directly label dimensional 
models, such as the VA model. In this paper, we call the 
adjectives annotation method (AA), the music features 
annotation method (MFA), and the dimensional models 
annotation method (DMA), respectively.

2.2.1 � Adjectives annotation method

The AA method is in general performed by means of a 
questionnaire survey. It requires the subjects to choose the 
adjectives that are suitable for describing the emotion of the 
song which they are listening from the list of adjectives in 
the categorical models (Fig. 2). The results of this annota-
tion method are adjectives, that is, label-type ground-truth 
data. This method simply takes the emotions as the discrete 
emotion labels with clear emotional significance, is easy to 
apply, and is consistent with humans’ subjective feeling, 
which is more conducive to the design of personalized sys-
tems. It also has a lower requirement for the professional-
ism of the subjects in terms of music perception, requiring 
only that they be able to select the emotion adjectives accu-
rately. The computational complexity can be significantly 
reduced when the emotional granularity is large and, there-
fore, it is usually used in MEC, as shown in "Appendix". 
Nonetheless, because of the ambiguity of the definition of 
adjectives in the categorical models, it can lead to strong 
subjectivity in the label-type ground-truth data and low 
accuracy of the results. That is to say, the same person may 
have different feelings about the same music segments. 
Another disadvantage of this method is that the accuracy of 



371Review of data features-based music...

1 3

classification and the number of emotion categories restrict 
each other [50], and the definition of emotion categories is 
an unsolved problem.

At present, there are many public music datasets that 
were established using the AA method. For example, the 
audio mood classification (AMC) task of MIREX was the 
only benchmark in the field of MER for many years [20]. 
Its aim is to promote the research of MER and provide a 
baseline for comparison. The creators of the AMC task 
provided 600 songs for non-commercial use. However, 
the problem is that the dataset uses five types of discrete 
emotion for classification, some of them without sources in 
the psychology literature and others with the semantic and 
acoustic repetition [46]. This dataset includes only static 
annotation results, which does not conform to the nature 
of the time variation of music emotion. In addition, Turn-
bull et al. [85] established the CAL500 dataset, which con-
sists of 500 popular music songs, each of which has been 
labeled with adjectives by at least 3 subjects.

2.2.2 � Music features annotation method

The reason why the dimensional models, such as the VA 
emotion model [69, 71], are widely used in MER is that 
this type of model can be used to set up the correspond-
ing relations between music features and emotional states 
simply and intuitively through the coordinates. Psycholo-
gists state that for the VA model, while the arousal dimen-
sion is related to tempo (fast or slow), pitch (high or low), 
loudness level (high or low), and timbre (bright or soft), 
the valence dimension is related to mode (major or minor) 
and harmony (consonant or dissonant) [27]. Based on 
this principle, the MFA method requires the subjects to 
rate the music features while listening to music, and then 
obtains the label- or numerical-type ground-truth data 
according to the correlations between music features and 
dimensions.

For example, Juslin [37] found two music dimensions, 
tempo and articulation, which can explain the transfer of 
emotional content between the performers and audiences, 
as well as their relations with the four basic human emo-
tions. Based on these, Feng et  al. [23] established the 
emotion annotation rules (Fig. 2) to annotate the emotion 
of songs by means of tempos (fast or slow) and articula-
tions (staccato or legato). Goyal et al. [28] collected the 
annotations of the level of music features from the user 
feedback based on the VA model and used the correla-
tions between the acoustic features (i.e., tempo, pitch, 
and intensity) and the valence and arousal dimensions, 
respectively, in their experiments. Thus, they obtained the 
fuzzy relational feedback values between the perceived 
emotion and music features of each music segment, to 
fine-tune the emotion recognition systems further.

Although intuitively it can be seen that the MFA 
method does not require subjects to annotate the emo-
tions directly, and thus avoids a certain degree of sub-
jectivity, a large error remains in the annotations of the 
features. On the other hand, this method refers only to 
the music features that are associated with the dimen-
sions of dimensional models and neglects the other fea-
tures, which will lead to the impersonal prediction results 
and an unacceptable emotion output. Consequently, this 
method is seldom used in practice and a corresponding 
public dataset has thus far not been provided.

2.2.3 � Dimensional models annotation method

The DMA method requires that the subjects annotate 
dimension values in the dimensional models directly, such 
as arousal and valence values in the VA model, while lis-
tening to music [36]. It expresses music as a point in the 
emotion space, and obtains numerical-type ground-truth 
data. Thus, this method demands that the professionalism 
of the subjects in terms of music perception be extremely 
high, that is, the selection of the subjects is quite strict, 
and is a time-consuming and labor-intensive process. 
Nevertheless, it can establish the corresponding relations 
between the music emotion that human perceived and the 
emotion models directly, and effectively avoid the ambi-
guity of the AA method and the limitation of the MFA 
method. To a great extent, it improves the accuracy of 
MER and is widely used in MER accordingly. However, 
numerical-type ground-truth data are focused mainly on 
the values of music emotion in the emotion space and to a 
certain degree, the method ignores the correspondence of 
the human subjective perception. Therefore, we need to 
further explore how to combine numerical data with label 
data to ensure both the accuracy of the identification and 
the human subjective perception.

Soleymani et at. set up a public free MediaEval Data-
base for Emotional Analysis in Music (DEAM)5 consist-
ing of 1802 songs from 2013 to 2015, which are anno-
tated with emotions using the DMA method, to help 
researchers in their MER studies. The emotion annotation 
tool applied in Soleymani’s experiment uses an online 
annotation interface. The dynamics of the valence and 
arousal values are obtained by sliding the mouse around 
into interface to indicate the current emotion [79], as 
shown in Fig.  2. At the same time, to remove some 
unnecessary subjective factors and obtain more real 
ground-truth data, Soleymani considered other factors, 
such as the mood of the subjects at the time of listening 

5  http://cvml.unige.ch/databases/DEAM/.

http://cvml.unige.ch/databases/DEAM/
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to the music and the different time-points of the day. The 
MoodSwings Turk dataset (MTurk) [80] contains 240 
pop songs selected from the “uspop2002 database”. On 
the basis of MoodSwings [42], a more original approach 
was used in it for recruiting subjects to collect emotion 
labels through Mechanical Turk, an online outsourcing 
software of Amazon. Each subject was asked to randomly 
select 11 segments, and then, annotate the second-by-sec-
ond VA values of these music segments in the VA graphi-
cal interface. Next, an automatic verification procedure 
was used to remove implausible annotations. Finally, 
each segment was marked by 7–23 subjects. The disad-
vantage of this dataset is that only the features which 
extracted from the audio files are public, and if we need 
other features associated with the music emotion, then 
this dataset is not applicable. The DEAM and MTurk 
datasets give the second-by-second emotion values of 
segments, thus are two currently well known publicly 
available datasets for music emotion variation detection 
(MEVD) and have been widely used. In addition, other 
numerical datasets exist, such as the AMG1608 dataset 
[10], in which each song has an average of 15–32 numer-
ical-type annotations, the DEAP120 dataset [44], which 
includes video segments comprising the physiological 
signals of the subjects, Yang’s MER60 dataset [110], and 
the LJ2M dataset [52].

The statistics in "Appendix" show that the DMA and 
AA method are two frequently used ground-truth data 
acquisition approaches. The DMA method increases 
the annotation burden of the subjects, but it can directly 
establish the corresponding relations between the music 
emotion and emotion models and effectively avoid the 
ambiguity of the AA method. At the same time, the 
numerical-type ground-truth data can also be easily trans-
formed into the adjectives in the corresponding region of 
the emotion space (i.e., the label-type ground-truth data) 
by the dimensional models. In addition, Kim et  al. [40] 
proposed an MEC model that uses emotion labels and VA 
values based on the VA space. The experimental results 
showed the feasibility of the combination of label- and 
numerical-type ground-truth data and contributed to a 
further improvement in the accuracy of MER.

2.2.4 � Selection methods for ground‑truth data

Ground-truth data need to be collected carefully because 
of the subjectivity of emotions, and three problems arise:

•	 First, different subjects give different emotion annota-
tions and, therefore, each segment needs to be anno-
tated by many subjects [70]. This takes a considerable 
amount of time and manpower.

•	 Second, because of the vagueness and inexactness of 
human annotation, there may be many reasons why 
undesirable annotations are produced; for example, 
careless labeling, tired subjects, the failure of some 
subjects to understand segments, etc. There may also 
be software reasons, such as that some browsers failed 
to record the movement of the slider.

•	 Finally, the biggest problem in content-based music 
information retrieval is the sharing of music content. 
Audio files are frequently protected by copyright, 
although the ground-truth data may be published. The 
MER research process is being hindered by this prob-
lem [103].

To solve the difficulties of emotion annotation, on the one 
hand many researchers are committed to collecting public 
datasets, such as MER60 [110], MTurk [80], and AMC 
[20], to provide reliable and free datasets to researchers 
in this field. On the other hand, we need to filter the poor 
data to solve the problem of poor annotations. The spe-
cific filtering methods can be divided into two classes:

•	 The methods in one class select the subjects, that is, 
the subjects have to pass a test to prove their thorough 
understanding of the annotation tasks, so that only 
those with a higher acuity are selected as the formal 
subjects for emotion annotation [79].

•	 The methods in the second class find the noise data 
through a certain filtering method. For example, 
Speck et  al. [80] provided the complete process of 
using an outlier detection algorithm to remove invalid 
numerical-type ground-truth data. First, the experts’ 
annotations are used as the baseline, and a classifier 
(i.e., a one-class SVM) is applied to learn the experts’ 
second-by-second annotations of each music segment, 
to set up the decision boundary and filter out the outli-
ers. Because the machine cannot achieve a complete 
and accurate classification, the second step is to com-
pare the trajectory of the subjects’ annotations with 
that of the experts over time. If the similarity of these 
two trajectories is high, the annotations of subjects 
are marked “accepted”; otherwise, they are marked 
“rejected” or “unknown”.

In addition, in the process of designing the annotation 
experiments, it is necessary to focus on reducing the prob-
lem of human fatigue, because emotion annotation is a 
time-consuming and labor-intensive process. Common 
practices include reducing the length of the music segments 
[108], using sample songs (their emotions need to be recog-
nized by the majority) to better express the specific mean-
ing of each emotion, allowing the subject to skip a segment 
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when he/she feels that there is no emotion category that can 
describe its emotional content, designing a user-friendly 
interface (UI), and using online games, the so-called 
“Games with a Purpose” [88], to facilitate the collection 
of the ground-truth data. At present, the typical games are 
MoodSwings (a numerical-type annotation game) [42, 61, 
75], Herd It (a game that combines multiple types of anno-
tations) [3], TagATune (a label-type annotation game) [47], 
etc. Moreover, it is necessary to place certain restrictions 
on the time that the subjects spend annotating and the num-
ber of annotations that they perform. In general, the time 
is not more than one hour and the number should not be 
excessive; as shown in "Appendix", 10–20 segments per 
subject is optimal.

3 � Music emotion recognition methods

An exciting but also the most challenging task in the study 
of music is to create a computation model that can rec-
ognize the emotional content of music signals and organ-
ize music databases based on emotions [43]. The essence 
of such a model is that it uses the music features that are 
associated with emotion to establish the mapping from the 
low-level music features to the high-level affective seman-
tic features and realizes the automatic annotation of music 
emotion. Katayose et al. [39] were the first to achieve the 
emotion extraction of music based on symbol files in 1988 
and Feng et  al. [23] were the first to set up an emotion-
based music retrieval system for audio files in 2003. Also 
in 2003, Li et al. [50] treated the emotion detection prob-
lem as a multi-label classification problem and divided 
music into several classes for the first time. Since then, 
there has been an increasing number of research results 
in the field of MER, as shown in "Appendix". Based on 
the different modeling methods, these MER methods can 
be classified into two categories: classification and regres-
sion. In accordance with the different combinations of 
the data features during the modeling phase, they can be 
classified into three categories: those that use the differ-
ent music features only, those that use the ground-truth 
data only, and those that use the combination of these two 
types of data features, as shown in Fig. 3:

•	 The analysis of music features in Sect.  2.1 showed 
that correlations exit between music features and emo-
tions. For example, while a high note can convey the 
“excitement” emotion, a low note can convey the “sad-
ness” emotion. When these notes are connected, more 
powerful and nuanced emotional states can be felt [28]. 
Therefore, an MER method based on the correlations 
between music features and emotions is feasible. How-
ever, the results of Bartoszewski et  al. [5] and Patra 

et  al. [68] showed that it was difficult to accurately 
recognize music emotion by means of an MER method 
that used only the music features during the modeling 
phase (Fig. 3a). The reason for this is that music seg-
ments conveying different emotions may have similar 
music features; for example, music segments convey-
ing the “excited” or “happy” emotion have similar root-
mean-square (RMS) and tempo values and, therefore, 
are likely to be confused in the clustering process and 
affect the accuracy of classification.

•	 Intuitively, the results of MER methods that use 
ground-truth data only without music features must 
be highly subjective because of the randomness, 
vagueness, and inexactness of human annotation. In 
Sect. 2.2, it was mentioned that there are many prob-
lems in the acquisition process of ground-truth data 
and that the main problem is the impact of individual 
differences [110]. As the ground-truth data are not 
controllable, there are few MER methods that use only 
the ground-truth data. Nonetheless, the experimen-
tal results of Kim et al. [40] showed the feasibility of 
combining the label- with the numerical-type ground-
truth data, and contributed to the further improvement 
of the accuracy of MER (Fig. 3b).

•	 MER is a process that involves using computation 
models (Fig.  3c, supervised learning) to extract and 
analyze music features, form the mapping relations 
between music features and the emotion space, and 
recognize the emotions that music expresses [43]. 
Therefore, methods that use the combination of music 
features and ground-truth data during the modeling 
phase are most frequently used in MER, and thus, are 
specially discussed in the following sections.

As mentioned in the introduction, the ground-truth data 
are classified into the label- and numerical-type, and the 
choice of the different type of ground-truth data plays an 
important role in the selection of machine learning meth-
ods. We can choose only the classification method when 
selecting the label-type ground-truth data. This is because 
the label-type ground-truth data are obtained by select-
ing the corresponding adjectives in categorical models, 
and the emotions are considered discrete labels. Instead, 
we can choose the classification or regression methods 
when selecting the numerical-type ground-truth data. 
This is because, on the one hand, we can simply trans-
late the numerical values into labels (e.g. by means of the 
four quadrants of the VA space) for classification, and on 
the other hand, we can also realize the mapping between 
music features and numerical-type ground-truth data to 
predict the music emotion in the form of numerical-value 
or continuous probability distribution. Focusing on the 
case where the ground-truth data and music features are 
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combined, in this section we further classify and compare 
MER methods according to the different types of ground-
truth data, as shown in Fig. 4.

3.1 � Combining label‑type ground‑truth data and music 
features

Because of the limitation of the early ground-truth data acqui-
sition methods, which made more use of the AA method, and 
the universality of classification methods, the method most 
widely used in studies in the extant literature of MER is the 
classification method called MEC. The goal of this method 
is to obtain one or more emotion labels corresponding to a 
music segment. According to the different number of annota-
tions for each music segment, we can divide the MER clas-
sification methods into single-label classification, multi-label 
classification, and a special case of multi-label classification 
called fuzzy classification, as shown in Fig. 4.

•	 Single-label classification expresses the music emotion 
as a certain single emotion label, that is, the emotion of 

music segment si: emotionsi = yi, where yi is an adjec-
tive. This method is simple and intuitive and its com-
putational complexity is low, but the subjectivity and 
dynamics of human emotion perception are ignored and 
the classification accuracy is inversely proportional to 
the number of emotion categories. Therefore, it is grad-
ually being eliminated.

•	 Multi-label classification is a type of classification 
method that can be compared with regression methods. 
While it takes into account the vagueness and inexact-
ness of human annotation and classifies the emotion 
of music segment into a number of emotion catego-
ries: emotionsi = [y1, y2, . . . , yi]; fuzzy classification 
expresses the emotion of music segment as the discrete 
possibility distribution of a number of emotion catego-
ries: emotionsi = [p(y1), p(y2), . . . , p(yi)]. As compared 
with single-label classification methods, the complexity 
of multi-label classification methods is large; however, 
the accuracy is improved and the influence of subjectiv-
ity on the experimental results can be reduced, as shown 
in "Appendix".

Fig. 3   Three different combinations of the data features that MER 
methods use during the modeling phase. a In modeling phase, Bar-
toszewski et  al. [5] and Patra et  al. [68] developed the unsuper-
vised classifier for MEC based on the simple audio features. Then, 
the accuracy was calculated by comparing the predictions with the 
ground-truth data that subjects annotated in the evaluation phase. b 
In modeling phase, Kim et  al. [40] divided the VA values of music 

segments into eight regions using the k-means clustering algorithm 
and expressed each region with a possibility distribution of adjectives 
using statistical methods. Then, the emotion labels of a song can be 
predicted according to its VA values. c Methods that use the combi-
nation of music features and ground-truth data during the modeling 
phase are most frequently used in MER
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During the past decade, researchers have conducted a 
considerable amount of research on MEC. Support vector 
machines (SVMs) [11, 66], k-nearest neighbor (KNN) [15, 
66], neural networks (ANNs) [23, 83], Bayesian network 
[97], Gaussian mixture models (GMMs) [53, 89] decision 
trees (DTs) [48, 54, 63], etc. are the classification methods 
that are frequently used in MEC. Among these, the SVM is 
one of the most frequently used methods. It is a supervised 
learning method that can analyze data and identify patterns, 
and has advantages in solving small-sample, nonlinear, and 
high-dimensional pattern recognition problems. The KNN 
classifier is a type of instance-based classification method 
and is more frequently used in practice, although its results 
are not ideal. It is more suitable for automatic classification 
of larger sample sizes of classes, whereas for smaller sam-
ple sizes it is prone to error.

At present, many studies exist in which the performance 
of classification methods was compared. For example, 
Pao and Cheng [66] conducted a performance comparison 
of weighted discrete KNN (W-D-KNN), KNN, and SVM 
using the same music dataset, MER60 [110]. The results 
showed that the accuracy of the W-D-KNN classifier was 
the highest. Kim et  al. [41] executed MEC based on the 
lyrics using three machine learning methods, NaiveBayes 
(NB), hidden Markov model (HMM), and SVM. The 
results showed that the classification performance of the 
SVM method is optimal, reaching 53.6%. In a paper report-
ing their experiments on the emotion classification of popu-
lar Indian music, Ujlambkar et al. [86] presented the order 
of efficacy of 11 types of classification algorithms sequen-
tially according to the comparison results: NB, SVM, J48, 
RandomTree and so on.

At the same time, in experiments on MEC methods [48, 
63, 86] in which SVM was compared with other classifiers, 

such as KNN, DT, and GMM, it was found that SVM is 
usually more efficient than the other classifiers. There-
fore, to achieve better classification results, these methods 
are used in combination with SVM. For example, for each 
node in the decision tree, Ma et al. [54] used SVM to create 
a decision hierarchy, which can achieve multi-label classifi-
cation of music emotion.

In recent years, with the development of deep learning, 
researchers have applied deep learning methods in MEC 
and achieved good results. Li et al. [49] as well as Schmidt 
and Kim [74], used deep belief networks (DBN) to learn 
the sparse features of music and thus classified music emo-
tions. Chen et al. [8] used the deep Gaussian process (deep 
GP) to classify music emotions into nine classes in VA 
space.

3.1.1 � Single‑label classification

Single-label classification expresses the music emotion 
as a certain single emotion label. By means of analyzing 
the music primitives and making rules, Katayose et  al. 
[39] were the first to achieve music emotion extraction 
based on symbol files. Feng et  al. [23] used a two-layer 
BP neural network to establish an emotion-based music 
retrieval system based on audio files. As an example of 
using music features and label-type ground-truth data to 
establish MER models, Lu et  al. proposed [51] and fur-
ther discussed in detail [53] an MEVD method of the 
audio signals of classical music. In the detection of music 
emotion, first the experimental dataset was annotated and 
filtered by 3 experts. Then, three types of music features, 
i.e., strength, tone, and rhythm, and a GMM were used 
to establish a hierarchical framework to focus on differ-
ent features in different emotion detection tasks. Finally, 

Fig. 4   MER methods classification according to the different types of ground-truth data
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the detection of four types of music emotion was realized. 
The results showed that the precision and recall rates of 
the system reached 67 and 66%, respectively. Inspired by 
the research of Siegwart and Scherer who used psychology 
experiments to investigate the emotion that is expressed by 
singing voices in drama music, Xu et  al. [99] found that 
using singing voices alone may be effective for separating 
the “calm” from the “sad” emotion, but this effectiveness is 
lost when the voices are mixed with accompanying music. 
Therefore, the idea of using source separation to improve 
the accuracy of MEC and choosing SVM, a baseline classi-
fier that has been proved to have a good classification per-
formance in MIREX, as the classifier of the system were 
considered. The results showed that source separation can 
effectively improve the performance of MER from 37.1 to 
49.1% and the classification performance for accompany-
ing music (49.1%) is slightly better than that of singing 
voices (47.6%).

3.1.2 � Multi‑label classification

The experimental results of Feng [23] and the single-label 
classification instances, such as those of Xu [99] and oth-
ers, indicate that the accuracy performance of single-label 
classification is about 50%. Even when there are sufficient 
labels, the recognition accuracy is still far from satisfac-
tory, and this has constituted the bottleneck in the study 
of MER in recent years [105]. As reported in MIREX, in 
2011 the best classification accuracy of the five categories 
of emotion classification tasks had reached 69.5%, and this 
performance had still not been improved until now. One of 
the main reasons for this is that single-label classification 
methods represent the emotion of each song as a determin-
istic, discrete emotion label, without considering the influ-
ences of the ambiguity of the emotion categories and the 
subjectivity of human annotation. Therefore, multi-label 
classification was introduced into other theories to support 
the subjectivity of human evaluation and classify the emo-
tion of music segment into a number of emotion categories, 
or fuzzy-set and rough-set theories were applied to allevi-
ate the influence of subjectivity. The methods can be classi-
fied into two forms. In one form, multi-label classification, 
several emotion labels are assigned to a music segment at 
the same time. In the second form, fuzzy classification, the 
emotion of music segment is expressed as the discrete pos-
sibility distribution of a number of emotion categories.

Li et al. [50] was the first to treat the emotion detection 
problem as a multi-label classification problem and they 
divided the music into several classes. The selected 499 
30-s music segments used in the experiments were labeled 
by a 39 year-old woman, and they were classified into 13 
adjective groups and 6 super-groups by using SVMs. The 

results showed that, as compared with those of the single-
label classification of Feng [23], the precision and recall 
rates were reduced. This was attributed to the poor acquisi-
tion of the label-type ground-truth data; that is, the annota-
tion results of a single subject contain strong subjectivity, 
and the subject faced many difficult decisions. Therefore, 
in subsequent studies more annotations were obtained 
for each segment. Furthermore, the experimental results 
showed that when more emotion categories were used, 
the classification accuracy was low, and when the number 
of emotion categories was reduced, the overall classifica-
tion accuracy was improved. At the same time, using the 
genre information can improve the performance of emotion 
detection.

Later, based on the two types of emotion classification 
models defined in [50], Wieczorkowska et al. [94] used the 
KNN algorithm to verify the effects of multi-label classifi-
cation on recognition accuracy. The accuracy of the 13-cat-
egory classification was 27.1% (k = 13), which was better 
than the previous experimental results (single-label classi-
fication, 20%) and the accuracy of the 6- category classifi-
cation was 38.62% (k = 15). Although the overall classifi-
cation accuracy was low, the study showed that the results 
of multi-label classification are more accurate than those of 
single-label classification.

In addition, Trohidis [84] was the first to present a sys-
tematic comparison of multi-label classification algorithms, 
i.e., Relevance Binary (BR), Powerset Label (LP), Ran-
dom k-label sets (RAkEL). The results showed that among 
these three algorithms, the performance of BR is the worst, 
because it simply transforms a multi-label classification 
task into multiple single-label classification tasks and dis-
regards the correlations between labels. The LP algorithm 
takes the correlations between labels into account, and 
therefore, its performance is better than that of BR. The 
performance of RAkEL is best, because it is a combina-
tion of multiple LPs; its average accuracy reached 79%. Wu 
et al. [95] proposed a novel hierarchical Bayesian model in 
which MER is modeled as a multi-label, multi-layer, multi-
instance, and multi-view learning problem. In this model, 
the music is represented as a hierarchical multi-instance 
structure. From the results of comparing the three single-
instance models proposed by Trohidis [84] and the multi-
instance M3LDA model proposed by Nguyen et al. [64], it 
was concluded that the multi-instance model is suitable for 
MER and the accuracy of multi-label classification can be 
improved by considering the correlations between multiple 
labels.

3.1.3 � Fuzzy classification

Fuzzy classification is a special case of multi-label classi-
fication, which expresses the emotion of a music segment 
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as the discrete possibility distribution of a number of 
emotion categories. Yang et al. [109] presented one of the 
first attempts to take the subjectivity of human percep-
tion into consideration in MEC, using the fuzzy classifi-
cation method to classify music emotions. The proposed 
MEC system combined the music features with label-type 
ground-truth data, used the fuzzy nearest neighbor classi-
fier (FKNN) and fuzzy nearest mean classifier (FNM) to 
estimate the weight of each emotion category expressed 
by fuzzy vectors, and compared them. A 10-fold cross-
validation technique was used to evaluate the classification 
results. It was concluded that the performance of the FNM 
classifier (78.33%) was better than that of the FKNN clas-
sifier (70.88%), and the accuracy of FKNN classification is 
lower for a sparsely distributed sample. In addition, Myint 
et  al. [62] used a fuzzy support vector machine (FSVM) 
for MER and Goyal et  al. [28] obtained the fuzzy rela-
tional feedback values between the perceived emotion and 
the music features of each music segment by setting up the 
annotation of the level of music features in the user feed-
back of the established MER system.

3.2 � Combining numerical‑type ground‑truth data 
and music features

As well as label-type ground-truth data, numerical-type 
ground-truth data transformed by means of the coordinates 
can be used for classification training. Schmidt et al. [75] 
classified 240 15-s music segments containing multiple VA 
values, which were collected from the MoodSwings game, 
into four classes according to the four quadrants of the VA 
space the SVM classifier. The results showed that the music 
segments with a quite similar distribution of VA values 
were divided into completely different emotion categories 
in reality, and the authors deduced that the main reason for 
the poor performance of this classification was the strict 
quantification used for the essentially continuous numer-
ical-type ground-truth data. Thus, they further considered 
identifying the emotions using a regression method.

As mentioned previously, single-label classification 
methods suffer problems, such as the ambiguity of emo-
tion categories and the subjectivity of human annotation. 
Although multi-label classification methods alleviate the 
subjectivity of human annotation to some extent, they 
still disregard the ambiguity, individual differences, and 
time-varying dynamics of music emotion and, therefore, 
they cannot effectively achieve music retrieval. Yang 
[109] considered using the geometric relations of the four 
emotion categories in VA emotion space to calculate the 
specific VA values of music segments and presented a 
method for calculating VA values using fuzzy vectors:

(1)Valence of xu = {µ1u + µ4u − µ2u − µ3u},

where µyu, y = {1, 2, 3, 4} is defined as the weight of the 
input sample xu belonging to each emotion category. 
However, the theoretical basis of this calculation method 
is not mature, the transformations between emotion cat-
egories are not independent of each other, and the geo-
metric relations between the valence and arousal dimen-
sions are uncertain. Therefore, it is not suitable to use the 
geometric operations to obtain the VA values.

Dimensional models, such as the Russell’s VA model 
and the Thayer model, in which the regression method is 
used, can effectively solve these problems. At the same 
time, research on the prediction of music emotion shows 
that, in the case of using the same acoustic features, the 
performance of the parametric regression method is bet-
ter than that of the label-based classification method [43]. 
This is why regression methods are used.

The regression method uses the values of the dimen-
sional space to define the emotions, and music features 
and numerical-type ground-truth data are combined to 
form the dataset. As shown in Fig. 4, the prediction meth-
ods can be divided into two categories according to the 
different representations.

•	 One category is numerical-value prediction, which 
expresses the music emotion as a point that reflects 
the specific position of emotion in the dimensional 
space [107, 110]. For example, in the VA space, the 
emotion of music segment si: emotionsi = (vi, ai) , 
vi, ai ∈ [−1, 1], as shown in Fig.  5a. This avoids the 
ambiguity of emotion categories, but the predic-
tion results are greatly affected by the subjectivity of 
human annotation.

•	 The second category is continuous probability distribu-
tion prediction, which expresses the music emotion as 
a continuous probability distribution in the dimensional 
space [72, 73, 91]: emotionsi = f (vi, ai), where f (·) is 
a bivariate Gaussian probability density function, as 
shown in Fig. 5b. It can reflect the different emotional 
experiences of different subjects when listening to the 
same song, alleviate the influence of the subjectivity 
of human annotation, and help researchers establish a 
more personalized music retrieval and recommendation 
system.

There are many methods to express music emotion as a 
single, discrete point in the emotion space. Among these, 
multiple linear regression (MLR) [79, 107] is a standard 
regression method that is used as a baseline algorithm for 
MER owing to its relatively low computational complex-
ity and its effectiveness. MLR assumes that there is a 

(2)Arousal of xu = {µ1u + µ2u − µ3u − µ4u},
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linear relation between variables and uses the least square 
estimation method to estimate it. Least squares regression 
(LSR) [75] is one of the simplest regression techniques in 
MER. Partial least squares regression (PLSR) [14] is a lin-
ear regression method, which has the advantages of PCA, 
canonical correlation analysis, and multiple linear regres-
sion analysis. It is very effective when highly linear cor-
relations exist within variables, and can better solve the 
problem that the number of samples is less than the number 
of variables. In contrast, support vector regression (SVR) 
[14, 34, 107] is a basic nonlinear regression algorithm, 
which maps the input vector into a high dimensional fea-
ture space nonlinearly using the kernel trick and constructs 
the linear decision function in high-dimensional space to 
realize the nonlinear regression. SVMs have been found to 
be very competitive in comparison experiments on existing 
machine learning methods. Other regression methods, such 
as the Gaussian process regression [91] and maximum a 
posteriori linear regression (MAPLR) [9] algorithms, have 
also been applied in MER. It can be noted that regression 
methods generate more reliable results and allow quantita-
tive analysis of their performance. In addition, they estab-
lish the regressors for the dimensions of the dimensional 
models such as valence and arousal separately, rather than 
assuming that there is any geometric relation between them 
[107, 108], and learn the prediction rules according to the 
corresponding numerical-type ground-truth data. To dis-
play adjectives that inform users how emotion is expressed 
by a song, the regression results can easily be converted to 

the emotion labels of the corresponding region in the emo-
tion space.

Thus far, two methods have been developed to express 
the results of music emotion in the form of continuous 
probability distribution. One uses the Gaussian RBF kernel 
of SVM [80], and the second uses the Gaussian probability 
density function of GMM [72, 73, 91]. For example, Wang 
et  al. [91] proposed a novel acoustic emotion Gaussians 
model (AEG) based on GMM, which realized a generative 
process of music emotion perception in a probabilistic and 
parametric framework. In addition, in many studies, meth-
ods combining the numerical values and continuous prob-
ability distribution to predict emotions were used. These 
methods use a regression method (such as SVR or MLR) 
of the numerical-value prediction to calculate the weight 
of each component in GMM [80] or the parameters of the 
Gaussian probability density function [72, 73] to get the 
corresponding continuous probability distribution further.

3.2.1 � Numerical‑value prediction

The MER regression methods require that the data features 
be a combination of the music features and the numerical-
type ground-truth data, to allow emotion recognition using 
the mapping relations between the music features and the 
numerical values. The move from categorical models of 
emotion to dimensional models shows the general devel-
opment trend of MER. Yang et al. was the first to propose 
[107] a regression method that regards MER as a regression 

Fig. 5   Two representations of the results of regression methods
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problem and they improved on it [108]. They used three 
regression methods, MLR, SVR, and AdaBoost.RT, to 
model the music emotion as a point represented by VA val-
ues in the emotion space. The results showed that the best 
R2 are obtained using the SVR method. (R2 statistics is a 
criterion to measure the performance of the regression algo-
rithms, which is frequently interpreted as the proportion of 
the corresponding changes described by regressors in the 
model; a negative R2 statistics value means that the predic-
tion model is worse than calculating the mean of samples.) 
The classification accuracy Ac of the SVR reached 84% 
(arousal dimension) and 68% (valence dimension), and is 
competitive with that of previous classification methods. In 
addition, they concluded that arousal values were more eas-
ily predicted than valence values [107].

The successful use of regression methods attracted a 
large number of researchers. Most of the original regres-
sion methods expressed the music emotion as a single, 
deterministic point in the emotion space, such as those of 
Hu and Yang [32], Yang et al. [101], Neocleous et al. [63], 
Deng et  al. [14], and Schmidt et  al. [75]. However, the 
methods encounter problems similar to those that single-
label classification encounter, that is, the music emotion is 
expressed as a single, deterministic point without consider-
ing the influence of the subjectivity, ambiguity, and other 
factors of human annotation.

The relevant research and the application of music 
retrieval models presented by Juslin et al. [38] fully showed 
that the standard of music selection is usually related to the 
individual’s emotional state at the time of the selection. In 
practice, it has been realized that individual differences or 
personalization has an important impact on the success of 
MER systems. However, the impact of personalization was 
not considered in previous studies and there has been no 
quantitative assessment of this impact on the performance 
of MER systems. Thus, Yang et  al. [110] proposed two 
methods to study the impact of individual differences on 
the performance of MER. They established a group-wise 
MER system (GWMER) to assess the importance of each 
individual factor (such as gender, cultural background, 
and music experience) and a personalized MER system 
(PMER) to verify whether the elimination of individual dif-
ferences could in fact improve the prediction accuracy of a 
system. The comparative results indicate that:

•	 There was no significant improvement in the perfor-
mance of the GWMER system as compared to the 
general MER system, and the influence of individual 
differences on valence values is greater than that on 
arousal values. Next, one individual factor was too sub-
tle to reflect the experimental results and, therefore, it is 
necessary to use a combination of individual factors or 
other methods to describe the personalization.

•	 The PMER system compares three types of situa-
tion: completely generalized, partially personalized, 
and completely personalized. It was observed that the 
valence value prediction performances were signifi-
cantly improved. Overall, the performance of the par-
tially personalized type is the best, so that the argument 
that, in reality, personalization plays an important role 
in MER is supported.

Since then, Yang et  al. [92] have proposed a personalized 
MER system via model adaptation based on the research of 
personalization, and Janssen et al. [35] have investigated a 
robust personalized affective music player, which has been 
widely used.

3.2.2 � Continuous probability distribution prediction

The fuzzy classification method, which was mentioned pre-
viously, expresses the music emotion as a discrete possi-
bility distribution rather than a deterministic label, and can 
effectively alleviate the impact of the subjectivity of human 
annotation on the music emotion perception; however, it 
still cannot avoid the ambiguity of emotion categories. 
Moreover, whereas using regression methods to predict 
the emotion of music segment can effectively eliminate the 
error caused by the ambiguity of the emotional adjectives 
in categorical models, it produces excessive error when 
using a point in the emotion space to express the emotion 
of the corresponding music segment because of the subjec-
tivity of human annotation. Thus, Schmidt et al. [72] pro-
posed a continuous probability distribution representation 
of music emotion in the time-varying prediction of music 
emotions. This representation can fit the VA values of the 
majority of samples in the emotion space. The continuous 
probability distribution of the music emotion is combined 
with the advantages of the fuzzy classification and numeri-
cal-value prediction, can explain the subjectivity of human 
emotion perception better and avoid the ambiguity of emo-
tion categories. Therefore, continuous probability distribu-
tion representation has become a MER research hotspot in 
recent years.

Schmidt et  al. [72] first used a single two-dimensional 
Gaussian distribution to fit the second-by-second VA val-
ues of a music segment that multiple subjects annotated, 
and obtained the Gaussian distribution of the ground-truth 
data in 2010. Furthermore, to establish an automatic filter-
ing system for invalid data, Speck et  al. [80] proposed a 
method that used the Gaussian RBF kernel of SVM to fit 
the VA values of a music segment that experts had anno-
tated as a continuous probability distribution, to obtain the 
decision boundary. On the basis of the study above, Wang 
et  al. [91] proposed a novel AEG model based on GMM, 
which considered the emotion of a music segment as a 
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form of continuous probability distribution, and realized a 
generative process of music emotion perception in a proba-
bilistic and parametric framework. The experimental data-
sets were two ready-made music corpora, MER60 [110] 
and MTurk [80], which included annotated VA values. Two 
sets of GMMs with the same number of Gaussian distribu-
tions were used to fit the data: one, called acoustic GMM, 
was used to fit the music features, and the second, called 
VA GMM, was used to fit the VA values that subjects anno-
tated. Finally, an automatic MER system was established 
to realize the automatic labeling and retrieval of the music 
emotion.

To improve the proposed AEG model for the concrete 
application scenes, Wang et al. [90] proposed an acoustic–
visual emotion Gaussian model (AVEG) and learned the 
relations between music, video, and emotion according to a 
music video corpus, DEAP [44]. The AVEG model is used 
to predict the continuous probability distributions in the 
emotion space of a music segment and a video sequence 
based on its low-level acoustic features respectively, and 
to match the music and video by measuring the similar-
ity between the two corresponding distributions. In addi-
tion, Wang et al. modeled a personalized MER system for 
the target user in a probabilistic framework based on the 
maximum a posteriori (MAP) algorithm [92] and the linear 
regression (LR) adaptive algorithm [9], respectively, on the 
basis of the AEG model.

4 � Discussion

As an emerging research field, MER has received an 
increasing amount of attention in academic research and 
for industrial applications. It is aimed to classify music into 
different kinds of emotion categories, such as pleasant, sad, 
and angry, so that individual users can select the appro-
priate song according to their emotional requirements. 
A comparison of the existing method types of automatic 
MER, where a combination of music features and ground-
truth data is applied, according to the different categories 
of machine learning methods (i.e., the classification and 
regression methods) is shown in Table 3. The classification 
methods can be classified as single-label and multi-label 
classification according to the number of labels, and the 
regression method can be classified as numerical-value pre-
diction and continuous probability distribution prediction 
according to the different representations of the prediction 
results.

In addition, MEVD or emotion tracking, an extended 
model based on the classification and regression methods, 
which can reflect the time-varying dynamics of the music 
emotion, has received increasing attention in recent years Ta
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[109]. It was first proposed by Lu et  al. [53] based on the 
single-label classification method. This method searches 
for emotion boundaries based on the waveforms of three 
extracted features and divides the entire song into several 
independent segments, which contain a uniform expression 
of emotions. Thus, Lu et  al. could classify the emotion of 
each subsegment and further express the emotion variation 
trend of the song. On the basis of this study, Yang et al. [108] 
achieved an MEVD system based on regression methods, 
and represented the music emotion in the VA emotion space 
in the form of an emotion variation curve. In addition to 
methods that connect the points in the emotion space to form 
an emotion variation curve, there is a type of MEVD method, 
which was investigated in the experiments on the time-vary-
ing emotion distribution prediction of audio files conducted 
by Schmidt and Kim [72], that connects the two-dimensional 
Gaussian distribution of each subsegment in the VA emo-
tion space in accordance with the time information to obtain 
the entire emotion variation trend of a segment. As shown in 
Fig. 6, while red ellipses indicate the Gaussian distribution 
fitted by the ground-truth data, the blue ellipses indicate the 
Gaussian distribution which is predicted using the regres-
sion method. The shade of both ellipses becomes darker as 
time progresses. We can see that there is little variation in the 
arousal dimension, while the emotion of the valence dimen-
sion varies from “positive” to “negative”. Gabrielsson found 
that for capturing the continuous variation of emotion, the 
dimensional representation was better than categorical rep-
resentation and was more effective [26]. Therefore, thus far 
MER methods have been based on dimensional models.

Therefore, the three main research directions in the 
field of MER are MEC, emotion regression prediction, and 

MEVD. Although considerable effort has been invested, 
there are still many unsolved issues in MER, such as the 
relatively low accuracy of the emotion classification, the 
selection of the emotional granularity [50, 87], the vagueness 
and inexactness of human annotation, and the low annota-
tion accuracy of valence values [110]. This section summa-
rizes these issues and accordingly discusses future research 
directions.

4.1 � Deep learning methods for MEC

MEC is an important branch of emotion recognition. How-
ever, as mentioned previously, since 2011 the best classifi-
cation accuracy of the five categories of emotion classifica-
tion reached 69.5% in MIREX and this performance had 
still not been improved until now. And when more catego-
ries are used in emotion classification tasks, the classifica-
tion accuracy is lower. This may be because, on the one 
hand, the granularity of the emotion classification directly 
affects to the accuracy of the classification results [50, 87] 
for the categorical models; that is, although in general the 
greater the number of categories, the more satisfactory is 
a method, in this case methods with fewer categories per-
form better. On the other hand, the classification accuracy 
is limited by the existing machine learning methods. In 
recent years, deep learning has contributed significantly to 
improving the accuracy of multi-class classification using 
the multi-layer representation and abstract learning and it 
has been successfully applied in the field of speech recog-
nition, audio processing, and so on. Therefore, according 
to the excellent characteristics of deep learning in multi-
class classification, we can consider using it to improve 
the classification accuracy of music emotions. Recently, 
Schmidt and Kim [74] used deep belief networks (DBN) 
to learn the sparse features of music and Chen et  al. [8] 
employed the deep Gaussian process (deep GP) to achieve 
the classification of nine music emotions in the VA emo-
tion space. In comparison with the classification results 
of SVM (67.4% accuracy) and standard Gaussian process 
(63% accuracy), the deep GP results were better (71.3% 
accuracy). At the same time, it was shown that there is still 
plenty of room to improve the accuracy of MEC.

4.2 � Combining the label‑ and numerical‑type 
ground‑truth data

The existing MEC methods mostly divide the emotion 
model simply into four basic groups, or into more groups, 
for example, six and eight. These methods lack a theoreti-
cal foundation and do not consider the size of the datasets, 
the practicability of music information retrieval, and so on. 
The previous analysis showed that MER is used mainly 
as technical support for the emotion-based organization 

Fig. 6   Emotion variation trend that the continuous probability distri-
bution prediction formed [72]
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and management of music information retrieval systems. 
When there are a few emotion categories, although MER 
can achieve a higher classification accuracy, it cannot eas-
ily reflect the subtleties of music emotions and cannot meet 
the retrieval demands of users. Thus, its practicability is 
low. However, when more emotion categories are used, it 
leads to semantic repetition among adjectives and the phe-
nomenon that users cannot distinguish them. Although the 
introduction of the regression method avoids the problem 
of selecting the emotional granularity and the music emo-
tion is expressed as a point or continuous probability dis-
tribution in the emotion space using dimensional models, it 
focuses on the values of the music emotion in the emotion 
space, and ignores the correspondence with human percep-
tion. Thus, it leads to the retrieval of a song that humans 
find unacceptable. Therefore, the selection of the emotional 
granularity is a problem that urgently needs to be solved.

The selection of the emotion granularity must be based 
on the corresponding dataset and meet the requirements of 
practical applications. The method that Kim et al. proposed 
to establish the corresponding relations between emotion 
labels and VA values [40], and the relations between the 
categorical and dimensional emotion semantics of music 
that Wang et  al. explored by combining the label- and 
numerical-types ground-truth data [89], gives us inspiration 
concerning the selection of the emotion granularity. Based 
on the combination of label- and numerical-type ground-
truth data, we can obtain the corresponding region of each 
adjective in the emotion space for different datasets, and 
clearly define the emotion of the song while locating the 
position of it in the emotion space, so as to improve the 
performance of MER in terms of accuracy and practicality.

4.3 � Considering the emotional differences 
between songs for ground‑truth data

The collection of ground-truth data is a difficult problem 
in MER, because on the one hand it takes a considerable 
amount of time and manpower, and on the other hand, it is 
difficult to guarantee the accuracy of data because of the 
subjectivity of human emotion perception. Speck et al. [80] 
proposed a method in which experts’ annotations are used 
as the baseline to set up the decision boundary and filter out 
outliers, and they obtained good annotation results. How-
ever, this approach requires that each song be annotated by 
the experts and then marked by general subjects. The estab-
lishment of an MER system requires a dataset consisting of 
a large number of songs and, therefore the cost is high. At 
present, many music emotion annotation games have been 
designed and are widely used, such as MoodSwings [42, 
61, 75], Herd It [3], and TagATune [47], which can ease the 
pressure on the subjects and reduce the cost. We can obtain 
many ground-truth data using them, but much more noise is 

present in the data and no benchmark exists for data filter-
ing. To solve this problem, Yang and Chen [104] proposed 
a ranking-based emotion annotation method. By requiring 
subjects to compare the emotions of pairs of songs and 
decide which song has a higher arousal or valence value, 
rather than to give specific emotion values directly, this 
method can ease the pressure on the subjects and enhance 
the accuracy of ground-truth data.

According to this solution, we consider the emotional 
differences between songs as the basis for achieving a com-
bination of these two annotation methods.

•	 First, a small number of songs is selected for annotation 
by experts as the baseline of the system.

•	 Next, the relations between the features of an unla-
beled and a labeled song are compared to represent the 
relative position of the two songs in the emotion space 
based on the correspondence between the dimensions 
and music features.

•	 Finally, based on the emotional decision boundary of 
the labeled song, the emotion decision boundary of the 
unlabeled-song is estimated to rectify the ground-truth 
data that subjects annotated. This not only reduces costs 
but also improves the accuracy of the ground-truth data.

4.4 � Source separation for the annotation of valence 
value

The low accuracy of valence value annotation is an unsolved 
problem in MER. There are two reasons for this phenomenon.

•	 First, the conclusion has been reached that the arousal 
dimension gives the measure of the degree of “exciting” 
or “calming”, and there are many features associated with 
it, such as loudness, tempo, and pitch. While the valence 
dimension indicates the degree of positive or negative 
emotion, there are few salient features relevant to it [27].

•	 Second, the impact of individual differences on the eval-
uation of valence is greater than that on arousal, and it 
is a fair possibility that different people perceiving the 
same song will give an opposite value [108].

In Fig. 7a, which shows the distribution of the ground-truth 
data, it can be seen that the subjects can easily distinguish 
the high-arousal and low-arousal songs, because there are 
two distinct clusters along the arousal dimension. How-
ever, most of neutral values are assigned to the valence 
dimension, that is, the point along the valence dimension is 
centered around 0. The majority of the neutral annotations 
are a result of averaging the values, that is, half of the peo-
ple think the song is positive and half thinks it is negative. 
The results show that the arousal value is more likely to be 
predicted accurately than the valence value [110].
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The research of Siegwart and Scherer, which included 
psychology experiments on the emotions that are 
expressed by singing voices in drama music, found that 
using only singing voices may be effective for separating 
the “calm” from the “sad” emotion, but the effectiveness is 
lost when the voice is mixed with the accompanying music 
[99]. As shown in Fig.  7b, “sad” and “calm” are located 
on either side of the valence dimension, representing the 
negative and positive emotions, respectively. Therefore, 
Xu et al. [99] used the idea of source separation to improve 
the accuracy of MEC and achieved remarkable results. 
The experimental results showed that the classification 
accuracy of the “calm” emotion is increased from 26.1 
to 69.6% after source separation, and the error probabil-
ity of classifying “calm” as “sad” is reduced from 47.8 to 
26.1%. Thus, we should consider the idea of separating the 
accompanying music from the singing voices (or lyrics). 
Through the emotion recognition of the singing voices and 
the accompanying music respectively and the more explicit 
division of positive or negative emotions, the annotation 
accuracy of the valence dimension can be improved.

5 � Conclusion

The organization of music according to emotions is a 
natural process for human beings, but, because of the 

ambiguity of the definition of emotion categories, it is a 
very difficult task for a machine. Therefore, researchers 
are attempting to establish an automatic emotion recog-
nition system using various methods, and thus, MER is 
receiving an increasing amount of attention. This paper 
mainly reviewed the current MER methods based on the 
different combinations of data features that they use dur-
ing the modeling phase, that is, from the three aspects 
of music features only, ground-truth data only, and their 
combination. We classified and compared the machine 
learning methods based on different types of ground-
truth data in MER. In addition, to provide researchers 
with a clear understanding of the data features and mod-
eling methods of MER, we summarized and classified the 
extraction and selection methods of music features and 
different types of ground-truth data, as well as the exist-
ing public datasets, to establish the corresponding rela-
tions between data features and the MER models. Finally, 
we discussed three research directions and the existing 
problems of MER and put forward some suggestions for 
future research directions.

Appendix

See Table 4.

Fig. 7   Source separation for the annotation of valence value
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