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1  Introduction

Traditionally, delivery of TV content has been achieved 
using satellite-based infrastructure, which causes satellite 
capacity exhaustion and increases competitive pressures 
and operating costs to lease a TV channel from network 
providers [1]. In recent years, multimedia traffic such as 
IPTV is rapidly growing and it is predicted that 73% of all 
IP traffic will be video by 2017 [2]. According to [3], the 
number of global IPTV subscribers has been grown from 
26.7 million in 2009 to 81 million in 2013. Furthermore, 
the Global IPTV market has been grown from $6.7 billion 
in 2009 to $19.9 billion in 2013 [3]. This causes IPTV to be 
as an emerging multimedia service to deliver digital televi-
sion services using IP over a packet-switch network [4].

Generally, IPTV services can be classified into three 
main categories: Video on Demand (VoD), time-shifted and 
live television [5]. In VoD, users can request and watch the 
target video at the desired time from video server, rather 
than watching at a specific time [6]. In time-shifted ser-
vice, time shifting of video content is possible and users 
can replay previous videos or replay current video content 
from its beginning. In this service, the subscribers watch 
TV content after some delay [7]. The Live television ser-
vice is a real-time service and delivers video content to 
IPTV subscribers and allows them to watch the video con-
tent by joining to the multicast group of the TV channel. 
IPTV network providers can either allocate a dedicated net-
work to carry IPTV traffic, or utilize a common network 
to carry all traffics including IPTV and non-IPTV traffics 
[3]. Though allocating a dedicated network can guarantee 
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IPTV services regarding SLA, it needs more costs, which 
may not be economical.

IPTV is a paid subscription and it is essential for IPTV 
providers to deliver IPTV services to their subscribers 
regarding to SLA. Therefore, a key challenge in IPTV net-
work is to guarantee QoS for subscribers based on SLA. 
Current IP-based solution regarding IPTV services relies 
on Internet Group Management Protocol (IGMP) [8] for 
controlling multicast group; and well-known multicast pro-
tocols such as MOSPF [9], PIM [10], DVMRP [11] and 
CBT [12] for multicast routing between IPTV server and 
subscribers. Current IP-based architecture for IPTV suffers 
from some limitations for providing QoS. Because IGMP 
controls the multicast group, it needs to be configured on 
the routers over the network. Then, each router should 
communicate with the other routers to notify events related 
to multicast group [13]. In an IPTV network, the subscrib-
ers may constantly alternate between channels or switch 
from one channel to another channel, i.e., leaving from a 
channel and joining to another channel. These behaviors 
of users change the multicast groups; hence, the multicast 
routing protocols should exchange many signaling mes-
sage to reach a consistent state related to the multicast tree. 
Moreover, IP multicast protocols depend on the supports of 
network infrastructure and have some limitations on reli-
ability, scalability, security and maintenance signaling [1, 
14].

Software Defined Networks (SDNs) provide capabilities 
to deploy and manage networks dynamically. SDN sepa-
rates data plane from control plane and facilitates network 
monitoring and management [15]. In SDN, a logically cen-
tralized controller has a global view of network and collects 
information of network resources to make configuration 
and routing decisions which push back to the data plane 
(switches) as a set of forwarding rules [16]. Afterward, 
the forwarding rules are installed on the flow table of data 
plane switches that forward traffics based on the forward-
ing rules [17]. The separation of control and data plane 
together with programmable nature of SDN, allows using 
it as an underlying technology for delivering IPTV services 
in an efficient manner. OpenFlow (OF) is one of the most 
common open standards for SDN architecture, which con-
tains many features for network monitoring and reconfigu-
ration and allows network providers as well as researchers, 
to add functionality for networking experiments [18].

Providing high level of QoS is crucial for maintaining 
subscriber relationships, hence real-time monitoring and 
traffic engineering in IPTV is a key concern. This paper 
proposes OpenIPTV as a new framework for delivering 
IPTV services based on SDN architecture. OpenIPTV 
takes the advantages of OF and manages multicast groups 
and finds efficient multicast trees between IPTV server and 
each multicast groups regarding QoS metrics. OpenIPTV is 

modular and can manage multicast groups and handles traf-
fic engineering for each group. Managing groups involves 
join/leave/query messages for establishing multicast group 
memberships. Moreover, traffic engineering modules first 
gather links information include link delay and utilization, 
then models the multicast routing as a Delay-Constrained 
Least-Cost (DCLC) problem [19] and solves it to compute 
efficient multicast tree for each multicast group. In the end, 
this module sends the multicast tree as a set of forward-
ing rules to the relevant switches in the network. Gener-
ally, packet loss and end-to-end delay are two important 
QoS parameters in multimedia applications such as IPTV 
that might adversely affect the quality of received video 
at end users [20–22]. Hence, modeling the multicast rout-
ing as a DCLC problem guarantees end-to-end delay QoS 
metric for IPTV subscribers and reduces packet loss ratio 
of IPTV contents. Most of the current solutions for deliv-
ering IPTV services over SDN require changing the struc-
ture of switches or messages. One of the main advantages 
of OpenIPTV is its ability in implementation over current 
OF-based networks without changing the OF equipment 
or packet type. The performance comparison of OpenI-
PTV with other well-known solutions such as Multiflow 
[13] shows that OpenIPTV performs better in terms of QoS 
metrics.

The main contributions of this paper can be summarized 
as follows:

•	 An SDN-based framework for delivering IPTV service 
called OpenIPTV is proposed.

•	 The proposed OpenIPTV is implemented in well-known 
OpenDayLight controller; without altering existing 
technology.

•	 The promising QoS metrics in IPTV service are mod-
eled as a DCLC problem.

•	 The performance of OpenIPTV is evaluated and com-
pared with Multiflow in different scenarios in terms of 
important IPTV QoS metrics to show the effectiveness 
of the proposed framework.

The remainder of this paper is organized as follows. 
In Sect.  2, some related works of IPTV over SDN are 
reviewed. The architecture of proposed OpenIPTV frame-
work together with controller design and traffic engineer-
ing issues are described in Sect.  3. In Sect.  4, simulation 
details and experimental results are presented. Finally, con-
clusion is described in Sect. 5.

2 � Related works

Literatures about multicasting techniques and IPTV ser-
vice over SDN is reviewed in this section. McDonagh and 
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et al. [23] proposed an architecture for IPTV service based 
on OF and investigated how OF can assure service qual-
ity. In the proposed architecture, core network consists of 
multiple core routers and edge routers. IPTV server and 
subscribers have access to core network via edge routers. 
Each IPTV subscriber has a Set-Top-Box which is con-
nected to a Digital Subscriber Line Access Multiplexers 
(DSLAM). There is a Control Management (CM) device 
which acts as a controller and manages the network based 
on the collected statistics from all devices include core and 
edge routers, DSLAM and Set-Top-Boxes. The proposed 
architecture has many unresolved problems such as com-
munication between the DSLAMs and the CM or commu-
nication between the Set-Top-Boxs and the CM. Moreover, 
the authors have not simulated the whole details of the pro-
posed architecture.

Thorpe et  al. [17] developed an OpenFlow IPTV net-
work and evaluated the performance of the network in 
terms of QoS metrics. The authors proposed some new OF 
messages to add existing OF protocol for delivering IPTV 
services. Furthermore, they proposed a new OF node model 
instead of current OF switches to manage and deliver IPTV 
services over SDN. In their method, the controller com-
putes the best route using Dijkstra algorithm and IPTV 
server streams the video to destinations through the short-
est routes. A key limitation of their proposed method is that 
it requires to change current architecture of OpenFlow.

Bondan et al. proposed a clean-slate approach for multi-
media multicasting in OpenFlow networks called Multiflow 
[13]. The aim of Multiflow is to manage multicast group 
efficiently and reduce the time between group joining and 
receiving video data. In Multiflow, video streaming server 
sends an IGMP query to the network controller and then 
controller stores it in a list called active groups list. Each 
interested client to join a group sends an IGMP join mes-
sage to the controller. Afterward, the controller computes 
multicast tree using Dijkstra algorithm and inserts the nec-
essary forwarding rules to the relevant switches to establish 
routes between the video server and receivers. The authors 
extend Multiflow for a very simple IPTV scenario; but they 
have not evaluated and analyzed the performance of Multi-
flow for IPTV services.

Marcondes et  al. introduced CastFlow [24] as a multi-
cast framework based on OF. As the authors of CastFlow 
mentioned, multicast group management of CastFlow does 
not exist in real situation. Therefore, the authors imple-
mented a separate module for simulating multicast group 
management. CastFlow computes the Minimum Span-
ning Tree (MST) using the Prim algorithm and the weight 
of each edge is defined as the path cost distance between 
the source of the multicast group and the edge. Although 
the authors claimed that the CatFlow can be extended for 
IPTV service; they have not implemented and evaluated 

CastFlow for a real IPTV scenario. Furthermore, CastFlow 
needs to be redesigned and changed to qualify as an IPTV 
service framework.

Rattanawadee et  al. presented an IPTV multicasting 
application based on Multiflow and compared the trans-
mission time of the first joint/receive packet to an IPTV 
subscriber when using Dijkstra and Prim algorithms [25]. 
Their simulation results for IPTV show that the transmis-
sion time for switching from a channel to another channel 
is reduced by using Dijkstra algorithm rather than Prim’s 
algorithm.

Noghani and Sunay [2] introduced a framework for mul-
timedia multicasting over SDN. Their framework calculates 
minimum cost multicast tree using MiniMax algorithm. 
Their experimental results show that MiniMax incurs low 
packet loss. A fault-tolerant IP multicasting technique over 
SDN is presented in [26]. The authors developed a method 
which computes two different multicast trees between 
source and destinations. Once a switch in primary multi-
cast tree fails, the controller changes the forwarding rules 
of network to the alternative multicast tree. In [27], the 
authors presented a network-layer single-source multicast 
framework called Lcast. Lcast is an inter-domain multi-
cast framework which uses Locator/ID Separation Protocol 
(LISP) overlay router to make the network scalable.

None of the discussed and related works, implemented 
and presented the whole details of IPTV service deliver-
ing over SDN; they just proposed some partial solutions 
for delivering IPTV service over SDN and did not evaluate 
the solutions under different scenarios in terms of impor-
tant QoS metrics such as PSNR, Pre-roll, delay and packet 
loss. As a result, in this paper, a comprehensive framework 
for IPTV service delivering over SDN is proposed, to show 
the superiority of the proposed framework; it is evaluated 
in different scenarios in terms of QoS metrics.

3 � OpenIPTV architecture and design

The proposed OpenIPTV framework is described in this 
section. In the first step, its architecture is introduced, then 
QoS multicast routing protocol is discussed. Finally, the 
design of OpenIPTV controller and the functionality of its 
modules are explained.

3.1 � OpenIPTV architecture

OpenIPTV is an SDN-based IPTV service framework, 
which attempts to deliver IPTV services based on QoS 
metrics in an efficient manner. To achieve this goal, OpenI-
PTV should effectively manage multicast groups and per-
form QoS multicast routing for each multicast group. As 
mentioned in Sect.  1, thanks to the OF capabilities, the 
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IPTV network providers can monitor and manage their net-
works regarding to QoS metrics. Figure 1 shows the archi-
tecture of OpenIPTV for delivering IPTV services over 
SDN. As depicted in this figure, OpenIPTV includes mul-
tiple components and devices. IPTV server is originating 
point which streams TV content over IP. TV contents can 
be arrived from local video storages, live cameras, via ter-
restrial or satellite links. IPTV server encapsulates TV con-
tent in IP packets and sends the packets to backbone net-
work. The backbone network is not limited to only IPTV 
services. This means that the other non-IPTV users can also 
use it for sending their own traffics. Therefore, different 
types of traffics from different services can be transmitted 
in the backbone network. Moreover, home subscribers can 
receive and watch the IPTV contents using STB devices. 
STB is a device that decodes and decrypts TV contents for 
TV screen. IPTV subscribers select their desired channels 
and then IPTV flows are streamed to the STBs through 
the DSLAM and home routers. The DSLAM is shared 
between multiple users and receives IPTV traffic from edge 
OF switch and propagates the received traffic to the STBs 
of multiple users. Home router can route the TV content 
between multiple subscribers in a building. Furthermore, 
in this architecture, other IPTV subscribers can connect 
to IPTV server from their own network and use IPTV ser-
vices using IP protocols. The backbone network includes 

multiple OF switches, which are controlled by an OpenI-
PTV controller. In OpenIPTV, controller is responsible for 
multicast group management and QoS multicast routing 
calculations.

3.2 � QoS multicast routing protocol

Developing an efficient algorithm for calculating efficient 
multicast tree for each multicast group is essential in IPTV 
service delivery. As discussed in Sect.  2, most current 
solutions utilize Dijkstra algorithm for calculating Short-
est Path Tree (SPT). Although the SPT has minimum cost 
routes to each destination, it does not guarantee the end-to-
end delay between source and destinations in multicasting 
applications such as IPTV. To overcome this problem, this 
paper proposes DCLC model to provide QoS. The DCLC 
problem aims to minimize the cost of multicast tree while 
guaranteeing end-to-end multicast tree between source and 
destinations with respect to predefined delay threshold.

In DCLC problem, the network is considered as a 
directed graph G(N, L), where N is a set of network 
nodes and L is a set of network links. In this graph, s is 
a source node and V = {v1, v2, … vn} is a set of destina-
tion nodes, T is a multicast tree which connects s node to 
all destination nodes, P(s, v) is a feasible path from s to v 

Fig. 1   The architecture of the proposed OpenIPTV framework
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and e is a link on the path P(s, v). The minimum cost tree 
∀v ∈ D, P(s, v) ∈ T  defines as follows:

The end-to-end delay of path between s and destination 
v is the aggregated delay of each link along the path which 
is defines as follows:

The DCLC problem aims to find minimum cost tree 
between node s and D set as:

where Δ is the end-to-end delay bound of path between 
s and v on the minimum multicast tree [28]. Due to NP-
completeness of DCLC problem [14], some heuristic and 
approximation algorithms have been proposed in litera-
tures [28, 29]. This paper utilizes Adaptive Multiple Con-
straints Routing Algorithm (MAMCRA) [30] for find-
ing efficient multicast tree regarding to end-to-end delay 
QoS metric. MAMCRA calculates multicast tree between 
source and destinations and then reduces resource con-
sumption without violating the QoS constraints. In 
MAMCRA, the set of shortest path between source and 
all multicast group destinations is calculated. Then, 
MAMCRA tunes the multicast tree with respect to QoS 
constraints and finds efficient multicast tree. MAMCRA 
uses Self-Adapting Multiple Constraints Routing Algo-
rithm (SAMCRA) [31] to construct minimum multicast 
tree. The length of each path in SAMCRA is nonlinear 
and is calculated with respect to the weight of each link 
in terms of constraints values as follows:

where m is the number of constraint metrics, Li is the 
maximum value of the ith metric and wi(P) is the vec-
tor of the path of the ith metric which is calculated as 
follows:

where e is a link on the path P and wi(e) is the weight of the 
link e associated to the ith metric. The nonlinearity of path 
guarantees that a calculated path lies within the constraints, 
i.e., l(P) ≤ 1. Moreover, in multiple constraints problems, 
this nonlinearity suggests to consider more paths than only 
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the shortest [31]. For this reason, SAMCRA calculates 
k-shortest paths using Dijkstra’s algorithm. In each step 
of k-shortest path computation, non-dominant sub paths 
are selected. A non-dominant path is a path which domi-
nates other paths in terms of all constraint metrics. Finally, 
SAMCRA returns the minimum non-dominant path that 
satisfies all constraints as the optimal path. MAMCRA 
leverages the capabilities of SAMCRA to calculate the 
shortest path tree between the source and destinations in 
the network for each of the m link weights separately. In 
the first step of MAMCRA, the set S of the shortest paths 
from the source node to each of destination nodes is calcu-
lated using SAMCRA. Then, in the second step, the over-
laps between the paths in the set S are removed and the 
shortest path tree is created. Figure 2 shows the flowchart 
of MAMCRA algorithm. According to this figure, in each 
iteration, a minimum non-dominant path (Sp) is calculated 
for a destination node and then added to T. T is a variable 
to store individual paths from source node to each destina-
tion. At the final step of the algorithm, all paths in T are 
combined to construct a minimum cost multicast tree. This 
process removes loops and overlaps in a greedy approach 
and finally the algorithm returns the solution.

In this paper, the QoS constraint for MAMCRA is end-
to-end delay between the source of multicast tree and each 
of destinations. Therefore, MAMCRA finds the minimum 
cost multicast tree in which the end-to-end delay between 
the source and each of destinations is less or equal than 
the delay threshold. MAMCRA can guarantee QoS to 
the multicast subscribers in an efficient but not always 
optimal manner. For a single constraint problem such as 
DCLC, the time complexity of MAMCRA is O(N log 
N + E + Np2),where N is the number of nodes, E is the 
number of links and p is the number of destinations [30, 
31]. Therefore, MAMCRA is a fast and lightweight algo-
rithm for solving DCLC problem and has low overhead.

Fig. 2   Flowchart of MAMCRA algorithm
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3.3 � OpenIPTV controller design

As shown in Fig.  3, OpenIPTV controller offers various 
interfaces and functions to deliver IPTV services.

OpenIPTV controller connects to OF switches with a 
secure channel using the OF protocol to share necessary 
information. The controller sends forwarding rules associ-
ated with data flows. Moreover, the controller collects net-
work state information from OF switches for discovering 
the network topology or monitoring the network traffics 
behavior. In this paper, OpenIPTV controller functions are 
implemented as a set of modules in the OpenDayLight [32] 
controller. Modular design of OpenIPTV helps to add new 
modules and services for future requirements.

According to Fig. 3, OpenIPTV controller includes the 
following modules:

•	 Links Available Bandwidth Collector (LABC): fre-
quently acquires information about available bandwidth 
of each link in network and stores them in the available 
bandwidth matrix.

•	 Links Delay Collector (LDC): frequently acquires infor-
mation about delay of each link in network and stores 
them in delay matrix.

•	 Multicast Group Management (MGM): this module 
is responsible for managing multicast groups and pro-
cesses IPTV server query management and IPTV sub-
scribers join/leave messages. When the network estab-
lished, OpenIPTV controller sends forwarding rules to 
all OF switches in the backbone network and enforces 
them to forward any multicast group messages include 
query, join and leave to the OpenIPTV controller. Then, 
IPTV server sends the list of TV channels to the OpenI-
PTV controller as a query message. MGM receives the 
query message and floods it to all IPTV subscribers and 
creates a separate list for each channel. The flow dia-
gram of this process is depicted in Fig. 4.

After receiving the query message, each IPTV sub-
scriber can select a channel by sending a join message to 
the OpenIPTV controller. In an IPTV network with a sin-
gle IPTV server, each channel corresponds to a multicast 
group. When a subscriber sends a join message to the con-
troller, MGM stores the IP address of the subscriber who 
sends the join request in a list which corresponds to the 
channel which the subscriber requested. It might multi-
ple user watch the same channel in IPTV; hence each list 
may have multiple user IP addresses. Then, MGM calls 
MRF module to compute new multicast tree for the sub-
scribers in the list. This mechanism causes considering 
new subscribers in the multicast tree. Hence, the new sub-
scribers can receive the IPTV contents. Figure 5 shows the 
flow diagram of joining a user to a channel in OpenIPTV 
framework.

An IPTV subscriber may intend to exit from a chan-
nel. In this case, the subscriber sends a leave message to 
the controller, MGM checks the corresponding list of the 
request, deletes the IP address of the subscriber from the 
list and then calls MRF module to compute new multicast 
tree for the remained IP addresses in the list. Each IPTV Fig. 3   The proposed OpenIPTV controller

Fig. 4   Query message flow 
diagram in proposed OpenIPTV 
framework
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subscriber can send a leave message to exit from a channel 
and send a join message to re-launch another channel. The 
flow diagram of leaving from a channel by user is depicted 
in Fig. 6.

•	 Multicast Route Finder (MRF): this module periodi-
cally executes MAMCRA algorithm to solve the DCLC 
problem for each multicast group. The MAMCRA algo-
rithm computes the efficient multicast tree based on the 
available bandwidth and delay of links which have been 
gathered by the LABC and LDC modules. Because the 
weight of each link is equal as the available bandwidth 
of that link, this module chooses the links with high 
available bandwidth to construct efficient multicast tree. 
Therefore, this mechanism can diminish packet loss by 
choosing low-congested links. In summary, this module 
ameliorates QoS in two aspects: first, it chooses low-
congested links and secondly it considers end-to-end 
delay constrained between the source and destinations. 
If MAMCRA cannot find any solution that satisfies 
the end-to-end delay constraint, this module computes 
minimum cost multicast tree without any constraint. As 
mentioned before, this module also can be triggered by 
MGM module when a subscriber leaves or joins from/
to a channel. This module only calculates the efficient 
multicast trees for IPTV subscribers.

•	 Route Finder (RF): because there are other non-IPTV 
users, which use the backbone network, this module 
calculates shortest path using Dijkstra algorithm for 
non-IPTV users.

•	 Route Inserter (RI): this module executes after MRF 
or RF modules and injects the output of these mod-
ules as a set of forwarding rule entries into the relevant 
switches. Because OpenFlow 1.3 [33] supports group 
table, this module can define a group table for each 
multicast group. Each group table contains multiple 
buckets and each bucket corresponds to a specific port 
of switch.

4 � Performance evaluation

In this section, a comprehensive simulation study is con-
ducted and the results are analyzed to evaluate the per-
formance of OpenIPTV against Multiflow [13], because 
Multiflow is the only solution that can be implemented in 
current SDN network without changing the OF switches 
and messages. As described in Sect. 2, the other proposed 
solutions are partial solutions and need to change the OF 
messages formats and OF switch structure. To make a fair 
comparison, OpenIPTV and Multiflow are evaluated in two 
different test-bed scenarios as follows:

Fig. 5   Join message flow 
diagram in the proposed OpenI-
PTV framework

Fig. 6   Leave message flow 
diagram in OpenIPTV
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•	 Scenario-1: in this scenario, the test-bed network con-
sists of 11 OF switches. There are 23 links in the net-
work for connecting OF switches together, and each 
switch connects to an average 4.18 other switches. The 
bandwidth and delay of each link is randomly chosen 
between 10 and 100 Mbps and 30–60 ms, respectively. 
There are eight IPTV subscribers, which receives IPTV 
content. Each IPTV subscriber randomly chooses a 
channel and sends join request to the OpenIPTV con-
troller every 30  s. There are also four non-IPTV users 
which two of them are senders while the two others 
are receivers. The non-IPTV users generate and send 
3 Mbps UDP traffic to the receivers by Iperf [34].

•	 Scenario-2: the test-bed network of this scenario con-
sists of 26 OF switches. OF switches are connected 
together with 50 links and each switch is connected to 
an average of 3.18 other switches. The bandwidth and 
delay of each link is randomly chosen between 10 and 
100 Mbps and 20–60  ms, respectively. There are 20 
IPTV subscribers, which receives IPTV content. Each 
IPTV subscriber randomly chooses a channel and sends 
join request to the OpenIPTV controller every 30  s. 
There are also six non-IPTV users which two of them 
are senders and the two others are receivers. The non-
IPTV users generate and send 3 Mbps UDP traffic to the 
receivers by Iperf.

4.1 � Configuration of simulations

The test-bed networks are implemented on Mininet [35] 
emulator and the OpenDaylight is used as a network con-
troller. All mentioned OpenIPTV controller are imple-
mented on OpenDayLight. The OpenIPTV controller runs 
NTM, LABC, LDC, MRF and RI modules every 20 s and 
announces efficient multicast tree for each multicast group 
to the relevant switches. Moreover, the MGM module lis-
tens to join/leave messages which are sent by IPTV sub-
scribers and manages the multicast groups. Each mod-
ule of OpenIPTV is developed as a Java class to facilitate 
modularity. In this way, each module can be called by other 
modules. We have also implemented Multiflow in Open-
DayLight controller according to its specification. The 
weight of each link of the backbone network is defined as 
the available bandwidth of that link. In both scenarios, the 
maximum tolerable end-to-end delay for the MRF module 
of OpenIPTV controller is set to 200 ms [36]. This value 
is the Δ threshold value in the DCLC problem which is 
used for the end-to-end delay constraint in modeling the 
multicast tree. All experiments run over a machine with 
CPU Intel Core i7-4700MQ-2.4 GHz and 6 GB RAM. Due 
to hardware limitation, in this paper the IPTV server can 
stream ten live different channels over UDP protocol. To 
assess the performance of OpenIPTV and Multiflow for 

different workloads, we consider two types of video with 
different resolutions. The first workload is a H.264 video 
with resolution 1280 × 720 at 30 fps, and the second work-
load is a H.264 video with resolution 1920 ×  1080 at 30 
fps. The simulation time for every test is 3  min (180  s). 
Simulation results are analyzed for different number of 
IPTV channels.

4.2 � Performance metrics

The performance of OpenIPTV and Multiflow is evaluated 
using the following QoS parameters in both scenarios:

•	 PSNR (Peak Signal-To-Noise Ratio): PSNR is a useful 
metric for measuring video quality. This metric is used 
to calculate the error between the original streamed 
video and the received video.

•	 Average end-to-end delay: this metric is the average 
time interval from the IPTV server to the IPTV sub-
scriber for each successfully delivered video packet.

•	 Packet loss ratio: packet loss ratio is the total num-
ber of video packets, which have not been delivered 
at the IPTV subscribers to the total number of packets 
streamed at the IPTV server.

•	 Pre-roll delay: this metric denotes the time between an 
IPTV subscriber sending a join request and receiving 
the first video packet of the selected channel.

4.3 � Comparative study

In this section, the simulation results are analyzed for two 
test-bed scenarios under different number of IPTV chan-
nels in terms of QoS metrics. The horizontal axes of all 
figures in this section show the number of IPTV channels, 
which the IPTV server streams over the backbone network. 
Figure  7 illustrates the average end-to-end delay for the 
test-bed scenarios with different workloads.

As illustrated in this figure, OpenIPTV outperforms 
Multiflow for different workloads and scenarios in terms of 
average end-to-end delay. This is because OpenIPTV finds 
an efficient multicast tree, which satisfies end-to-end delay 
constraint for each IPTV subscribers. As the matter of fact, 
OpenIPTV guarantees that the maximum end-to-end delay 
of each video packet is 200 ms which leads to reduce aver-
age end-to-end delay. On the other hand, Multiflow does 
not care about delay and only finds the shortest multicast 
tree without any consideration of QoS metrics. In addition, 
unlike Multiflow, OpenIPTV has a separate module (LDC), 
which periodically measures and collects current delay of 
links and the MRF module calculates the multicast tree 
with respect to the current delay of links. This mechanism 
causes that in each period, the links with low delay are 
chosen to construct the multicast tree. From Fig. 7, it can 



321OpenIPTV: a comprehensive SDN-based IPTV service framework

1 3

be seen that the difference between Multiflow and OpenI-
PTV increases as the size of network increases which indi-
cates OpenIPTV is more scalable than Multiflow in terms 
of reducing end-to-end delay. The simulation results for 
packet loss ratio are depicted in Fig. 8.

As demonstrated in Fig. 8, OpenIPTV shows better per-
formance in terms of packet loss for different workloads 
and network sizes. Because Multiflow does not consider 
available bandwidth of links as a weight for links, it might 
choose congested links for construction of multicast tree. 
This behavior increases the probability of packet loss. On 
the other hand, OpenIPTV chooses low-congested links for 
calculating multicast tree. Moreover, OpenIPTV dynami-
cally gathers the available bandwidth of links using the 
LABC module. Higher available bandwidth of a link leads 
to lower congestion, i.e., lower packet loss ratio on the link. 
For this reason, MRF module assigns the weight of each 
link based on its available bandwidth. In this way, the MRF 
finds efficient multicast tree which contains low-congested 
(high available bandwidth) links and as a result reduces the 
packet loss ratio.

Figure  9 depicts the results of average PSNR which is 
the most widely used metric for evaluating the video qual-
ity. As we mentioned before, end-to-end delay and packet 
loss are two important factors that affects the quality of 

received video. In fact, long end-to-end delay and high 
packet loss ratio have ill-effect on PSNR and causes lower 
values for PSNR. According to the Fig. 9, OpenIPTV con-
siderably outperforms Multiflow in terms of average PSNR 
for different number of IPTV channels and workloads. As 
mentioned above, because OpenIPTV reduces the packet 
loss ratio and end-to-end delay for video streams, it can 
also increase the PSNR of the received IPTV contents. 
Moreover, as shown in Figs. 7 and 8, Multiflow has worse 
performance than OpenIPTV in terms of both average end-
to-end delay and packet loss which results lower PSNR, 
i.e., lower quality for received video.

Unlike the previous results for QoS metrics, Fig.  10 
shows that Multiflow outperforms OpenIPTV in terms 
of the pre-roll delay in both network sizes and different 
workloads. This is because of Multiflow does not gather 
network statistics and only executes Dijkstra algorithm to 
find the shortest multicast tree. Therefore, it immediately 
calculates multicast tree and inserts the forwarding rules 
to the relevant switches. On the other hand, in OpenI-
PTV, the controller first gathers network state informa-
tion including available bandwidth and delay of each link 
in the network and then solves DCLC problem using the 
MAMCRA algorithm. In addition to this behavior, the 
time complexity of MAMCRA algorithm is greater than 
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Fig. 7   Average end-to-end delay: a test-bed scenario-1 (video 1280 × 720), b test-bed scenario-2 (video 1280 × 720), c test-bed scenario-1 
(video 1920 × 1080), d test-bed scenario-2 (video 1920 × 1080 × 720)
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Fig. 8   Packet loss ratio: a test-bed scenario-1 (video 1280 × 720), b test-bed scenario-2 (video 1280 × 720), c test-bed scenario-1 (video 1920 
× 1080), d test-bed scenario-2 (video 1920 × 1080 × 720)
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Fig. 9   Average PSNR: a test-bed scenario-1 (video 1280 × 720), b test-bed scenario-2 (video 1280 × 720), c test-bed scenario-1 (video 1920 × 
1080), d test-bed scenario-2 (video 1920 × 1080 × 720)
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Dijkstra that causes the controller consumes more time in 
calculation of multicast tree in OpenIPTV. Therefore, this 
approach takes more time in compared to Multiflow and 
cause higher value for the pre-roll delay metric. Accord-
ing to Fig.  10, the only drawback of OpenIPTV is high 
pre-roll delay.

Table  1 shows the improvements of OpenIPTV com-
pared to Multiflow in terms of packet loss ratio, average 
PSNR and average end-to-end delay for different work-
loads and scenarios. The content of Table 1 is a summa-
rization of all simulation results which have been illus-
trated from Figs. 7, 8 and 9.

5 � Conclusions

In this paper, a novel SDN-based IPTV service framework 
named OpenIPTV is proposed to provide QoS for IPTV 
contents. OpenIPTV utilizes current OpenFlow equipment 
as an underlying technology and improves IPTV service 
delivery with respect to required QoS metrics for IPTV 
contents. OpenIPTV architecture can deliver IPTV ser-
vice over a shared backbone network for IPTV subscribers 
while other non-IPTV subscriber can also use the backbone 
network for sending their own traffics. In the proposed 
architecture, OpenIPTV controller acts as a backbone 
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Fig. 10   Pre-roll delay: a test-bed scenario-1 (video 1280 × 720), b test-bed scenario-2 (video 1280 × 720), c test-bed scenario-1 (video 1920 × 
1080), d test-bed scenario-2 (video 1920 × 1080 × 720)

Table 1   Comparison between 
OpenIPTV and Multiflow

Video resolution Scenarios Number of IPTV channels 2 (%) 4 (%) 6 (%) 8 (%) 10 (%)

1280 × 720 Scenario 1 Average end-to-end delay 24 33 35 26 25

Average PSNR 90 88 73 65 62

Packet loss 94 78 37 22 26

Scenario 2 Average end-to-end delay 27 33 36 38 37

Average PSNR 26 27 39 40 44

Packet loss 10 9 8 49 60

1920 × 1080 Scenario 1 Average end-to-end delay 7 8 5 5 3

Average PSNR 82 68 69 64 85

Packet loss 58 43 17 15 18

Scenario 2 Average end-to-end delay 36 37 39 37 37

Average PSNR 26 25 25 36 38

Packet loss 24 29 28 31 32
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network controller for monitoring and configuring network. 
OpenIPTV controller is well-designed and modular; makes 
possible to add future requirements. OpenIPTV controller 
consists of some modules which manage multicast groups 
and compute efficient multicast tree between IPTV server 
and IPTV subscribers. To measure the advantages of Open-
IPTV, different scenarios have been explored. Because end-
to-end delay, PSNR, pre-roll delay and packet loss ratio 
are the most important QoS metrics for IPTV service, this 
paper investigates these metrics for comparison OpenI-
PTV with the other well-known solutions such as Multi-
flow. Simulation results demonstrate that OpenIPTV out-
performs Multiflow. Furthermore, simulation results show 
that OpenIPTV is an effective way to deliver IPTV services 
with high level of QoS over SDN and can be readily used 
in practice.
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