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1  Introduction

With the rapid development of video sharing technology, 
it is essential to research the algorithms of hiding data into 
videos for copyright protection, covert communication, 
integrity authentication, and so on [1, 2]. H.264 is a state-
of-the-art video compression standard and has become the 
most widely deployed video codec. At the H.264 encoder, 
a residual pixel block is obtained by subtracting a predic-
tion block from its original pixel block in YUV video. 
After lossy compression [discrete cosine transformation 
(DCT) and quantization], the residual block becomes a 
quantized DCT (QDCT) block, which has one direct cur-
rent coefficient and some alternating current (AC) coef-
ficients. After entropy encoding (lossless compression) of 
each QDCT macro block (MB), YUV video is encoded 
into an H.264 video. Therefore, the information hidden 
by changing QDCT coefficients can be fully extracted 
after entropy decoding. It is most common to embed data 
into QDCT coefficients, but the distortion caused by hid-
ing data will spread and accumulate [3, 4]. Using general 
data hiding methods to embed information will cause the 
permanent distortion of host multimedia. However, hiding 
data into QDCT coefficients with a reversible data hiding 
(RDH) algorithm, we could completely restore the value 
of QDCT coefficient after extracting information, so we 
can save and enjoy important videos without information 
and distortion caused by hiding data. Consequently, there 
will not be too many network videos with secret informa-
tion so that it is difficult for others to find stego cover. In 
addition, RDH methods can also be applied in video error 
concealment [5–8] and some sensitive application fields 
[9–13] such as multimedia archive management, medical 
multimedia sharing, military affair, remote sensing, and 
law enforcement.
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In recent years, many RDH methods such as lossless 
compression [14–16], difference expansion [5, 6, 8, 11, 
13, 17–22], histogram shifting (HS) [7, 23–34] and integer 
transform [10, 12] have been presented. In a RDH frame-
work based on lossless compression [14], the compress-
ible parts, which are extracted nondestructively from the 
original cover, are compressed by a lossless compression 
algorithm. Then the to-be-hidden information is attached 
to the back of the compressed parts. Correspondingly, 
the receiver extracts the information from the end of the 
sequence and recovers the original cover by decompress-
ing the compressed parts. When this method is used to hide 
information, little embedding capacity and high computa-
tional complexity are two issues which should be resolved. 
Furthermore, in the lossless compression scheme [16], a 
recursive code construction and a lossless compression 
algorithm are used to hide data. However, it is not easy 
to use the recursive construction to hide information into 
H.264 video since this video is encoded by treating each 
MB sequentially [35]. In the difference expansion algo-
rithm [17], the difference between two adjacent pixels in 
a pixel pair was expanded to hide one data bit. Moreover, 
prediction-error expansion is used to improve the hiding 
performance of difference expansion by expanding the dif-
ference between the pixel and its prediction [19].

The peak of image histogram is used to hide informa-
tion in the HS method proposed by Ni et al. [23]. In order 
to hide one data bit, each pixel value is changed at most 
by adding or subtracting 1. Li et al. [31] proposed a gen-
eral framework of HS-based RDH, which could be utilized 
to construct a RDH algorithm by simply designing shift-
ing and embedding functions. In order to achieve a better 
capacity-distortion trade-off, all kinds of prediction meth-
ods are used to get sharp difference histograms [36].

However, in general HS-based RDH methods, each 
pixel, difference or prediction-error is singly changed for 
hiding a data bit, which constrains the capacity-distortion 
performance. In order to solve this limiting problem of 
the capacity-distortion performance and the embedding 
efficiency, an efficient RDH algorithm based on three-
dimensional (3D) HS is proposed in this work. Stereo 
H.264 videos, encoded or decoded through multi-view 
coding (MVC), are just taken as covers in this paper. An 
arbitrary block, which does not predict others, is treated 
as an embeddable block, from which three QDCT AC 
coefficients are randomly chosen as an embeddable unit. 
Coefficient units are divided into disjoint regions. On the 
basis of the regions of coefficient units, the 3D histogram 
is expanded or shifted for hiding data reversibly. In order 
to embed two data bits, two coefficients may be modified 
in the conventional HS, whereas only one coefficient may 
be changed by using the proposed scheme. Compared with 
some state-of-the-art methods, the presented algorithm has 

superior payload-distortion performance, which is verified 
by the experimental results.

The rest of the paper is organized as follows: Section 2 
presents the leading idea of 3D HS. In Sect. 3, the proposed 
RDH algorithm for MVC video and its implementation 
details are described. The hiding performance of the pre-
sented algorithm is evaluated via experimental results in 
Sect.  4. Finally, the conclusions of the paper are made in 
Sect. 5.

2 � RDH method using HS

2.1 � Conventional HS

Ni et  al.’s HS method [16] could be used for hiding data 
into QDCT coefficients of MVC video. Denote a QDCT 
coefficient as Fx1 and the marked QDCT coefficient as 
F ′
x1 . Information could be hidden by expanding and shift-

ing one-dimensional (1D) histogram as shown in Fig. 1 and 
(1), where mi ∈ {0, 1} is a to-be-embedded data bit.

The positive coefficients are shifted for making vacant 
space. When the value of Fx1 is 0, one data bit can be hid-
den, where the value of the coefficient Fx1 will become 1 if 
mi is 1, and will not be changed if mi is 0. Accordingly, the 
hidden information mi could be extracted from the marked 
QDCT coefficient F ′

x1, and the value of QDCT coefficient 
can be completely restored as follows:

1.	 If F ′
x1 = 0, the extracted information bit mi = 0 and the 

original coefficient Fx1 = 0.
2.	 If F ′

x1 = 1, the extracted information bit mi = 1 and the 
original coefficient Fx1 = 0.

3.	 If F ′
x1 > 1, there is no hidden data in the coefficient and 

the original coefficient Fx1 = F ′
x1 − 1.

In this method, the 1D coefficient histogram is defined 
by (2), where # is the cardinal number of a set, s1 is a non-
negative integer.

(1)F
′
x1 =







0, if (Fx1= 0) ∧ (mi = 0)

1, if (Fx1= 0) ∧ (mi = 1)

Fx1 + 1, if Fx1 > 0

(2)h(s1) = #{Fx1|Fx1 = s1}

Fig. 1   Conventional HS
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If the scheme shown in Fig. 1 is used to embed data into 
each of the three QDCT coefficients denoted by Fx1, Fx2, 
and Fx3, the mapping will be a traditional 3D HS as shown 
in Fig. 2, where 3D histogram is defined as

where s2 and s3 are nonnegative integers.

2.2 � Proposed 3D HS

In histogram shifting schemes, different positions are used to 
represent different information. As shown in Fig. 2, eight adja-
cent places are needed to store eight kinds of three information 
bits (000, 001, 010, 011, 100, 101, 110, and 111), four adjacent 
positions are needed to represent four sorts of two information 
bits (00, 01, 10, and 11), and two neighboring positions are 
used to record two kinds of one data bit (0 and 1). When only 
one position could be used, no message can be hidden, and the 
original position should be shifted to its neighboring place. It 
can be observed that the maximum cost of each QDCT coeffi-
cient group in Fig. 2 is 3, which may bring obvious distortion.

(3)

w(s1, s2, s3) = #{(Fx1,Fx2,Fx3)|Fx1 = s1,Fx2 = s2,Fx3 = s3}

In order to reduce the expense, we first search different 
positions to store different information with at most one 
change. If only nonnegative coefficient groups are used to 
store information, four positions [(0,0,0), (1,0,0), (0,1,0), 
and (0,0,1)] could be used for four sorts of two data bits. 
When the value of coefficient group (Fx1, Fx2, Fx3) is 
(0,0,0), which can be used to represent two data bits 00 
with no modification, it could be expanded to its neigh-
boring positions (1,0,0), (0,1,0), and (0,0,1) for signifying 
two data bits 01, 10, and 11 with one modification, respec-
tively. When the value of coefficient group (Fx1, Fx2, Fx3) 
is (Fx1,0,0) (Fx1 > 0), it could be expanded to its neighbor-
ing positions (Fx1, 0, 1), (Fx1 + 1,0,0), and (Fx1, 1,0) for 
signifying two data bits 00, 01, and 10 with one modifi-
cation, respectively. And it can be expanded to (Fx1, 1, 1) 
for signifying two data bits 11, where the cost is 2. When 
Fx1, Fx2, Fx3 are all positive integers, the group is shifted 
to (Fx1, Fx2 + 1, Fx3 + 1), where the cost is 2. In Fig. 2, 
by contrast, the group is shifted to (Fx1  +  1, Fx2  +  1, 
Fx3 + 1), where the cost is 3. In this way, compared with 
the convention HS, we can get a more efficient 3D HS 
scheme, as shown in Fig. 3, where the set (denoted as J) of 
all the points could be divided into ten disjoint sets defined 
as follows:

Fig. 2   Conventional 3D HS

Fig. 3   Proposed 3D HS



98 J. Zhao, Z. Li

1 3

We divide the chosen coefficient groups into different 
sets and hide information based on the set the value of the 
coefficient group resides in. Accordingly, the embedding 
process can be described below.

1.	 if the coefficient group (Fx1, Fx2, Fx3) ∈ J1, the marked 
coefficient group denoted by (F ′

x1,F
′
x2,F

′
x3) will be 

2.	 if the coefficient group (Fx1, Fx2, Fx3) ∈ J2, the marked 
coefficient group (F ′

x1,F
′
x2,F

′
x3) will be 

3.	 if the coefficient group (Fx1, Fx2, Fx3) ∈ J3 ∪ J5, the 
marked coefficient group (F ′

x1,F
′
x2,F

′
x3) will be 

4.	 if the coefficient group (Fx1, Fx2, Fx3) ∈ J4, the marked 
coefficient group (F ′

x1,F
′
x2,F

′
x3) will be 

J1 = {(0, 0, 0)}
J2 = {(Fx1, 0, 0)|Fx1 > 0}
J3 = {(0,Fx2, 0)|Fx2 > 0}
J4 = {(0, 0, 1)}
J5 = {(0, 0,Fx3)|Fx3 > 1}
J6 = {(Fx1,Fx2, 0)|Fx1 > 0,Fx2 > 0}
J7 = {(1, 0,Fx3)|Fx3 > 0}
J8 = {(Fx1, 0,Fx3)|Fx1 > 1,Fx3 > 0}
J9 = {(0,Fx2,Fx3)|Fx2 > 0,Fx3 > 0}
J10 = {(Fx1,Fx2,Fx3)|Fx1 > 0,Fx2 > 0,Fx3 > 0}

(4)(F ′
x1,F

′
x2,F

′
x3) =



















(Fx1,Fx2,Fx3), if mimi+1 = 00

(Fx1 + 1,Fx2,Fx3), if mimi+1 = 01

(Fx1,Fx2 + 1,Fx3), if mimi+1 = 10

(Fx1,Fx2,Fx3 + 1), if mimi+1 = 11

(5)

(F′
x1,F

′
x2,F

′
x3) =























(Fx1,Fx2,Fx3 + 1), if mimi+1 = 00

(Fx1 + 1,Fx2,Fx3), if mimi+1 = 01

(Fx1,Fx2 + 1,Fx3), if mimi+1 = 10

(Fx1,Fx2 + 1,Fx3 + 1), if mimi+1 = 11

(6)(F ′
x1,F

′
x2,F

′
x3) =

{

(Fx1,Fx2,Fx3 + 1), if mi = 0

(Fx1,Fx2 + 1,Fx3), if mi = 1

(7)(F′
x1,F

′
x2,F

′
x3) =

{

(Fx1,Fx2,Fx3 + 1), if mi = 0

(Fx1 + 1,Fx2,Fx3 + 1), if mi = 1

5.	 if the coefficient group (Fx1, Fx2, Fx3) ∈ J6, the marked 
coefficient group (F ′

x1,F
′
x2,F

′
x3) will be 

6.	 if the coefficient group (Fx1, Fx2, Fx3) ∈ J7, the marked 
coefficient group (F ′

x1,F
′
x2,F

′
x3) will be 

7.	 if the coefficient group (Fx1, Fx2, Fx3) ∈ J8, the marked 
coefficient group (F ′

x1,F
′
x2,F

′
x3) will be 

8.	 if the coefficient group (Fx1, Fx2, Fx3) ∈ J9 ∪ J10, no 
information is hidden, and the marked coefficient 
group (F ′

x1,F
′
x2,F

′
x3) will be taken as (Fx1, Fx2  +  1, 

Fx3 + 1).

After data is hidden by using these mapping rules, we 
can extract the information based on the set which the value 
of the marked coefficient group may reside in, and recover 
the value of the marked coefficient group according to the 
reverse process of embedding.

2.3 � Embedding capacity and distortion

When the 1D HS is used for hiding data, the embedding 
capacity denoted as EC is h(0). For QDCT coefficients, the 
embedding distortion denoted as ED in terms of l2-error 
can be formulated as

The embedding capacities of the conventional 3D HS 
and the proposed 3D HS, denoted as ECcon and ECpro, can 
be calculated by (12) and (13).

(8)

(F ′
x1,F

′
x2,F

′
x3) =

{

(Fx1,Fx2 + 1,Fx3), if mi = 0

(Fx1,Fx2 + 1,Fx3 + 1), if mi = 1

(9)(F ′
x1,F

′
x2,F

′
x3) =

{

(Fx1,Fx2 + 1,Fx3 + 1), if mi = 0

(Fx1,Fx2,Fx3 + 2), if mi = 1

(10)

(F ′
x1,F

′
x2,F

′
x3) =

{

(Fx1,Fx2,Fx3 + 1), if mi = 0

(Fx1,Fx2 + 1,Fx3 + 1), if mi = 1

(11)ED =
1

2
h(0)+

+∞
∑

s=1

h(s1)

(12)

ECcon = 3
∑

(Fx1,Fx2,Fx3)∈J1

w(Fx1,Fx2,Fx3)+ 2
∑

(Fx1,Fx2,Fx3)∈J2∪J3∪J4∪J5

w(Fx1,Fx2,Fx3)+
∑

(Fx1,Fx2,Fx3)∈J6∪J7∪J8∪J9

w(Fx1,Fx2,Fx3)

(13)
ECpro = 2

∑

(Fx1,Fx2,Fx3)∈J1∪J2

w(Fx1,Fx2,Fx3)+
∑

(Fx1,Fx2,Fx3)∈J3∪J4∪J5∪J6∪J7∪J8

w(Fx1,Fx2,Fx3)
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For QDCT coefficients, the embedding distortion in 
terms of l2-error of the conventional 3D HS and the pro-
posed 3D HS, denoted as EDcon and EDpro, can be formu-
lated as

and

According to (12) and (13), it can be inferred that the 
difference of embedding capacity between the presented 
3D HS and the conventional 3D HS is

According to (14) and (15), it can be inferred that the 
difference of embedding distortion between the presented 
3D HS and the conventional 3D HS is

Therefore, compared with the conventional 3D HS, 
although the capacity obtained by our method is lower, the 
distortion is decreased greatly. Two examples are given to 
show the advantage of the proposed method.

(14)

EDcon =
3

2

∑

(Fx1,Fx2,Fx3)∈J1

w(Fx1,Fx2,Fx3)

+ 2
∑

(Fx1,Fx2,Fx3)∈J2∪J3∪J4∪J5

w(Fx1,Fx2,Fx3)

+
5

2

∑

(Fx1,Fx2,Fx3)∈J6∪J7∪J8∪J9

w(Fx1,Fx2,Fx3)

+ 3
∑

(Fx1,Fx2,Fx3)∈J10

w(Fx1,Fx2,Fx3)

(15)

EDpro =
3

4

∑

(Fx1,Fx2,Fx3)∈J1

w(Fx1,Fx2,Fx3)

+
5

4

∑

(Fx1,Fx2,Fx3)∈J2

w(Fx1,Fx2,Fx3)

+
∑

(Fx1,Fx2,Fx3)∈J3∪J5

w(Fx1,Fx2,Fx3)

+
3

2

∑

(Fx1,Fx2,Fx3)∈J4∪J6∪J8

w(Fx1,Fx2,Fx3)

+ 2
∑

(Fx1,Fx2,Fx3)∈J7∪J9∪J10

w(Fx1,Fx2,Fx3)

(16)

ECcon − ECpro =
∑

(Fx1,Fx2,Fx3)∈J1∪J3∪J4∪J5∪J9

w(Fx1,Fx2,Fx3)

(17)

EDcon − EDpro =
3

4

∑

(Fx1,Fx2,Fx3)∈J1∪J2

w(Fx1,Fx2,Fx3)

+
∑

(Fx1,Fx2,Fx3)∈J3∪J5∪J6∪J8∪J10

w(Fx1,Fx2,Fx3)

+
1

2

∑

(Fx1,Fx2,Fx3)∈J4∪J7∪J9

w(Fx1,Fx2,Fx3)

1.	 For the group (Fx1, Fx2, Fx3) = (0, 0, 0) ∈ J1, in the pro-
posed 3D HS, the distortion is 0, 1, 1 and 1 when (mi, 
mi+1) is (0, 0), (0, 1), (1, 0), and (1, 1), respectively. 
However, in the conventional 3D HS, the distortion is 
2 if (mi, mi+1) is (1, 1). Therefore, it can be inferred 
that when the quantity of data hidden by the proposed 
method is the same as that hidden by the conventional 
3D HS, the proposed method could achieve preferable 
quality compared with the traditional 3D HS.

2.	 For the group (Fx1, Fx2, Fx3) = (2, 0, 0) ∈ J2, in the pro-
posed 3D HS, the cost is 1, 1, 1 and 2 when (mi, mi+1) 
is (0, 0), (0, 1), (1, 0), and (1, 1), respectively. In the 
conventional 3D HS, the cost is 1, 2, 2 and 3, respec-
tively. Accordingly, for the coefficient groups in the set 
J2, in order to hide the same number of information, 
the presented 3D HS can be used to obtain better cover 
quality compared with the conventional 3D HS.

In general, when the coefficient group (Fx1, Fx2, Fx3) 
∈ J2, the same embedding capacity, i.e., 2

∑

(Fx1,Fx2,Fx3)
 

∈J2w(Fx1,Fx2,Fx3), can be acquired by the two meth-
ods, but lower distortion will be caused by using the pro-
posed scheme, i.e. 5

4

∑

(Fx1,Fx2,Fx3)∈J2 w(Fx1,Fx2,Fx3) < 2 
 
∑

(Fx1,Fx2,Fx3)∈J2 w(Fx1,Fx2,Fx3) . When the coefficient group  

(Fx1, Fx2, Fx3) ∈J1, the proposed method’s efficiency (which 
is capacity/distortion) is 

[

2
∑

(Fx1,Fx2,Fx3)∈J1 w(Fx1,Fx2,Fx3)

]

/

[

3
4

∑

(Fx1,Fx2,Fx3)∈J1 w(Fx1,Fx2,Fx3)

]

= 8
3
, and the conve- 

ntional method’s efficiency is 
[

3
∑

(Fx1,Fx2,Fx3)∈J1

w(Fx1,Fx2,Fx3)]/

[

3

2

∑

(Fx1,Fx2,Fx3)∈J1 w(Fx1,Fx2,Fx3)

]

= 2

< 8

3
. Similarly, if the coefficient group (Fx1, Fx2, Fx3) belongs 

to other sets, when the same quantity of data is hidden, the 
better video quality and hiding efficiency can be achieved by 
the proposed 3D HS compared with the conventional 3D HS.

Additionally, the presented scheme can be applied in the 
image or the video RDH algorithms since the difference or 
the prediction-error histogram is similar to the coefficient 
histogram. When the presented scheme is used in some 
media, especially a gray-scale image with 8 storage bits [24], 
the overflow/underflow problem should be treated. However, 
this problem need not be considered when the information is 
embedded into QDCT coefficients of H.264 video [6].

3 � The proposed RDH algorithm for MVC video

3.1 � Embeddable blocks limiting distortion drift

The original YUV videos captured by cameras should be 
compressed to decrease the network transmission load. In 
order to diminish the spatial redundancy of video sequences, 
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parallax prediction, inter-frame prediction, and intra-frame 
prediction are employed in MVC standard to calculate pre-
diction block. Then the prediction block is subtracted from 
the original block in the YUV video at MVC encoder, where 
the residuary block denoted as KR0 undergoes 4 ×  4 (or 
8 × 8) DCT and quantization as shown in

where F is a QDCT block with 16 QDCT coeffi-
cients numbered by zigzag scan as shown in Fig.  4, 

Cf =

















1 1 1 1

2 1 −1 −2

1 −1 −1 1

1 −2 2 −1

















, Ef =

















a
2

ab/2 a
2

ab/2

ab/2 b
2/4 ab/2 b

2/4

a
2

ab/2 a
2

ab/2

ab/2 b
2/4 ab/2 b

2/4

















, a = 1/2, b =
√
2/5,

 

the matrix CT
f  is the transpose of Cf , Q is the quantization 

step size, ⊗ is a mathematical operator, which indicates that 
each value in the former matrix is multiplied by the value at 
the corresponding position in the latter matrix.

If one data bit is hidden into one QDCT block F by 
changing some QDCT coefficients, the QDCT block F will 
be altered to a marked block denoted by F′, and the devia-
tion (denoted as ∆F) introduced by hiding data is

In order to reconstruct YUV videos that the users watch 
on the screen, at the decoder, the prediction block is com-
puted and added to the residual block denoted by KR, which 
is achieved by lossless decompression (entropy decoding) 
and lossy decompression (inverse quantization and inverse 
4 × 4 (or 8 × 8) DCT) as shown in

where 

(18)F = round
[

(Cf K
R0CT

f )⊗ (Ef /Q)
]

(19)�F = F ′ − F

(20)KR = round
[

CT
d (F ⊗ Ed)Cd

]

will be turned into a marked pixel block denoted as KR′, 
and the mutation denoted by ∆KR is

Take the QDCT coefficient F13 for example to show the 
distortion caused by embedding information. Suppose we 
add an integer denoted as r to the value of F13, that is, the 
change of the QDCT block for embedding information is 

�F =









0 0 0 0

0 0 0 0

0 0 0 r

0 0 0 0









, then the change of corresponding pixel 

block in YUV is �K
R = 1
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.

It can be seen that the modification of one QDCT coef-
ficient causes the distortion of the whole 4 × 4 transform 
block in the corresponding YUV video. Similarly, altering 
one QDCT coefficient in an 8 ×  8 transform block will 
vary the whole 8 ×  8 pixel block, whose range is bigger 
than the range of 4 × 4 block. Thus 4 × 4 transform blocks 
are chosen for hiding data in this paper.

Correspondingly, it can be inferred that the bound-
ary pixels denoted as c0 … c12, shown in Fig.  5, may be 
modified by embedding information into some QDCT 
coefficients of the blocks Ku,v−1 (integers u and v are used 
to denote the position of a block), Ku−1,v−1, Ku−1,v, and 
Ku−1,v+1. Additionally, if intra-frame prediction is utilized 
by the current block Ku,v, its prediction block will be calcu-
lated by the pixels c0…c12. Consequently, the embedding 
induced deviation of the blocks Ku,v−1, Ku−1,v−1, Ku−1,v, 
and Ku−1,v+1 will drift to the block Ku,v. Otherwise, when 
the prediction block of the block Ku,v is counted by using 
inter-frame prediction or parallax prediction, i.e., refer-
ring another frame as shown in Fig. 6, any modification of 

(21)�K
R = K

R
′
− K

R = round

[
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]
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Fig. 4   A 4 × 4 QDCT block with zigzag scan
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Fig. 5   Intra-frame prediction mode: a block position, b the predic-
tive direction of 4 ×  4 and 8 ×  8 luma block and c the predictive 
direction of 16 × 16 luma block. In mode 2 not shown in the figure, 
all elements are predicted with the average of upper pixels denoted by 
H and left pixels denoted as V, i.e., mean (H + V)
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When a data bit is hidden through modifying some 
QDCT coefficients of a block, the residual pixel block KR 
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adjacent blocks in the same frame will not have an impact 
on the block Ku,v.

A 16 × 16 MB with inter-frame prediction or parallax 
prediction is denoted as inter-MB. If the current block Ku,v 
is one of the nine 4 × 4 blocks numbered by 0…8, which 
are not located at the bottom or the rightmost column of 
the inter-MB as shown in Fig. 7, its adjacent blocks Ku,v+1, 
Ku+1,v+1 and Ku+1,v will be in the current inter-MB. In addi-
tion, its neighboring block Ku+1,v−1 may be either in the 
current inter-MB or one of the blocks numbered by 9, 10, 
and 11 in the encoded MB at the encoder (or the decoded 
MB at the decoder). Therefore, these adjacent blocks 

Ku,v+1, Ku+1,v+1, Ku+1,v, and Ku+1,v−1 will not be influenced 
by the block Ku,v, and the blocks numbered 0…8 in an 
inter-MB could be chosen as embeddable blocks to embed 
data without causing intra-frame distortion drift.

Besides intra-frame distortion drift, the inter-frame and the 
parallax distortion drift will also decrease the video quality. 
As illustrated in Fig. 6, hierarchical B coding is used in the 
prediction scheme of MVC video with two views. For one 
group of picture (GOP) with 16 frames, there are eight frames 
in each view. The horizontal prediction is inter-frame, and the 
vertical prediction is parallax. I0 frame and P0 frame are piv-
otal pictures at the highest level. Only intra-frame prediction 
is used for I0 frame so that it will not be affected by hiding 
data into other frames, but hiding data into an I0 frame will 
infect all the P0, B1, B2, B3, and b4 frames in the two GOPs 
predicted by I0 frame. In contrast, hiding information into P0 
or b4 frames in the right view will not cause parallax distor-
tion drift as P0 or b4 frames are not referred by the frames in 
the left view, where hiding information into b4 frames also 
will not cause inter-frame distortion drift. In addition, only b4 
frames may be affected by hiding data into B3 frames, and six 
B3 frames in one GOP could afford enough redundancy space. 
Accordingly, compared with hiding data into I0 frame, better 
video quality could be obtained by hiding information into P0, 
B3 or b4 frames, which could be selected by users on demand.

Fig. 6   Prediction structure of 
MVC video with two views

Time
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Left View

Right View

I0 B3 B2

b4

B1B3 B3 B2 B3

P0 B3 b4 b4 b4B2 B3
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T0 T7T5 T6T4T3T2T1 T8
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21
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Fig. 7   4 × 4 blocks without intra-frame distortion drift
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3.2 � Embedding procedure

The presented RDH algorithm for MVC video is shown 
in Fig.  8. The sender entropy decodes the MVC video to 
choose embeddable blocks from some QDCT inter-MB, 
where the MBs not selected for hiding data will be entropy 
encoded directly. The information is hidden into three 
QDCT coefficients (Fx1, Fx2, Fx3) chosen from each embed-
dable 4 ×  4 block. The marked MVC video will be got-
ten by entropy encoding each MB after hiding data. Cor-
respondingly, the receiver could entropy decode the marked 
MVC video to extract the embedded data from the marked 
QDCT coefficients that could be recovered completely 
later.

The way of selecting three QDCT coefficients (Fx1, 
Fx2, Fx3) from a 4 × 4 luminance block is shown in Algo-
rithm 1. Random function is utilized to choose three coef-
ficients from 15 AC coefficients in a block with zigzag scan 
described in Fig. 4. Figure 9 shows an example of selecting 
three embeddable coefficients.

pointed by the cursor are swapped
Step 3	� Move the cursor forward to point at 2
Step 4	� If 12 is selected at random, the embeddable coef-

ficient Fx2 is F12, and the places of 12 and 2 are 
swapped

Step 5	� Move the cursor forward to point at 3
Step 6	� When 3 is selected randomly, the embeddable 

coefficient Fx3 is F3. Therefore, the selected coef-
ficient group (Fx1, Fx2, Fx3) is (F7, F12, F3)

It can be seen that there are 15 ways to choose Fx1 from 
15 QDCT AC coefficients, 14 ways to select Fx2 from 
the rest 14 QDCT AC coefficients, and 13 ways to select 
Fx3 from the rest 13 QDCT AC coefficients. Accord-
ingly, the optional quantity of selecting (Fx1, Fx2, Fx3) is 
15 × 14 × 13 = 2730. When a marked block is found by 
the third party, the probability for directly guessing the hid-
den data bit is 1/2730 ≈ 3.66 × 10−4.

It is more difficult to find small area of distortion com-
pared with large area of distortion. Therefore, it is necessary 
to limit the distortion region in a MB. In the hiding proce-
dure shown in Algorithm  2, an embeddable 4 ×  4 block, 
which could be used to hide data without causing intra-frame 
distortion drift, is selected randomly from 9 blocks shown 
in Fig. 7. In this way, only one 4 × 4 block may be modi-
fied for hiding data in one MB. In addition, a positive integer 
denoted as Z is set to generate a random threshold denoted 
by U so that we can randomly select embeddable blocks 
according to |F0| ≥ U. High threshold U will constrain the 
quantity of embeddable blocks, so the distortion region will 
be limited. Consequently, the application of arbitrary embed-
dable positions including blocks and coefficients could be 
employed to reduce the distortion of statistical histogram and 
enhance the undetectability of RDH scheme.

1 1598765432 1413121110

1 1598765432 1413121110

7 9 15816 144312 5 1321110

7 9 15816 144312 5 1321110

7 9 158165432 1413121110

7 9 158165432 1413121110

Step 1

Step 6

Step 5

Step 4

Step 3

Step 2

Fig. 9   The random selection of three embeddable coefficients

Algorithm 1 Random selection of three QDCT coefficients.

Input: Random seed S

Output: Three QDCT coefficients (Fx1, Fx2, Fx3)

Initialize the random seed with srand(S);

For i=1 to 15 do

Assign a value to the ith element of the integer array X[] with X[i]=i;

End for

For i=1 to 3 do

Generate the ith random number with xi=rand()%(16-i)+i;

If xi!=i

Swap the positions of X[xi] and X[i];

End if

End for

Three QDCT coefficients (Fx1, Fx2, Fx3) are chosen as an embeddable coefficient group.

Step 1	� The cursor starts from the first position marked 
by 1

Step 2	� When 7 is chosen randomly, the embeddable 
coefficient Fx1 is F7, and the positions of 7 and 1 
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3.3 � Extraction and recovery procedures

Algorithm  3 demonstrates the procedure of information 
extraction and video restoration. The same random seed 
can be used to generate some same random sequences. 
Therefore, when the sender and receiver use the same ran-
dom seed S, the embeddable QDCT blocks and coefficients 
employed by the sender can be in one-to-one correspond-
ence with the extractable QDCT blocks and AC coefficients 
utilized by the receiver. Finally, the receiver could extract 
the embedded data and restore the video fully according to 
the reverse process of Fig. 3.

In addition, the computational efficiency of the pre-
sented RDH algorithm depends on the video frame number 
denoted by NF and the information length denoted by LI. 
Therefore, the computational complexity of the presented 
algorithm can be denoted by O (NF × LI).

4 � Experimental results and discussions

The presented algorithm has been effectuated in the 
H.264 reference software version JM18.4 [37]. The nine 
video sequences (640 ×  480) [38] shown in Fig.  10 act 
as test samples. Two YUV files are encoded to a MVC 
video with 233 frames, which include 30 I0 frames, 30 
P0 frames and 116 b4 frames. The parameter intra-period 
was set as 8. The capacity of a video sequence is the mean 
number of bits hidden in one I0/P0/b4 frame of all the I0/
P0/b4 frames in that sequence. The peak signal-to-noise 
ratio (PSNR) value and the structural similarity (SSIM) 
value, which are achieved by comparing the marked YUV 
video with the original YUV video, are the averages of all 
the frames. The embedding efficiency e is defined as

where Lhide is the number of hidden bits, and Lmodi is the 
number of modified bits, and Lchai is the changed size of 
a modified coefficient.

If the parameter code block pattern of a block is 0, there is 
no QDCT coefficient hoarded in the block which only con-
tains zero coefficients actually. Therefore, this block could 
not be modified for hiding information so that large visual 
distortion can be eliminated. The distribution of changeable 
QDCT coefficients in blocks with nonzero code block pat-
tern is shown in Table 1. The schemes hiding data into P0 
and b4 frame with intra-frame distortion drift are denoted 
as P0_drift and b4_drift. The schemes embedding informa-
tion into P0 and b4 frame without intra-frame distortion drift 
are denoted as P0_interMB and b4_interMB, in which only 
embeddable blocks 0…8 shown in Fig.  7 are considered. 
The probability of changeable zero coefficients is denoted 
as p0. For P0_drift, p0 is about 0.925. For P0_interMB, p0 is 
about 0.927. For b4_drift, p0 is about 0.935. For b4_interMB, 
p0 is about 0.937. The overwhelming majority of change-
able QDCT coefficients are zero, which indicates that the 
peak of the QDCT coefficient histogram is rather steep. 
Thus, fine payload-distortion performance can be obtained 
by using HS to embed data. Li et al.’s two-dimensional HS 
method [33] could be used for embedding information into 
QDCT coefficients of MVC video. When the value of coef-
ficient pair (Fx1, Fx2) meets Fx1 Fx2 = 0, it is expanded to 
its neighboring positions (Fx1 +  1, Fx2 −  1) or (Fx1 −  1, 
Fx2 + 1) for signifying one data bit 1, where the cost is 2. In 
order to hide two data bits 11 into zero coefficients, the cost 
is 4, whereas the cost is 1 by using our method that takes 
full advantage of the coefficient distribution.

Table  2 shows the embedding performance of four 
schemes where the threshold U is 0. Different hiding 
capacities can be achieved by hiding data into different vid-
eos. Therefore, different amounts of data are hidden into 
different videos. The proposed 3D-HS-based RDH method 
is used for hiding data in these schemes except Ma et al.’s 
scheme [3], which is denoted by Ma. Compared with Ma, 
where data is hidden into I0 frame without causing intra-
frame distortion drift, P0_drift increases PSNR, SSIM and 
embedding efficiency e with 0.163 dB, 0.00005, and 1.2 for 
hiding 500 bits of data in one frame of Crowd, respectively. 
Compared with P0_drift, PSNR, SSIM and embedding effi-
ciency e can be enhanced with 0.003 dB, 0.00013 and 0.03 
by P0 _interMB for Crowd, respectively. Compared with 
P0_ interMB, PSNR, SSIM and embedding efficiency e 
can be enhanced with 0.083 dB, 0.00033 and 0.05 by b4_
interMB for Crowd, respectively. On the whole, compared 
with Ma, b4_interMB is superior by enhancing PSNR, 

(22)e = Lhide/

i=Lmodi
∑

i=1

Lchai,
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SSIM, and embedding efficiency e with 0.156 dB, 0.00008 
and 0.71 at least, respectively.

In Table 3, three QDCT AC coefficients F2, F5, and F3 
are used for hiding information. Compared with the conven-
tional 3D HS, the presented 3D HS is better by improving 
PSNR, SSIM, and embedding efficiency e with 0.02  dB, 
0.00004, and 0.41 at least, respectively. Accordingly, the 
marked frame of Akko&Kayo, Exit and Race are shown 
in Fig. 11. Figures (a–c) are the marked frame obtained by 
employing the conventional 3D HS to embed data. The rest 

figures are the marked frame achieved by using the pro-
posed 3D HS to hide information. Their original frames are 
shown in Fig. 10. It is easy to find apparent distortion in the 
frames (a–c). There is a large distortion on the top left cor-
ner of frame (a). Many squares can be seen on the back of 
the man in frame (b). On the top middle of frame (c), the 
distortion is on the trees. By contrast, little distortion could 
be seen in the frames (d–f). The experimental results verify 
that superior visual quality could be obtained by using the 
proposed 3D HS method to hide information.

Fig. 10   Test videos (the size of each frame is 640 × 480). a Akko&Kayo, b Ballroom, c Crowd, d Exit, e Flamenco, f Objects, g Race, h Rena 
and i Vassar

Table 1   Average numbers of 
different QDCT coefficient 
values in one frame of Ballroom

Schemes The value of changeable QDCT coefficient

−5 −4 −3 −2 −1 0 1 2 3 4 5

P0_drift 3 6 16 64 634 22,513 907 128 29 11 5

P0_interMB 1 3 8 32 340 12,570 505 69 16 6 3

b4_drift 1 3 7 28 163 6586 205 35 10 4 2

b4_interMB 0 1 3 14 89 3697 112 18 5 2 1
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In order to compare the proposed RDH algorithm based 
on 3D HS with other RDH schemes in the same environ-
ment, embeddable blocks, which can be utilized for hiding 
data without the parallax or the intra-frame distortion dif-
fusion, are chosen from inter-MBs of P0 frame, as shown 
in Fig.  7. Huang and Chang’s scheme [30] is denoted as 

Huang. In Huang and our method, information is hidden 
into three QDCT AC coefficients F2, F5, and F3, where 
the coefficient pair (F2, F5) is used by Shi et al.’s scheme 
[13] denoted as Shi, and Ou et  al.’s scheme [36] denoted 
as Ou. Additionally, F2 is used by Chung et  al.’s scheme 
[7] denoted as Chung. At the leftmost point of every line 

Table 2   Hiding performance 
of four schemes for hiding data 
into one frame on average

Sequences Amount of hidden data Ma P0_drift P0 _interMB b4_interMB

Akko&Kayo 100 PSNR(dB) 39.438 39.573 39.574 39.725

SSIM 0.96808 0.96810 0.96816 0.96837

e 1.62 2.58 2.59 2.61

Ballroom 400 PSNR(dB) 36.728 36.895 36.899 36.986

SSIM 0.94510 0.94516 0.94527 0.94556

e 1.11 2.36 2.38 2.39

Crowd 500 PSNR(dB) 35.606 35.769 35.772 35.855

SSIM 0.96897 0.96902 0.96915 0.96948

e 1.13 2.33 2.36 2.41

Exit 60 PSNR(dB) 38.174 38.305 38.307 38.425

SSIM 0.93608 0.93609 0.93610 0.93626

e 1.35 2.48 2.49 2.54

Flamenco 300 PSNR(dB) 39.306 39.457 39.460 39.477

SSIM 0.97160 0.97164 0.97171 0.97180

e 1.55 2.44 2.46 2.49

Objects 50 PSNR(dB) 37.598 37.710 37.711 37.808

SSIM 0.97504 0.97505 0.97506 0.97520

e 1.71 2.30 2.29 2.42

Race 140 PSNR(dB) 37.470 37.614 37.616 37.626

SSIM 0.96143 0.96146 0.96148 0.96150

e 1.14 2.27 2.28 2.30

Rena 40 PSNR(dB) 41.409 41.517 41.518 41.590

SSIM 0.97424 0.97425 0.97426 0.97437

e 1.43 2.63 2.63 2.69

Vassar 70 PSNR(dB) 36.298 36.437 36.438 36.651

SSIM 0.91558 0.91559 0.91561 0.91580

e 1.22 2.35 2.36 2.41

Table 3   Embedding 
performance of the conventional 
3D HS and the presented 3D 
HS for hiding 500 bits of 
information into the first P0 
frame

Sequences Akko&Kayo Ballroom Crowd Exit Objects Race Rena Vassar

Conventional 3D HS

 PSNR (dB) 40.51 37.58 37.50 39.06 37.62 39.94 42.68 37.24

 SSIM 0.97144 0.94853 0.97749 0.94295 0.97395 0.96648 0.97616 0.92184

 e 1.95 1.85 1.74 1.76 1.59 1.95 1.95 1.70

Presented 3D HS

 PSNR (dB) 40.56 37.60 37.52 39.09 37.65 39.98 42.77 37.25

 SSIM 0.97171 0.94979 0.97753 0.94305 0.97409 0.96675 0.97637 0.92198

 e 2.60 2.49 2.30 2.43 2.00 2.67 2.60 2.22
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in Fig. 12, data is hidden into the embeddable blocks that 
meet |F0| ≥ U, where the threshold U is 0. The five points 
of each line from left to right express the hiding cases in 
which the threshold U is 4, 3, 2, 1 and 0, respectively.

It is obvious that the best PSNR, SSIM, embedding effi-
ciency e, and the least bit-rate increase could be obtained 
by employing the presented method when the same num-
ber of data is embedded. We try to hide two data bits with 
at most one modification, so the embedding efficiency is 
improved, i.e., we can hide more information when the 
same distortion is caused. Consequently, if the same quan-
tity of information is embedded, the less modification will 
be induced, and the video quality is better, which is verified 
by higher PSNR and SSIM. Additionally, little cost brings 
lower bit-rate increase that demonstrates hiding data with 
our method has little impact on the coding efficiency of 
H.264.

In Table  4, the threshold U is 0, and 700 bits of infor-
mation are embedded into each P0 frame on average. Com-
pared with the other schemes, the presented method is 
superior by increasing PSNR and SSIM with 0.006 dB and 
0.00005 at least, respectively. The best SSIM and PSNR 
mean that the best video quality can be gained by utilizing 
our algorithm. Furthermore, the embedding efficiency e of 

the presented scheme is much higher compared with that 
of other schemes, which demonstrates that when the same 
quantity of cover bits are changed, more bits of information 
could be embedded by our algorithm compared with other 
schemes.

5 � Conclusions

An efficient 3D HS is presented for RDH algorithm in this 
paper. This new reversible method could be used for hid-
ing data into image and video, where the image RDH such 
as 3D difference HS and 3D prediction-error HS will be 
applied and verified in our future work. We use the proposed 
3D HS algorithm to embed data into QDCT coefficients of 
MVC video in this paper. Three coefficients chosen from 
each embeddable block are used for hiding two bits of 
information, where just one coefficient may be changed by 
adding 1 at most in most cases. Superior payload-distortion 
performance could be achieved by the proposed scheme 
compared with some state-of–the-art RDH methods. In 
order to improve the hiding capacity and decrease the dis-
tortion, the presented method will be generalized to hide 
over two data bits with at most one modification in future.

Fig. 11   The marked frames of Akko&Kayo, Exit and Race with conventional 3D HS and the proposed 3D HS
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Fig. 12   Comparison of hiding 
performance with other RDH 
methods on MVC videos
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