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1  Introduction

In recent years, with the introduction of depth imaging 
devices, 3-D human pose recovery from depth silhou-
ettes has become an active research topic in computer 
vision. Recovering 3-D human poses for complex posi-
tions in which body parts such as arms or legs cross and 
self-occlude is still challenging. These research challenges 
are driven by everyday applications such as entertainment 
games, surveillance, sports science, health care technology, 
human–computer interactions, motion tracking, and human 
activity recognition [1–4]. Based on recent studies of 3-D 
human pose recovery from human depth silhouettes [1, 5], 
techniques can be grouped into two categories: recovering 
poses frame by frame without using temporal information 
(without tracking) and recovering poses with tracking using 
temporal information.

In the first type of approach, a 3-D human pose is recov-
ered from a depth silhouette frame by frame. No temporal 
information is used in pose recovery, making each frame 
independently. In this methodology, a technique is required 
to detect or recognize human body parts. Typically, there 
are two approaches to detect the body parts by detect-
ing body landmarks from geodesic maps or to recognize 
body parts via supervised classification. In the geodesic 
map-based methodology [6, 7], the depth silhouette is 
represented in a graph-based data structure of 3-D points 
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(i.e., the geodesic map). Geodesic distances among all 
3-D points are computed upon a graph-based representa-
tion. Since these geodesic distances are maintained dur-
ing human movement, anatomical landmarks such as the 
head, hands, and legs can be detected in the human depth 
silhouette. For instance, primary landmarks are identi-
fied by detecting points with maximal geodesic distances 
from the body center mass. The primary landmarks of each 
human depth silhouette are used to recover a correspond-
ing 3-D human pose. One advantage of this approach is 
its low computational costs, since it uses a simple, graph-
based depth data representation. However, its limitations 
are that some pairs of detected body parts such as hands 
or feet cannot be distinguished as left and right since they 
have similar geodesic distances. Also for human poses in 
which body parts touch or overlap, new connected edges 
might appear in geodesic map representations, preventing 
correct detection of the positions of primary landmarks. 
As a result, primary landmark detection can be unstable 
[8]. To overcome the drawbacks of this methodology, in 
the supervised learning-based method [9, 10], body parts 
in human depth silhouette are recognized based on a pixel-
wise supervised classification using trained classifiers to 
recover a 3-D human pose. This method could recognize up 
to 31 body parts [9]. In addition, 3-D human pose recovery 
works in real-time by fast classification via random deci-
sion trees (i.e., random forests). However, potential limita-
tions of this method remain. First, the method requires a 
human pose database of depth silhouettes with correspond-
ing body part-labeled maps for training the body parts clas-
sifier. Therefore, misrecognition can occur if the training 
database does not include enough human poses. Second, 
each pixel is recognized independently from its neighbor 
pixels and body parts are labeled based on recognized pix-
els and their positional distribution in the human depth sil-
houette. For these reasons, 3-D human pose recovery for 
some complex poses is prone to errors and failure. Misla-
beling of the body parts is derived from misrecognition of 
pixels. Again, the two approaches of the first type attempt 
to recover a 3-D human pose from a depth silhouette on a 
frame-by-frame basis without temporal tracking.

In the second type of approach, the use of spatiotem-
poral information by tracking poses from a sequence of 
depth images helps recovery of complex human poses. All 
forms of generic prior knowledge such as temporal varia-
tion of poses in motion and spatial structures of the body 
poses or parts are critical for assisting human pose recov-
ery using tracking and temporal information. Recently, 
human body pose tracking in motion via point correspond-
ences using point set registration has been proposed. Itera-
tive closest point (ICP) is a typical point set registration 
algorithm commonly used for tracking human poses. In 
studies [11–13], the ICP algorithm was used to find point 

correspondences between a depth silhouette and a 3-D 
human model by tracking a human body pose in motion. 
Potential limitations of this methodology remain, since the 
ICP requires that the initial position of the given point sets 
is adequately close and it often fails for complex human 
poses. Therefore, ICP can return the local optima of body 
poses for some complex poses.

In this paper, we propose a new methodology for robust 
3-D human pose recovery with complex poses via non-
rigid point set registration and tracking human body parts 
using depth data. The key contributions of our proposed 
approach for the recovery of complex 3-D human body 
poses are summarized in the following steps: (i) we ini-
tialized the first set of points by recognizing correspond-
ing body parts, resulting in a body part-labeled map via a 
pixel-wise supervised classification as introduced in the 
supervised learning-based method, (ii) we found point cor-
respondences between two point sets of human depth sil-
houettes using the coherence point drift (CPD) algorithm 
for nonrigid point set registration as the first application for 
tracking human body poses and body part labels. The core 
advantage of CPD is its capability to preserve the human 
pose structure when optimal transformations are used with 
the sets of 3-D points by forcing the sets to move coher-
ently as groups [14], (iii) we tracked human body parts and 
their labels in a given human depth silhouette, first using 
the initialized human depth silhouettes from the first step 
and then tracking them with our proposed relabeling meth-
odology, and (iv) after point registration and tracking, the 
body parts in the human depth silhouette were detected and 
recognized. A human skeleton model was created based on 
the joint information of the identified body parts. Finally a 
3-D human body pose was recovered by mapping the ori-
entation of each body part of the skeleton to a 3-D human 
model.

The remainder of this paper is structured as follows. 
Section 2 briefly reviews related work on point set registra-
tion for recovering a 3-D human pose using depth data. In 
Sect. 3, we describe our proposed 3-D human pose recov-
ery methodology. Section  4 presents experimental setups, 
obtained experimental results and comparison with previ-
ous works. Concluding remarks are given in Sect. 5.

2 � Related work on point set registration

Recent methods do not use depth silhouettes directly but 
represent depth information in a set of 3-D points as a 
3-D surface mesh, tracking human body motion by fitting 
each body part using point set registration. We give a brief 
overview of the related works in recovering a 3-D human 
pose from a series of human depth silhouettes and their 
assessment.
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In point set registration techniques, the fundamental 
task for shape matching, image registration, deformable 
motion tracking, and content-based image retrieval can be 
formulated as a point-matching problem. The point set reg-
istration has two main transformations: rigid or nonrigid. 
Rigid transformation allows only for translation, rotation, 
and scaling; nonrigid transformation includes anisotropic 
scaling and skewing methods, and has been applied in real-
world applications. Commonly used algorithms for point 
set registration [16] are ICP and CPD. ICP is a well-known 
algorithm for fitting or rigid registration between two point 
sets. Although ICP has been successfully applied to many 
registration problems, it has several constraints. For exam-
ple, the position of two given point sets must be adequately 
close and the two point sets must fully overlap. Also, this 
method is subject to a local minimum problem. However, 
the CPD algorithm is based on the probability method [14]. 
This algorithm searches and assigns point correspond-
ences between two point sets to ensure global optimality 
of a solution. It preserves the topological structure of reg-
istered point sets through Laplacian coordinates [17] using 
a velocity function for a template point set, namely the cen-
troid of the Gaussian mixture models (GMM), forcing the 
GMM centroid to move coherently as a group. The CPD 
algorithm iteratively calculates unknown parameters in the 
GMM by expectation maximization (EM) [18–20]. As a 
result, CPD is a more robust and accurate algorithm than 
ICP [14].

Several studies have tracked human body motion by 
obtaining point correspondences using point set registration 
[11–13, 21–23]. To recover 3-D human poses, point cor-
respondences between a given depth silhouette and a 3-D 
human body model are found using the ICP algorithm. In 
these studies, a 3-D human body model is commonly repre-
sented as an articulated object where body part information 
can be a general approximation (e.g., cylinders, ellipsoids, 
and super quadrics) [12, 22] or an estimation of an actual 
subject’s outer surface [13, 21, 23]. ICP was used on each 
part of an articulated model with depth data to find point 
correspondences to assist fitting or tracking 3-D human 
body motion.

Another recent approach used point set registration 
techniques (ICP, CPD, and maximum a posteriori) to find 
point correspondences between a given depth silhouette 
and the most similar 3-D human pose, detected from a 
template dataset as a local optimization method [24–26]. 
Point correspondences were used to optimize differences. 
By combining the most similar pose detections and pose 
correction techniques, this approach robustly recovered 
3-D human poses including complex poses. This approach 
is considered effective for solving the problem of self-
occlusion using a precaptured motion database. However, 
this approach requires a precaptured motion database and 

corresponding skeleton body configuration. The approach 
does not work if the similar pose is not available in the 
database.

To evaluate 3-D human pose estimation systems, it 
needs to have ground-truth dataset. Some studies [24, 
27–29] utilized a marker-based motion capture system and 
derive the joint positions as the ground truth. Some other 
studies [30–32] performed rather qualitative evaluations 
by visual inspections, if quantitative ground-truth data are 
not available. One main limitation of the former evaluation 
is the lack of realistic ground truth dataset which assumed 
and considered as ground truth dataset to compare with 
recovered human pose results.

In this study, we have developed a novel method of 
recovering complex human poses using temporal track-
ing of human poses and body parts from a series of human 
body depth silhouettes. We used the advantages of CPD to 
find point correspondences between two successive sets of 
3-D points of human depth silhouettes and to track human 
body parts. The joint information derived from the detected 
body parts was used to recover 3-D human body poses. For 
the quantitative evaluation of our system, we created syn-
thetic data of 3-D poses from which the ground-truth ref-
erences were derived and compared to ours and two other 
conventional techniques. Then, we performed qualitative 
evaluations on real data.

3 � Proposed 3‑D human pose recovery 
methodology

Figure 1 describes the steps of our processes. First, our sys-
tem used a human T-pose depth silhouette, yielding a body 
part-labeled map by pixel-supervised classification via ran-
dom forests [15] for initialization. After initialization, each 
human depth silhouette that was represented as the set of 
3-D points was matched to the previous silhouette via point 
set registration to obtain point correspondences. To track 
body parts and labels, we first used the initialized body 
part-labeled map for the human T-pose depth silhouette and 
then the body part map labeled by our proposed relabeling 
methodology for the successive frames. From body parts of 
the human depth silhouette identified by tracking, joint pro-
posals were estimated and a corresponding human skeleton 
model was created. Finally, 3-D human poses were recov-
ered by mapping the joint information to a 3-D synthetic 
human model.

3.1 � Depth silhouette representation

Depth silhouette is the obtained result from the depth 
image removed the foreground. To convert a human depth 
silhouette into a set of 3-D points, let X, Y, and Z be the 



372 D.-L. Dinh et al.

1 3

coordinates of the 3-D points of the x, y, and z dimensions, 
respectively. The corresponding relationship between the 
coordinates of the points and the pixels in a depth silhou-
ette is expressed as Eq. (1). The sample results of convert-
ing a depth silhouette to a set of 3-D points are given in 
Fig. 2.

where the distance f is the focal length, D is the distance 
or depth values, and c and v are the column index and row 
index of the pixels in a depth image.

3.2 � Point set registration

Given two 3-D point sets for two successive human depth 
silhouettes (let the set of 3-D points SD be the human depth 

(1)X = c
Z

f
, Y = v

Z

f
, Z = D,

silhouette from a previous frame and the set of 3-D points 
SC be the human depth silhouette from a current frame), the 
problem of point set registration is finding all point corre-
spondences between the sets. In Fig. 3, we illustrate point 
correspondences of two successive silhouettes by drawing 
lines connecting the pairs. We used nonrigid point set reg-
istration transformations of CPD, as previously proposed 
[14], to solve this problem.

To reduce the computational burden from the large num-
ber of 3-D points in each human pose, we used a uniform 
downsampling before point set registration. In our experi-
ments, we selected about 400 points per each silhouette. 
The results of uniform downsampling are in Fig.  2c. The 
two point sets were considered to have found the point cor-
respondences Algorithm 1. Demonstrative results of point 
set registration for two successive human depth silhouettes 
are given in Fig. 4.

Fig. 1   The framework of our 
proposed 3-D human pose 
recovery system from depth 
data

Fig. 2   Depth silhouette representation and downsampling. a Depth 
silhouette, b set of 3-D points, c uniformly downsampled depth points

Fig. 3   A point set registration problem. Given two 3-D points sets 
from two successive human depth silhouettes (left human depth sil-
houette of a previous frame; right human depth silhouette of a current 
frame). The problem is to find point correspondences between the 
two point sets
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 where β is the Gaussian smoothing filter size, λ is the 
smoothness regularization weight, б is the standard devia-
tion, θ is the set of the transformation parameters, G is the 
Gaussian kernel matrix of SC, Pr is the posterior probabil-
ity, and W is the matrix of the coefficients.

3.3 � Body part tracking via point set registration

3.3.1 � Initialization

The goal of the initialization step was to identify body parts 
and to assign labels on them in a human depth silhouette. 
Initialization produced a human depth silhouette and cor-
responding human body part-labeled map of a T-pose. We 
asked a subject to make a T-pose, obtained a depth silhou-
ette, and created the body part-labeled map. To label body 
parts on the human depth silhouette of the T-pose, we used 
a pixel-wise supervised classification via trained random 
forests [15]: the training needed only a small synthetic 
T-pose database for labeling body parts. The human depth 
silhouette and its labeled map with fifteen labeled parts of a 

T-pose are shown in Fig. 5. This work also helped to elimi-
nate shape and size differences of the human depth silhou-
ettes in the initialization step to get the best result of non-
rigid point set registration. In addition, we estimated the 
height of T-pose as well as the length ratio of body parts to 
create a corresponding skeleton model.

Fig. 4   Nonrigid point set 
registration between two suc-
cessive human depth silhouettes 
from Fig. 3. a Before point set 
registration and b after point set 
registration

Fig. 5   Initialization using a T-pose. a Human depth silhouette and b 
its corresponding human body part-labeled map
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3.3.2 � Relabeling

After initialization, we tracked the body part labels of succes-
sive depth silhouettes and handled drift points using the body 
part-labeled map from the previous frame SD as the template 
to track labels on the point set SC for an incoming depth sil-
houette. To this end, we devised a relabeling technique for all 
points of set SD which was used as a template set for labeling 
body parts as presented in Algorithm 2. This work helped our 
system to reduce the effects of some mislabel points in each 
body part which were proceed from point set registration errors 
to find point correspondences. This problem impacted on body 
parts tracking results. The demonstrative result of our proposed 
relabeling methodology on the set SD is presented in Fig. 6.

In Algorithm 2, we relabeled the set of points SD and used 
it as a template set for registration with SC based on the 
known joint positions of body parts Jj and the defined length 

constraints of body parts in the length ratio Dj. To deter-
mine the labels of all points in SD, LTS started by comput-
ing Euclidean distances for all connected point pairs in SD 
together. These distances were considered weight values for 
the connected edges in the weighted graph G with vertices vi 
corresponding to points pi in SD. The purpose of building the 
weighted graphic G was to effectively use the shortest path 
algorithms for finding the shortest geodesic distances between 
any point pairs of G. On the graph G, the geodesic distance 
matrix M of all G vertices vi to the other vertices that corre-
sponded the joint positions of Jj in G was constructed by find-
ing the shortest path using Dijkstra’s algorithm [33]. Finally, 
all points of SD were assigned the label of the corresponding 
joint Jj using the highest likelihood of P(dgeo(vi, Jj)|DjH).

3.4 � Joint proposal and 3‑D human pose representation

Based on the results of point set registration and relabe-
ling, the body parts of each human depth silhouette were 
detected and identified by tracking. From the labeled 
body parts, we estimated joint proposals to represent 
corresponding body parts. Joint positions for each body 
part were determined using the mean shift algorithm 
[34]. This algorithm uses the subsets of 3-D points hav-
ing the same label and returns the centroids of body 
parts. From the proposed joint positions and defined 
length constraints of each body part, we created a human 
skeleton model. Finally, orientation information of each 

Fig. 6   A sample result of our proposed relabeling methodology: a 
before relabeling and b after relabeling
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body part was determined from the skeleton model 
to map on a 3-D human model for representing a 3-D 
human pose recovery as described previously [15]. The 
joint proposal and 3-D human pose representation are 
shown in Fig. 7.

4 � Experimental results

4.1 � Experimental setups

To evaluate our system quantitatively, we need to have 
ground truth dataset for this work. In our work, we used 
Carnegie Mellon University (CMU)’s motion capture 
(MoCap) data [35] that contains sets of human joints 
from which joint angles were directly extracted as the 
ground-truth data and these sets of human joints were 
used to apply 3-D synthetic model and to create the 

dataset of depth silhouettes that was used as input of 
our system and the results compared with the ground-
truth. The main steps are presented in Fig.  8. Herein, 
each human joint configuration of 3-D human pose in 
MoCap file (*.bvh), it was used to directly extract joint 
angles from the eight main joints including left and right 
elbows, shoulders, knees and hips which were consid-
ered in our experiments, to save them as ground truth 
data. Then, this joint configuration of 3-D human pose 
was also used to generate corresponding depth silhou-
ettes for recovering 3-D human pose via our system. 
The detail of these steps is that the joint configuration 
of 3-D human pose was firstly mapped to 3-D synthetic 
model using a commercial 3-D graphic package [36] 
named Motion Builder. Then, depth silhouettes were 
created from 3-D synthetic model using 3-Ds Max pack-
ages [36]. These depth silhouettes were used as input of 
our human pose recovery system and the results of eight 
estimated joint angles via our system compared with the 
ground-truth data.

For the qualitative assessment of our proposed method-
ology with real data, we used human depth silhouettes cap-
tured by a depth camera. Each 3-D human pose was recov-
ered from a single human depth silhouette using nonrigid 
point set registration and body parts tracking since ground 
truth poses from real data were not available. The results 
of the recovered 3-D human poses were evaluated by vis-
ual inspection of recovered poses and corresponding color 
images.

Our system was implemented in both Matlab and C++. 
We ran our experiments on a 3.5 GHz Pentium Core i5 and 

Fig. 7   Illustration of main results in our proposed human pose recov-
ery system. a Human depth silhouette, b human skeleton model, and 
c 3-D human pose recovery

Fig. 8   The main steps of the 
quantitative evaluation on our 
system
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(a) (b) 

(c) (d) 

(e) (f) 

(g) (h) 
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4 GB of RAM. Computation cost of our human pose recov-
ery system is about 0.4~0.6 s per frame. Most of the used 
computation time is at the step of set point registration of 
CPD. Therefore, the computation time is dependent on the 
rate of downsampling as well as the size of human depth 
image.

4.2 � Experiments with synthetic data

We performed a quantitative evaluation using a series of 
500 depth silhouettes of various poses created from motion 
information of CMU MoCap DB [35]. Figure 9 shows the 
quantitative evaluation of the eight corresponding meas-
ured joints including left and right elbow, shoulders, knee 
and hip joints using our proposed method.

We computed the average reconstruction error between 
the estimated and ground-truth joint angles as:

where n was the number of frames, i was the frame index, 
θ
grd
i  was the ground-truth angle and θesti  was the estimated 

angle. Average errors at the eight joints were 5.54°, 5.72°, 
5.32°, 5.64°, 8.02°, 8.27°, 6.40°, and 5.21° as presented in 
Table 1. The average reconstruction error of the eight joint 
angles was 6.26°.

For comparisons against the conventional methods, we 
have evaluated the performance of our proposed meth-
odology by comparing against the conventional methods 
[9, 15]. For comparison against mean shift-based method 
[9], we reproduced the human pose recognition and used 
our synthetic DB in [15] to train RFs. We evaluated the 
mean shift method through quantitative assessments on 
the synthetic dataset. The quantitative assessment result 
with the same synthetic DB of our proposed method 
and the method [9] is presented in Table 1. The average 

(2)εθ =

∑n
i=1 |θ

est − θgrd|

n

reconstruction errors at eight joints of the left and right 
elbows, shoulder, knees and hips of the method [15] 
were 9.24°, 9.41°, 9.12°, 9.81°, 9.91°, 10.15°, 10.34°, 
and 9.67° compared to 5.54°, 5.72°, 5.32°, 5.64°, 8.02°, 
8.27°, 6.40°, and 5.21° of our methods. For comparison 
against the principal direction analysis based method [15] 
which is based on body-part labeling as introduced in 
the supervised learning-based method. The mean recon-
struction error of the PDA method at eight key joints was 
7.10° compared to 6.26° of our method. The detail of the 
average error at each joint is presented in Table  1. The 
average reconstruction errors of our method were better 
than the PDA method at the right and left knee joints, 
while the average reconstruction errors were similar for 
both methods for the right and left arms. PDA is based 
on the labeling methodology and our proposed method 
is based on the point set registration-based methodology. 
However, our proposed method focuses on improving the 
results of more complex human poses, which is still a 
challenge for pose reconstruction by tracking body parts 
of each pose.

4.3 � Experiments with real data

To evaluate real data, we asked a subject to perform 
arm and leg movements with simple and complex pose 
sequences. Two experiments were performed. Figure  10 
shows sample results of the first experiment on depth 
images with the crossing of an arm or leg body parts in 
poses: first and fourth columns, color images; second and 
fifth columns, human depth silhouettes; third and sixth 
columns, recovered 3-D human poses using the proposed 
method.

We performed a second experiment with complex 
poses. Figure  11 demonstrates results of recovering 3-D 
poses with self-collisions or overlapping of arm or leg 
body parts: first and third rows, color images; second and 
fourth rows, recovered 3-D human poses from the pro-
posed method.

For comparison of the conventional method with real 
data, we used the 3-D human pose recovery system using 
PDA as described [15]. We qualitatively evaluated PDA 

Table 1   Comparison of average reconstruction error (degrees)

Bold values indicate the average error values

Evaluated angles Left elbow Right elbow Left shoulder Right shoulder Left knee Right knee Left hip Right hip Mean

Shotton et al. [9] 9.24 9.41 9.12 9.81 9.91 10.15 10.34 9.67 9.70

Dinh et al. [15] 5.69 5.63 6.47 6.88 8.22 8.73 8.37 6.84 7.10

Our proposed method 5.54 5.72 5.32 5.64 8.02 8.27 6.40 5.21 6.26

Fig. 9   Comparison of ground truth and estimated joint angles in syn-
thetic data. a Joint angle of left elbow, b joint angle of right elbow, 
c joint angle of left shoulder, d joint angle of right shoulder, e joint 
angle of left knee, f joint angle of right knee, g joint angle of left hip, 
and h joint angle of right hip. Solid lines indicate the estimated joint 
angles and the dashed lines, the ground truth joint angles

◂
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proposed method. The first through fourth columns show 
the crossing movements of two legs and arms. By visual 
inspection of the results of the recovered 3-D human pose 
and the corresponding RGB images, the recovered 3-D 
human poses of our proposed method were more robust 
and accurate than the PDA method as shown in Fig. 12.

Fig. 10   Sample results of the 
proposed 3-D human pose 
recovery method from six depth 
silhouettes with crossing of 
arms or legs

Fig. 11   Sample results of the 
proposed 3-D human pose 
recovery method from eight 
movements of arms and legs 
with self-collisions and occlu-
sion

and our method using the same real data with results of 
the recovered 3-D human poses represented on the same 
3-D human model. Figure 12 shows, second row, typical 
results of four recovered 3-D human poses in a cross-
ing and self-occlusion movement sequence of arm or 
leg body parts using PDA; third row, as above with the 
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5 � Conclusion

We present a new approach to recover 3-D human poses 
based on human body parts tracked via nonrigid point set 
registration from a single depth silhouette. Our approach 
focused on solving 3-D human complex pose recovery. 
This is a challenging problem in 3-D human pose recovery, 
particularly with leg or arm crossing and self-occluding 
human poses. Quantitative assessments of our proposed 
method using synthetic data showed an average reconstruc-
tion error of 6.89° for the four main joint angles. Qualita-
tive assessments using real data showed that our system 
performed reliably for complex pose sequences containing 
crossing and occluding movements of body parts. These 
results showed that our proposed method recovered com-
plex human poses. In addition, our experimental results 
showed that CPD was an effective method for nonrigid 
point set registration to track human poses and body part 
labels. This algorithm allowed our system to find point cor-
respondences between two point sets to ensure global opti-
mality of the solution and preserve a human pose structure 
when optimal transformations were used for sets of 3-D 
points.
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