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Abstract
We study a class of variational problems involving both bulk and interface energies. The bulk
energy is of Dirichlet type albeit of very general form allowing the dependence from the
unknown variable u and the position x . We employ the regularity theory of �-minimizers
to study the regularity of the free interface. The hallmark of the paper is the mild regularity
assumption concerning the dependence of the coefficients with respect to x and u that is of
Hölder type.

Mathematics Subject Classification 49Q10 · 49N60 · 49Q20

1 Introduction and statements

This paper deals with a large class of nonlinear variational problems involving both bulk and
interface energies,

F(E, u;�) =
∫

�

[
F(x, u,∇u) + 1EG(x, u,∇u)

]
dx + P(E;�), (1)

where u ∈ H1(�) and 1E denotes the characteristic function of a set E ⊂ � with finite
perimeter P(E;�) in�. Energy functionals including both bulk and interface terms are very
frequent in the mathematical and physical literature (see for instance [1, 2, 13, 14, 17, 20–22,
26]). In particular, the functionals that we study in this paper are strictly related to the integral
energy employed in the study of charged droplets (see [9, 25]). A prototype version of these
functionals, that is ∫

�

σE (x)|∇u|2 dx + P(E;�), (2)

Communicated by J. Kristensen.

B L. Esposito
luesposi@unisa.it

L. Lamberti
llamberti@unisa.it

1 Dipartimento di Matematica, Università degli Studi di Salerno, Fisciano, Italy

123

http://crossmark.crossref.org/dialog/?doi=10.1007/s00526-023-02490-x&domain=pdf
http://orcid.org/0000-0003-1733-8449
http://orcid.org/0000-0002-2649-6011


156 Page 2 of 49 L. Esposito, L. Lamberti

with u = u0 prescribed on ∂� and σE (x) = β1E + α1�\E , 0 < α < β, was formerly
studied in 1993 in two papers by Ambrosio et al. (see [2, 22]).

The regularity of minimizers of these kinds of functionals is a rather subtle issue, even in
the scalar setting, especially regarding the free interface ∂E .

In 1993 in the paper [2] Ambrosio and Buttazzo proved that if (E, u) is a minimizer of
the functional (2), then u is locally Hölder continuous in � and E is relatively open in �. In
the same volume of the same journal, Lin proved a regularity result for the interface ∂E . To
clarify the situation we define the set of regular points of ∂E as follows:

Reg(E) := {
x ∈ ∂E ∩ � : ∂E is a C1,γ hypersurface in Bε(x),

for some ε > 0 and γ ∈ (0, 1)} ,

where Bε(x) denotes the ball centered in x with radius ε. Accordingly, we define the set of
singular points of ∂E


(E) := (∂E ∩ �) \ Reg(E).

Lin in [22] proved that, for minimal configurations of the functional (2),

Hn−1(
(E)) = 0.

The aforementioned regularity result has been recently improved by G. De Philippis & A.
Figalli, and N. Fusco & V. Julin. Using different approaches and different techniques De
Philippis and Figalli [7] and Fusco and Julin [15] proved that for minimal configurations of
the functional (2) it turns out that

dimH(
(E)) ≤ n − 1 − ε, (3)

for some ε > 0 depending only on α, β. Regarding this dependence, it is worth notic-

ing that in [11] it was proven that u ∈ C0, 12+ε and the reduced boundary ∂∗E of E is a
C1,ε−hypersurface and Hs(∂E \ ∂∗E) = 0 for all s > n − 8, assuming that 1 ≤ α

β
< γn ,

for some γn > 1 depending only on the dimension.
Lin and Kohn in [23] extended the same result that the first author obtained for the model

case (2) to the more general setting of integral energy of the type (1), depending also on x
and u. More precisely F.H. Lin and R.V. Kohn proved, for minimal configurations (E, u) of
(1) under suitable smothness assumption on F and G, that Hn−1(
(E)) = 0.

A natural question to ask is whether the same dimension reduction of the singular set

(E) proved for the model case (2) by De Philippis et al. can be extended also to the general
case of functionals of the type (1). In a very recent paper we give a positive answer to this
question. Inded in [12] we prove that

dimH(
(E)) ≤ n − 1 − ε,

for some ε > 0, for optimal configurations of a wide class of quadratic functionals depending
also on x and u. Our path to prove the aforementioned result basically follows the same
strategy used in [15]. The technique used in [12] relies on the linearity of the Euler–Lagrange
equation of the functional (1). For this reason we need a quadratic structure condition for the
bulk energy. Conversely, the nonquadratic case is less studied and there are few regularity
results available (see [4, 5, 10, 19]).
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Throughout the paper we will assume that the density energies F and G in (1) satisfy the
following structural quadratic assumptions:

F(x, s, z) =
n∑

i, j=1

ai j (x, s)zi z j +
n∑

i=1

ai (x, s)zi + a(x, s), (4)

G(x, s, z) =
n∑

i, j=1

bi j (x, s)zi z j +
n∑

i=1

bi (x, s)zi + b(x, s), (5)

for any (x, s, z) ∈ � ×R×R
n . In the paper [12] we assumed as in [23] that the coefficients

ai j , bi j , , ai , bi , a, b belong to the class C0,1(� × R) with respect to both variables x and s.
This C0,1 assumption of the coefficients with respect to (x, s) is crucial in several respects
in order to prove the desired regularity result for ∂E .

In the first place theC0,1 assumption is strongly used (see Theorem 2 in [12]) to prove that
every minimizer of the constrained problem (that is for |E | = d fixed) is a �-minimizer of a
penalized functional containing the extra-term �||E | − d|. In addition the C0,1 assumption
is primarly used to get an Euler–Lagrange-type equation that is one of the main ingredients
to prove the desired regularity result (see Proposition 4.9 in [15] and Theorem 8 in [12]).

In this paper we examine in depth the question of the minimal regularity assumptions
of the coefficients we ought to assume in order to get the regularity result quoted in (3).
Concerning the coefficients appearing in (4) and (5) we will assume a Hölder continuous
dependence of (x, s). We want to stress that under this hypothesis it is not possible to write
down an Euler–Lagrange-type equation of the functional (1). We overcome this problem
considering, in Section 8, the first variation of the functional (1), under a small perturbation
�t (x) = x + t X(x), depending on the lower order term (tα + o(t)) (where α is the Hölder
exponent of the coefficients with respect to x). This does not allow us to write down the
Euler equation because we cannot pass to the limit for t → 0 being 0 < α < 1. Nevertheless
it is possible, in the blow-up procedure employed in Theorem 10 (Excess improvement),
to choose the excess εh as increment in the first variation described above. In this step it is
possible to carry out the blow-up procedure letting εh → 0 using the condition α > n−1

n ≥ 1
2

(see equations before (80)). We exploited the proof strategy in every possible way in order
to push to the limit the assumptions concerning the Hölder exponent of the coefficients. In
this regard it is important to point out that no restriction is needed for the Hölder exponent β
with respect to the s variable quoted below. Precisely we will assume that

ai j (x, ·), bi j (x, ·), ai (x, ·), bi (x, ·), a(x, ·), b(x, ·) ∈ C0,β(R), for every x ∈ �.

We will denote by Lβ the greatest Hölder seminorm of the coefficients with respect to the
second variable, that is

[ai j (x, ·)]β := sup
u,t∈R, u 
=t

|ai j (x, u) − ai j (x, t)|
|u − t |β ≤ Lβ, ∀x ∈ �, (6)

and the same holds true for bi j , ai , bi , a, b.
Similarly we will assume about the dependence on the first variable that

ai j (·, s), bi j (·, s), ai (·, s), bi (·, s), a(·, s), b(·, s) ∈ C0,α(�), for every s ∈ R,

where

α ∈
(
n − 1

n
, 1

]
.
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We will denote by Lα the greatest Hölder seminorm of the coefficients with respect to the
first variable, that is

[ai j (·, s)]α := sup
y,z∈�, y 
=z

|ai j (y, s) − ai j (z, s)|
|y − z|α ≤ Lα, ∀s ∈ R, (7)

and the same holds true for bi j , ai , bi , a, b.
Moreover, to ensure the existence of minimizers, we assume the boundedness of the

coefficients and the ellipticity of the matrices ai j and bi j , i.e.

ν|z|2 ≤ ai j (x, s)zi z j ≤ N |z|2, ν|z|2 ≤ bi j (x, s)zi z j ≤ N |z|2, (8)
n∑

i=1

|ai (x, s)| +
n∑

i=1

|bi (x, s)| + |a(x, s)| + |b(x, s)| ≤ L, (9)

for any (x, s, z) ∈ � × R × R
n , where ν, N and L are three positive constants.

Some comments about the Hölder exponent α are in order. There are two main points in
our proof where the assumption α > n−1

n is used. In both cases we have to handle with a
perturbation of the set E .

The first point concerns the equivalence between the constrained problem and the penal-
ized problem (see the definitions below). In Theorem 2 we perform a suitable “small”
perturbation of a minimal set E around a point x ∈ ∂E using a transformation of the type

�σ (x) = x + σ X(x), where X ∈ C1
0 (Br (x)).

Denoting by Ẽ := �σ (E) the perturbed set and by ũ := u ◦ �−1
σ the perturbed function, we

prove that

F(E, u) − F(Ẽ, ũ) = O(σα),

where α is the Hölder exponent given in (7). On the other hand, in Theorem 2 we prove by
contradiction that (E, u) is a minimizer of a penalized functional obtained adding in (1) a
penalization term of the type

�
∣∣|Ẽ | − d

∣∣s,
for some suitable� to be choosen sufficiently large. Since we can observe that�

∣∣|Ẽ |−d
∣∣s =

O(σ s), it is clear that we are forced to choose s = σ (see Definition 2 below). Finally it is
evident that this new penalization term cannot exceed the perimeter term when we rescale
the functional (see Lemma 6) and so we are forced to choose α > n−1

n .
The second point concerns the excess improvement given in Theorem 10, where we use

a standard rescaling argument to show that the limit g of the rescaled functions gh whose
graph locally represents ∂E is harmonic (see Step 1 in Theorem 10). In this step we use the
Taylor expansion of the bulk term given in Theorem 7 and the condition α > n−1

n is again
crucial, see (81).

In this paper we study the regularity of minimizers of the following constrained problem.

Definition 1 We shall denote by (Pc) the constrained problem

min
E∈A(�)

v∈u0+H1
0 (�)

{F(E, v;�) : |E | = d} , (Pc)

where u0 ∈ H1(�), 0 < d < |�| are given and A(�) is the class of all subsets of � with
finite perimeter in �.
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The problem of handling with the constraint |E | = d is overtaken using an argument
introduced in [11], ensuring that every minimizer of the constrained problem (Pc) is also
a minimizer of a penalized functional of the type

F�(E, v;�) = F(E, v;�) + �
∣∣|E | − d

∣∣α,

for some suitable� > 0 (see Theorem 2 below). Therefore, we give in addition the following
definition.

Definition 2 We shall denote by (P) the penalized problem

min
E∈A(�)

v∈u0+H1
0 (�)

F�(E, v;�), (P)

where u0 ∈ H1(�) is fixed and A(�) is the same class defined in Definition 1.

From the point of view of regularity, the extra term �
∣∣|E | − d

∣∣α is a higher order negligible
perturbation, being α > n−1

n . The main result of the paper is stated in the following theorem.

Theorem 1 Let (E, u) be a minimizer of problem (P), under assumptions (4–9). Then

a) there exists a relatively open set 
 ⊂ ∂E such that 
 is a C1,μ hypersurface for all
0 < μ <

γ
2 , where γ := 1 + n(α − 1) ∈ (0, 1),

b) there exists ε > 0 depending on n, ν, N , L such that

Hn−1−ε((∂E \ 
) ∩ �) = 0.

Let us briefly describe the organization of this paper. Section2 collects known results, notation
and preliminary definitions.Moreover, in this section the equivalence between the constrained
problem an the penalized problem is proved. As it always happens when different kind of
energies compete with each other, the proof of the regularity is based on the study of the
interplay between them. In this case we must compare perimeter and bulk energy (see [3,
22]).
We notice that the standard regularity theory give us u ∈ C0,γ , for some 0 < γ < 1, for
solutions u of either (P) or (Pc). However, theHölder exponent γ = 1

2 is critical in our setting,
indeed the Hölder exponent is linked to the decay of the gradient on balls. As observed by

Lin (see [22] Remark pg. 162), whenever u ∈ C0, 12+η for some η > 0, then for any K ⊂⊂ �∫
Br (x)

|∇u|2 ≤ crn−1+2η,

namely the bulk term locally decay faster than the perimeter term.
In Sect. 3 we prove suitable energy decay estimates for the bulk energy. The key point of

this approach is contained in Lemma 5, where it is proved that the bulk energy decays faster
than ρn−1, that is, for any μ ∈ (0, 1),∫

Bρ(x0)
|∇u|2 dx ≤ Cρn−μ, (10)

either in the case that

min{|E ∩ Bρ(x0)|, |Bρ(x0) \ E |} < ε0|Bρ(x0)|,
or in the case that there exists an half-space H such that

|(E�H) ∩ Bρ(x0)| ≤ ε0|Bρ(x0)|,
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for some ε0 > 0. The latter case is the hardest one to handle because it relies on the regularity
properties of solutions of a transmission problem which we study in Sect. 3.1. Let us notice
that, for any given E ⊂ �, local minimizers u of the functional

∫
�

[
F(x, u,∇u) + 1EG(x, u,∇u)

]
dx (11)

are Hölder continuous, u ∈ C0,σ
loc (�), but the needed bound σ > 1

2 cannot be expected in the
general case without any information on the set E .

In Sect. 3.1we prove thatminimizers of the functional (11) are inC0,σ for everyσ ∈ (0, 1),
in the case E is an half-space. In this context the linearity of the equation strongly comes
into play ensuring that the derivatives of the Euler–Lagrange equation are again solutions of
the same equation. For the proof in Sect. 3 we readapt a technique depicted in the book [3]
in the context of the Mumford-Shah functional and recently used in a paper by Mukoseeva
and Vescovo [25].

In Sect. 4, using the estimates obtained in Sect. 3, we are in position to prove some decay
estimates for the whole energy including the perimeter term. More precisely, whenever the
perimeter of E is sufficiently small in a ball Bρ(x0), then the total energy

∫
Br (x0)

|∇u|2 dx + P(E; Br (x0)), 0 < r < ρ,

decays as rn (see Lemma 7). In the subsequent sections we collect the preliminary results
needed to deduce that ∂E is locally represented by a Lipschitz graph, see Theorem 5.

In Sect. 4, making use of the previous results, we are in position to prove the density upper
bound and the density lower bound for the perimeter of E which, in turn, are crucial to prove
the Lipschitz approximation theorem. In the subsequent sections the proof strategy follows
the path traced by the regularity theory for perimeter minimizers.

In Sect. 5 it is proved the compactness for sequences of minimizers which follows in a
quite standard way from the density lower bound.

Section6 is devoted to the Lipschitz approximation theorem which involves the usual
main ingredient of the regularity proof, that is the excess

e(x, r) = inf
ν∈Sn−1

e(x, r , ν) := inf
ν∈Sn−1

1

rn−1

∫
∂E∩Br (x)

|νE (y) − ν|2
2

dHn−1(y).

In Sect. 7 we prove a reverse Poincaré inequality which is the counterpart of the well-
known Caccioppoli’s inequality for weak solutions of elliptic equations.

Section8 contains a Taylor-like expansion formula for the terms appearing in the energy
under a small domain perturbation.

In Sect. 9 we finally prove the excess improvement, which is themain ingredient to achieve
the regularity of the interface. More precisely, we prove that, whenever the excess e(x, r)
tends to zero, as r → 0, the Dirichlet integral

∫
Bρ(x0)

|∇u|2 dx decays as in (10). With all
these results in hand we can conclude the desired result.

In Sect. 10 we provide the proof of Theorem 1 that is a consequence of the excess improve-
ment proved before.
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2 Preliminary notation and definitions

In the rest of the paper we will write 〈ξ, η〉 for the inner product of vectors ξ, η ∈ R
n , and

consequently |ξ | := 〈ξ, ξ 〉 1
2 will be the corresponding Euclidean norm. As usual ωn stands

for the Lebesgue measure of the unit ball in R
n . For E ⊂ R

n we denote by E (1) the set of
points of density 1 of E .

We will denote by p : R
n → R

n−1 and q : R
n → R the horizontal and vertical

projections, so that x = (px, qx) for all x ∈ R
n . For simplicity of notation we will often

write px = x ′ and qx = xn , so that we will write x = (x ′, xn), where x ′ ∈ R
n−1 and xn ∈ R.

Accordingly, we denote ∇′ = (∂x1 , . . . , ∂xn−1) the gradient with respect to the first n − 1
components.

The n-dimensional ball in Rn with center x0 and radius r > 0 will be denoted as

BR(x0) = {x ∈ R
n : |x − x0| < R}.

If x0 = 0, we will simply write BR instead of BR(x0).
The (n − 1)-dimensional ball in R

n−1 with center x ′
0 and radius r > 0 will be denoted

with a different letter, that is

DR(x0) = {x ′ ∈ R
n−1 : |x ′ − x ′

0| < R}.
If u is integrable in BR(x0) we set

uR = 1

ωn Rn

∫
BR(x0)

u dx = −
∫
BR(x0)

u dx .

For any μ ≥ 0 we define the Morrey space L2,μ(�) as

L2,μ(�) :=
{
u ∈ L2(�) : sup

x0∈�, r>0
r−μ

∫
�∩Br (x0)

|u|2 dx < ∞
}

. (12)

In the sequel we will constantly need to denote the difference between α and n−1
n , so that we

define

γ := n
(
α − n − 1

n

)
= 1 + n(α − 1) ∈ (0, 1).

The following definition is standard.

Definition 3 Let v ∈ H1
loc(�) and assume that E ⊂ � is fixed. We define the functional FE

by setting

FE (w,�) := F(E, w;�), ∀w ∈ H1(�).

Furthermore we say that v is a local minimizer of the integral functional FE if and only if

FE (v; BR(x0)) = min
w∈v+H1

0 (BR(x0))
FE (w; BR(x0)),

for all BR(x0) ⊂⊂ �.

It is worth mentioning that for a quadratic integrand F(x, s, z) of the type given in (4) the
following growth condition can be immediately deduced from assumptions (8) and (9):

ν

2
|z|2 − L2

ν
≤ F(x, s, z) ≤ (N + 1)|z|2 + L(L + 1), ∀x ∈ �, ∀s ∈ R, ∀z ∈ R

n . (13)

The next lemma is very standard and can be found for example in [3, Lemma 7.54].
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Lemma 1 Let f : (0, a] → [0,∞) be an increasing function such that

f (ρ) ≤ A
[( ρ

R

)p + Rs
]
f (R) + BRq , whenever 0 < ρ < R ≤ a,

for some constants A, B ≥ 0, 0 < q < p, s > 0. Then there exist R0 = R0(p, q, s, A) and
c = c(p, q, A) such that

f (ρ) ≤ c
( ρ

R

)q
f (R) + cBρq , whenever 0 < ρ < R ≤ min{R0, a}.

2.1 From constrained to penalized problem

The next theorem allows us to overcome the difficulty of handlingwith the constraint |E | = d .
Indeed, we prove that every minimizer of the constrained problem (Pc) is also a minimizer
of a suitable unconstrained problem with a volume penalization of the type given in (P).

Theorem 2 There exists �0 > 0 such that if (E, u) is a minimizer of the functional

F�(A, w) =
∫

�

[
F(x, w,∇w) + 1AG(x, w,∇w) dx

]
dx + P(A;�) + �

∣∣|A| − d
∣∣α,

(14)

for some � ≥ �0, among all configurations (A, w) such that w = u0 on ∂�, and α is the
Hölder coefficient with respect to x variable appearing in (7), then |E | = d and (E, u) is a
minimizer of problem (Pc). Conversely, if (E, u) is a minimizer of problem (Pc), then it is a
minimizer of (14), for all � ≥ �0.

Proof The proof can be carried out as in [11, Theorem 1]. For reader’s convenience we give
here its sketch, emphasizing main ideas and minor differences with respect to the case treated
in [11].

The first part of the theorem can be proved by contradiction. Assume that there exist a
sequence (λh)h∈N such that λh → ∞ as h → ∞ and a sequence of configurations (Eh, uh)
minimizing Fλh and such that uh = u0 on ∂� and |Eh | 
= d for all h ∈ N. Let us choose
now an arbitrary fixed E0 ⊂ �with finite perimeter such that |E0| = d . Let us point out that

Fλh (Eh, uh) ≤ F(E0, u0) := �. (15)

Without loss of generality wemay assume that |Eh | < d . Indeed, the case |Eh | > d can be
treated in the sameway considering the complement of Eh in�. Our aim is to show that, for h
sufficiently large, there exists a configuration (Ẽh, ũh) such thatFλh (Ẽh, ũh) < Fλh (Eh, uh),
thus proving the result by contradiction.

By condition (15), it follows that the sequence (uh)h is bounded in H1(�), the perimeters
of the sets Eh in� are bounded and |Eh | → d . Therefore, possibly extracting a not relabelled
subsequence,wemayassume that there exists a configuration (E, u) such thatuh → uweakly
in H1(�), 1Eh → 1E a.e. in �, where the set E is of finite perimeter in � and |E | = d . The
couple (E, u) will be used as reference configuration for the definition of (Ẽh, ũh).

Step 1.Construction of (Ẽh, ũh). Proceeding exactly as in [11], we take a point x ∈ ∂∗E∩
� and observe that the sets Er = (E − x)/r converge locally in measure to the half-space
H = {〈z, νE (x)〉 < 0}, i.e., 1Er → 1H in L1

loc(R
n), where νE (x) is the generalized exterior

normal to E at x (see [3, Definition 3.54]). Let y ∈ B1(0)\H be the point y = νE (x)/2.
Given ε (that will be chosen in the Step 2), since 1Er → 1H in L1(B1(0)) there exists
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0 < r < 1 such that

|Er ∩ B1/2(y)| < ε, |Er ∩ B1(y)| ≥ |Er ∩ B1/2(0)| >
ωn

2n+2 ,

where ωn denotes the measure of the unit ball of Rn . Then, if we define xr := x + ry ∈ �,
we have that

|E ∩ Br/2(xr )| < εrn, |E ∩ Br (xr )| >
ωnrn

2n+2 .

Let us assume, without loss of generality, that xr = 0. From the convergence of Eh to E we
have that for all h sufficiently large

|Eh ∩ Br/2| < εrn, |Eh ∩ Br | >
ωnrn

2n+2 . (16)

Let us now define the following bi-Lipschitz function used in [11] which maps Br into itself:

�(x) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

(
1 − σh(2n − 1)

)
x if |x | <

r

2
,

x + σh

(
1 − rn

|x |n
)
x if

r

2
≤ |x | < r ,

x if |x | ≥ r ,

(17)

for some 0 < σh < 1/2n sufficiently small to be chosen later in such a way that, setting

Ẽh := �(Eh), ũh := uh ◦ �−1,

we have

|Ẽh | < d.

We are going to evaluate

Fλh (Eh, uh) − Fλh (Ẽh, ũh) =
[∫

Br

[
F(x, uh,∇uh) + 1EhG(x, uh,∇uh)

]
dx

−
∫
Br

[
F(x, ũh,∇ũh) + 1Ẽh

G(x, ũh,∇ũh)
]
dy

]

+ [
P(Eh; Br ) − P(Ẽh; Br )

]+ λh
[
(d − |Eh |)α − (d − |Ẽh |)α

]
= I1,h + I2,h + I3,h . (18)

In order to estimate the contribution of the last integrals we need some preliminary esti-
mates for the map � that can be obtained by direct computation (see [11] or [12] for the
explicit calculation). We just observe that for |x | < r/2, � is simply a homothety and all the
estimates that we are going to introduce are trivial.
Conversely, for r/2 < |x | < r we have

∂�i

∂x j
(x) =

(
1 + σh − σhrn

|x |n
)
δi j + nσhr

n xi x j
|x |n+2 . (19)

It is clear from this expression that, since σh is going to zero, ∇� is a small perturbation of
the identity that can be written as

∇� = I d + σh Z .
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We can also address the reader to Section 17.2 “Taylor’s expansion of the determinant close
to the identity” in [24] for related estimates. Then we have

|z − z ◦ ∇�(y)| ≤ C1(n)σh |z|, for all y, z ∈ R
n . (20)

It is not difficult to find out also that
∥∥∇�−1(�(x)

)∥∥∞ ≤ (
1 − (2n − 1)σh

)−1 ≤ 1 + 2nnσh, for all x ∈ Br . (21)

Concerning J�, the Jacobian of �, from (19) we deduce

J�(x) =
(
1 + σh + (n − 1)σhrn

|x |n
)(

1 + σh − σhrn

|x |n
)n−1

.

For r/2 < |x | < r , we can estimate (see also Section 3 in [4]):

J�(x) ≥
(
1 + σh + (n − 1)σhrn

|x |n
)(

1 + σh − (n − 1)
σhrn

|x |n
)

≥ 1 + 2σh − (
4n(n − 1)2 − 1

)
σ 2
h > 1 + σh,

provided that we choose

σh <
1

4n(n − 1)2 − 1
.

Summarizing we gain the following inequalities for the Jacobian of �:

1 + σh ≤ J�(x), for all x ∈ Br \ Br/2,

J�(x) ≤ 1 + 2nnσh, for all x ∈ Br . (22)

Now, let us start by estimating I3,h thus proving at the same time that the condition |Ẽh | < d
is satisfied.

Step 2. Estimate of I3,h . First we recall (16), (17), (22), thus getting

|Ẽh | − |Eh | =
∫
Eh∩Br \Br/2

(J�(x) − 1) dx +
∫
Eh∩Br/2

(J�(x) − 1) dx

≥
( ωn

2n+2 − ε
)
σhr

n − [
1 − (

1 − (2n − 1)σh
)n]

εrn

≥ σhr
n
[ ωn

2n+2 − ε − (2n − 1)nε
]
.

Therefore, if we choose 0 < ε < ε0(n), we have that

λh(|Ẽh | − |Eh |) ≥ λhC2(n)σhr
n . (23)

Moreover, if we denote δh := d −|Eh |, we choose σh in such a way that |Ẽh |− |Eh | ≤ δh/2
thus respecting the condition |Ẽh | < d . For this reason let us observe that we have, proceding
as before and using (22),

|Ẽh | − |Eh | =
∫
Eh∩Br

(J�(x) − 1) dx ≤ n2nσhr
n .

Then we will choose

δh ≤ σh ≤ δh

n2n+1rn
.
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Let us observe that in the last condition we imposed also that σh is comparable with δh , which
is crucial in the following estimate. Resuming (23) we can conclude

I3,h = λh
[
(d − |Eh |)α − (d − |Ẽh |)α

] ≥ λh
α

(d − |Eh |)1−α
(|Ẽh | − |Eh |)

= λhα(d − |Eh |)α |Ẽh | − |Eh |
d − |Eh | ≥ λhαδα

h
C2(n)σhrn

δh

≥ λhC3(n, α)σα
h r

n, (24)

for some positive constant C3 = C3(n, α).
Step 3. Estimate of I1,h . Now we can perform the change of variables y = �(x) and,

observing that 1Ẽh
(�(x)) = 1Eh (x), we get

I1,h =
∫
Br

[
F(x, uh,∇uh) − J�(x)F(�(x), uh(x),∇uh(x) ◦ ∇�−1(�(x)))

]
dx

+
∫
Br∩Eh

[
G(x, uh,∇uh) − J�(x)G(�(x), uh(x),∇uh(x) ◦ ∇�−1(�(x)))

]
dx

=: J1,h + J2,h .

The two terms J1,h and J2,h , involving F and G in Br and Br ∩ Eh respectively, can be
treated in the same way. Therefore we just perform the calculation for J1,h .

To make the argument clearer, since we shall use the structure conditions (4) and (5) we
introduce the following notation. A2(x, s) denotes the quadratic form and A1(x, s) denotes
the linear form defined as follows:

A2(x, s)[z] := ai j (x, s)zi z j , A1(x, s)[z] := ai (x, s)zi ,

for any z ∈ R
n . Analogously we set A0(x, s) = a(x, s). Accordingly, we can write down

J1,h

=
∫
Br

{
A2(x, uh(x))[∇uh(x)]−A2(�(x), uh(x))[∇uh(x)◦∇�−1(�(x))]J�(x)

}
dx

+
∫
Br

{
A1(x, uh(x))[∇uh(x)]−A1(�(x), uh(x))[∇uh(x)◦∇�−1(�(x))]J�(x)

}
dx

+
∫
Br

{
A0(x, uh(x))−A0(�(x), uh(x))J�(x)

}
dx . (25)

We proceed estimating the first difference in the previous equality, the other being similar
and indeed easier to handle.∫

Br

{
A2(x, uh(x))[∇uh(x)]−A2(�(x), uh(x))[∇uh(x)◦∇�−1(�(x))]J�(x)

}
dx

=
∫
Br

{
A2(�(x), uh(x))[∇uh(x)] − A2(�(x), uh(x))[∇uh(x)◦∇�−1(�(x))]J�(x)

}
dx

+
∫
Br

{
A2(x, uh(x))[∇uh(x)] − A2(�(x), uh(x))[∇uh(x)]

}
dx =: H1,h + H2,h .

The first term H1,h can be estimated observing that, as a consequence of (8), we have:

|A2[ξ ] − A2[η]| ≤ N |ξ + η||ξ − η|, ∀ξ, η ∈ R
n .
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If we apply the last inequality to the vectors

ξ := ∇uh(x), η := √
J�(x)[∇uh(x)◦∇�−1(�(x))],

we are led to estimate |ξ − η|.
We start by observing that, being J�(x) = (

1 − σh(2n − 1)
)n for |x | < r/2, by also

using, (22) we deduce

|√J�(x) − 1| < C(n)σh, for all x ∈ R
n .

Therefore we have

|√J�ξ − ξ | ≤ C(n)σh |ξ |.
In addition choosing z = ξ ◦ ∇�−1(�(x)) in (20) and using also (21), we can deduce

|ξ ◦ ∇�−1(�(x)) − ξ | ≤ σhC1(n)|ξ ◦ ∇�−1(�(x))| ≤ σh |ξ |C1(n)
∥∥∇�−1(�(x))

∥∥∞
≤ n2nC1(n)σh |ξ |.

Summarizing we finally get

|ξ − η| ≤ σhC(n)|∇uh(x)|, |ξ + η| ≤ C(n)|∇uh(x)|,
for some constant C = C(n) > 0. From the previous estimates we deduce that

|H1,h | ≤ σh NC2(n)

∫
Br

|∇uh(x)|2 dx ≤ σh NC2(n)�, (26)

where � is defined in (15).
The second term H2,h can be estimated using the Hölder continuity assumption on ai j

and observing that |x − �(x)| ≤ σhr2n . Therefore we deduce that

|H2,h | ≤ (σhr2
n)αLα

∫
Br

|∇uh(x)|2 dx ≤ σα
h C(n, α, Lα)�. (27)

In conclusion, since the other terms in (25) can be estimated in the same way, collecting
estimates (26) and (27) we get

|J1,h | ≤ σα
h C(n, N , α, Lα)�.

Since the same estimate holds true for J2,h , we conclude that

I1,h ≥ −σα
h C4(n, N , α, Lα)�, (28)

for some constant C4 = C4(n, N , α, Lα) > 0.
Step 4. Estimate of I2,h . In order to estimate I2,h , we can use the area formula for maps

between rectifiable sets. If we denote by Th,x the tangential gradient of � along the approxi-
mate tangent space to ∂∗Eh in x and T ∗

h,x is the adjoint of themap Th,x , the (n−1)-dimensional
jacobian of Th,x is given by

Jn−1Th,x =
√
det

(
T ∗
h,x ◦ Th,x

)
.

Thereafter we can estimate

Jn−1Th,x ≤ 1 + σh + 2n(n − 1)σh . (29)
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We address the reader to [11] where explicit calculations are given. In order to estimate I2,h ,
we use the area formula for maps between rectifiable sets ( [3, Theorem 2.91]), thus getting

I2,h = P(Eh; Br ) − P(Ẽh; Br ) =
∫

∂∗Eh∩Br

dHn−1 −
∫

∂∗Eh∩Br

Jn−1Th,x dHn−1

=
∫

∂∗Eh∩Br \Br/2

(
1 − Jn−1Th,x

)
dHn−1 +

∫
∂∗Eh∩Br/2

(
1 − Jn−1Th,x

)
dHn−1 .

Notice that the last integral in the above formula is non-negative since � is a contraction in
Br/2, hence Jn−1Th,x < 1 in Br/2, while from (29) we have

∫
∂∗Eh∩Br \Br/2

(
1 − Jn−1Th,x

)
dHn−1 ≥ −2nnP(Eh; Br )σh ≥ −2nn�σα

h ,

thus concluding that

I2,h ≥ −2nn�σα
h . (30)

Finally to conclude the proof we recall (18), (24), (28) and (30) to obtain

Fλh (Eh, uh) − Fλh (Ẽh, ũh) ≥ σα
h

(
λhC3(n, α)rn − �(C4(n, N , α, Lα) + 2nn)

)
> 0,

if λh is sufficiently large. This contradicts the minimality of (Eh, uh), thus concluding the
proof. ��

The previous theorem motivates the following definition.

Definition 4 ((�, α)-minimizers) The energy pair (E, u) is a (�, α)-minimizer in � of the
functional F , defined in (1), if and only if for every Br (x0) ⊂ � it holds:

F(E, u; Br (x0)) ≤ F(F, v; Br (x0)) + �|F�E |α,

whenever (F, v) is an admissible test pair, namely, F is a set of finite perimeterwith F�E ⊂⊂
Br (x0) and v − u ∈ H1

0 (Br (x0)).

3 Decay of the bulk energy

We start by quoting higher integrability results both for local minimizers of the functional
(1) and for comparison functions that we will use later in the paper. We assume that E is
fixed and therefore we consider only the dependence on the bulk term through u. It is worth
mentioning that the following lemmata can be applied in general to minimizers of integral
functionals of the type

H(u;�) :=
∫

�

H(x, u,∇u) dx, (31)

assuming that the energy density H satisfies only the structure condition (4) and the growth
conditions (8) and (9), without assuming any continuity on the coefficients. It is clear that
functionals of the type (1) belong to this class and in addition the involved estimates only
depend on the constants appearing in (8) and (9) but do not depend on E accordingly. Since
the argument is very standard we address the reader to [12] where detalied proofs is given.
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156 Page 14 of 49 L. Esposito, L. Lamberti

Lemma 2 Let u ∈ H1(�) be a local minimizer of the functional H defined in (31), where
H satisfies the structure condition (4) and the growth conditions (8) and (9). There exists
s = s(n, ν, N , L) > 1 such that, for every B2R(x0) ⊂⊂ �, it holds

−
∫
BR(x0)

|∇u|2s dx ≤ C1

(
−
∫
B2R(x0)

(
1 + |∇u|2) dx

)s

,

where C1 = C1(n, ν, N , L) is a positive constant.

In the next subsection we will prove some energy density estimates by using a standard
comparison argument. For this purpose we will need a reverse Hölder inequality for the
comparison function defined below.

Definition 5 (Comparison function) Let u ∈ H1(�) be a local minimizer of the functional
F defined in (1) and B2R(x0) ⊂⊂ �. We shall denote by v the solution of the following
problem

v := argmin
w∈u+H1

0 (BR(x0))

∫
BR(x0)

H̃(x,∇w) dx, (32)

where H̃(x, z) := H(x, u(x), z) satisfies the structure condition (4) and the growth condi-
tions (8) and (9).

Lemma 3 Let u ∈ H1(�) be a local minimizer of the functional F defined in (1). Let v ∈
H1(BR(x0)) be the comparison function defined in (32). Denoting by s = s(n, ν, N , L) > 1
the same exponent given in Lemma 2, it holds

−
∫
BR(x0)

|∇v|2s dx ≤ C2

(
−
∫
B2R(x0)

(
1 + |∇u|2) dx

)s

,

where C2 = C2(n, ν, N , L) is a positive constant.

Remark 1 The proof of Lemma 3 does not use directly the minimality of u, but only the
higher integrability of its gradient.

3.1 A decay estimate for elastic minima

In this section we prove a decay estimate for elastic minima that will be crucial for the proof
strategy. Indeed, we show that if (E, u) is a (�, α)-minimizer of the functional F defined
in (1) and x0 is a point in �, where either the density of E is close to 0 or 1, or the set E is
asymptotically close to a hyperplane, then for ρ sufficiently small we have

∫
Bρ(x0)

|∇u|2 dx ≤ Cρn−μ,

for anyμ ∈ (0, 1]. A preliminary result wewant tomention,whichwill be used later, provides
an upper bound for F . The proof is rather standard and is related to the threshold Hölder
exponent 1

2 of the function u, when (E, u) is either a solution of the constrained problem
(Pc) or a solution of the penalized problem (P) defined in Sect. 1. For the proof we address
the reader to [23, Lemma 2.3] and [15]. A detailed proof in the case of costrained problems
and for functionals satisfying general p-polinomial growth is contained in [4].
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Theorem 3 Let (E, u) be a (�, α)-minimizer of F in �. Then for every open set U ⊂⊂ �

there exists a constant C3 = C3
(
n, N , ν, α,�,U , ‖∇u‖L2(�)

)
> 0 such that for every

Br (x0) ⊂ U it holds

F(E, u; Br (x0)) ≤ C3r
n−1.

Proof Fixing Br (x0) ⊂ U ⊂⊂ �, we compare (E, u) with (E \ Br (x0), u) thus obtaining

F(E, u;�) ≤ F(E \ Br (x0), u;�) + �|E�(E \ Br (x0)) ∩ �|α
≤ F(E \ Br (x0), u;�) + �|Br (x0)|α.

Making F explicit and getting rid of the common terms, we obtain an energy estimate on
Br (x0) ∩ E ,∫

Br (x0)∩E
G(x, u,∇u) dx + P(E; Br (x0)) ≤ P(E ∩ ∂Br (x0);�) + c(n, α,�)rnα

≤ Hn−1(∂Br (x0)) + c(n, α,�)rn−1

≤ c(n, α,�)rn−1. (33)

Now we want to prove that there exist M and τ ∈ (
0, 1

2

)
, depending on N

ν
, such that for

every δ ∈ (0, 1) there exists h0 ∈ N such that, for any Br (x0) ⊂ U , we have∫
Br (x0)

|∇u|2 ≤ h0r
n−1 or

∫
Bτr (x0)

|∇u|2 dx ≤ Mτ n−δ

∫
Br (x0)

|∇u|2 dx .

Step 1: Arguing by contradiction, for τ ∈ (
0, 1

2

)
and δ ∈ (0, 1), we choose M ≥ 1 and

we assume that, for every h ∈ N, there exists a ball Brh (xh) ⊂ U such that∫
Brh (xh)

|∇u|2 dx > hrn−1
h (34)

and ∫
Bτrh (xh)

|∇u|2 dx > Mτ n−δ

∫
Brh (xh)

|∇u|2 dx . (35)

Note that estimates (33) and (34) yield∫
Brh (xh)∩E

|∇u|2 dx + P(E; Brh (xh)) ≤ c0r
n−1
h <

c0
h

∫
Brh (xh)

|∇u|2 dx, (36)

and so ∫
Brh (xh)∩E

|∇u|2 dx <
c0
h

∫
Brh (xh)

|∇u|2 dx, (37)

for some positive constant c0.
Step 2:We will prove our aim by means of a blow-up argument. We set

ς2
h := −

∫
Brh (xh)

|∇u|2 dx

and, for y ∈ B1, we introduce the sequence of rescaled functions defined as

vh(y) := u(xh + rh y) − ah
ςhrh

, with ah := −
∫
Brh (xh)

u dx,
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E∗
h := E − xh

rh
∩ B1.

We have ∇u(xh + rh y) = ςh∇vh(y) and a change of variable yields

∫
B1

|∇vh(y)|2 dy = 1

ς2
h

−
∫
Brh (xh)

|∇u(x)|2 dx = 1.

Therefore, there exist a (not relabeled) subsequence of vh and v ∈ H1(B1) such that vh⇀v

in H1(B1) and vh → v in L2(B1). Moreover, the semicontinuity of the norm implies

−
∫
B1

|∇v(y)|2 dy ≤ lim inf
h→∞ −

∫
B1

|∇vh(y)|2 dy = 1. (38)

We rewrite the inequalities (34), (35) and (37). They become, respectively,

ς2
h >

h

rh
, (39)

−
∫
Bτ

|∇vh(y)|2 dy > Mτ−δ, (40)

∫
B1∩E∗

h

|∇vh(y)|2 dy <
c0
h

∫
B1

|∇vh(y)|2 dy = c0ωn

h
. (41)

Of course, (39) implies that ςh → ∞, as h → ∞.
Step 3: In order to go further we must prove the strong convergence vh → v in H1

loc(B1).
Since rn−1

h P(E∗
h ; B1) = P(E; Brh (xh)), by (36), we have that the sequence

(P(E∗
h ; B1))h∈N is bounded. Therefore up a not relabeled subsequence, 1E∗

h
→ 1E∗ in

L1(B1), for some set E∗ ⊂ B1 of locally finite perimeter. By semicontinuity we deduce that

∫
B1

1E∗ |∇v|2 dy ≤ lim inf
h→∞

∫
B1

1E∗ |∇vh |2 dy

≤ lim inf
h→∞

(∫
B1

1E∗
h
|∇vh |2dy +

∫
B1

1E∗\E∗
h
|∇vh |2dy

)
= 0,

where we used (41) and the equi-integrability of
(|∇vh |2

)
h∈N.

By �-minimality of (E, u) with respect to (E, u + φ) we get, for φ ∈ H1
0 (Brh (xh)),

∫
Brh (xh)

[
F(x, u,∇u) + 1EG(x, u,∇u)

]
dx

≤
∫
Brh (xh)

[
F(x, u + φ,∇u + ∇φ) + 1EG(x, u + φ,∇u + ∇φ)

]
dx .
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Using the change of variable x = xh + rh y, we deduce for every ψ ∈ H1
0 (B1),

∫
B1

[
F(xh + rh y, u(xh + rh y), ςh∇vh) + 1E∗

h
G(xh + rh y, u(xh + rh y), ςh∇vh)

]
dy

≤
∫
B1

F(xh + rh y, u(xh + rh y) + rhψ, ςh∇vh + ∇ψ) dy

+
∫
B1

1E∗
h
G(xh + rh y, u(xh + rh y) + rhψ, ςh∇vh + ∇ψ) dy. (42)

Let η ∈ C∞
c (B1) such that 0 ≤ η ≤ 1. We choose the test function ψh = ςhη(v − vh) and

exploit

∇vh + ∇ψh = ςhη∇v + ςh(1 − η)∇vh + ςh(v − vh)∇η.

For simplicity of notation we will denote wh := u(xh + rh y) + rhςhη(v − vh) so that the
previous inequality can be read as

∫
B1

[
F(xh + rh y, u(xh + rh y), ςh∇vh) + 1E∗

h
G(xh + rh y, u(xh + rh y), ςh∇vh)

]
dy

≤
∫
B1

F(xh + rh y, wh, ςhη∇v + ςh(1 − η)∇vh + ςh(v − vh)∇η) dy

+
∫
B1

1E∗
h
G(xh + rh y, wh, ςhη∇v + ςh(1 − η)∇vh + ςh(v − vh)∇η) dy.

Using the quadratic structure of F and G we can pull out the terms ςh(v − vh) in order to
use the convexity in the next step.

∫
B1

[
F(xh + rh y, u(xh + rh y), ςh∇vh) + 1E∗

h
G(xh + rh y, u(xh + rh y), ςh∇vh)

]
dy

≤
∫
B1

F(xh + rh y, wh, ςhη∇v + ςh(1 − η)∇vh) dy

+
∫
B1

1E∗
h
G(xh + rh y, wh, ςhη∇v + ςh(1 − η)∇vh) dy

+ c(N , L)

∫
B1

(|ςh∇v| + |ςh∇vh | + |ςh(v − vh))|
)
ςh |v − vh | dy.

Using the convexity of F and G and rearranging the terms we obtain
∫
B1

ηF(xh + rh y, wh, ςh∇vh) ≤
∫
B1

ηF(xh + rh y, wh, ςh∇v) dy

+
∫
B1

[
F(xh + rh y, wh, ςh∇vh) − F(xh + rh y, u(xh + rh y), ςh∇vh)

]
dy

+
∫
B1

1E∗
h

[
G(xh + rh y, wh, ςh∇vh) − G(xh + rh y, u(xh + rh y), ςh∇vh)

]
dy

+
∫
B1

1E∗
h
η
[
G(xh + rh y, wh, ςh∇v) − G(xh + rh y, wh, ςh∇vh)

]
dy

+ c(N , L)

∫
B1

(|ςh∇v| + |ςh∇vh | + |ςh(v − vh))|
)
ςh |v − vh | dy.
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The last term and the second to last term can be treated in a standard way using (38), Hölder’s
inequality, the strong convergence of vh to v and the weak convergence of ∇vh to ∇v. The
remaining two terms, which differ only in the second argument, can be treated as follows.

We remark that by definition of vh and Hölder continuity of uh immediately follows
rhςhvh → 0. Therefore, being rhςh → 0 where v 
= 0, we deduce also wh − u(xh + rh y) =
rhςhη(v − vh) → 0 for a.e. y ∈ B1. Finally, using the equi-integrability of |∇vh |2, resulting
from the weak convergence of ∇vh , and the boundedness of the coefficients ai j , ai , a we
conclude that∫

B1

[
F(xh + rh y, wh, ςh∇vh) − F(xh + rh y, u(xh + rh y), ςh∇vh)

]
dy

≤ ς2
h

∫
B1

|ai j (xh + rh y, wh) − ai j (xh + rh y, u(xh + rh y)|∇ivh ||∇ jvh | dy

+ ςh

∫
B1

|ai (xh + rh y, wh) − ai (xh + rh y, u(xh + rh y)|∇ivh | dy + c(n, L) = ς2
h εh .

Combining the previous inequalities, we get
∫
B1

ηF(xh + rh y, wh, ςh∇vh) dy ≤
∫
B1

ηF(xh + rh y, wh, ςh∇v) dy + ς2
h εh .

Dividing by ς2
h , the linear terms in F tend to 0, thus getting

∫
B1

ηai j (xh + rh y, wh)∇ivh∇ jvh dy ≤
∫
B1

ηai j (xh + rh y, wh)∇iv∇ jv dy + εh .

Since Brh (xh) ⊂ U ⊂⊂ � for all h ∈ N, we may assume that xh → x , as h → ∞.
Passing to the upper limit for h → ∞, in the previous inequality, we deduce

lim sup
h→∞

∫
B1

ηai j (x, u(x))∇ivh∇ jvh dy ≤
∫
B1

ηai j (x, u(x))∇iv∇ jv dy.

The opposite inequality holds true by lower semicontinuity. Thus we conclude

lim
h→∞

∫
B1

ηai j (x, u(x))∇ivh∇ jvh dy =
∫
B1

ηai j (x, u(x))∇iv∇ jv dy.

Since the matrix ai j (x, u(x)) is elliptic and bounded, it induces a normwhich is equivalent to
the euclidean norm. Therefore, being η ∈ C1

c (B1) arbitrarywe deduce the strong convergence
of vh to v in H1

loc(B1).
Step 4: (Reaching a contradiction.)Using the strong convergence of vh to v in H1

loc(B1)we
can pass to the limit in the inequality(42) divided by ς2

h . Observing that the terms containing
G vanish by (41) we conclude that

∫
B1

F(x̄, u(x̄),∇v) dy ≤
∫
B1

F(x̄, u(x̄),∇v + ∇ψ) dy,

for every ψ ∈ H1
0 (B1). Therefore v minimizes a quadratic functional in B1 and we deduce

that there exists τ0 ∈ (
0, 1

2

)
and C̃ , depending on N

ν
such that

−
∫
Bτ

|∇v|2 dy ≤ C̃−
∫
B1

|∇v|2 dy ≤ C̃, ∀τ ≤ τ0.
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Then we conclude

lim
h→∞ −

∫
Bτ

|∇vh |2 dy = −
∫
Bτ

|∇v|2 dy ≤ C̃−
∫
B1

|∇v|2 dy ≤ C̃

Thus we reach a contradiction with (40) if we choose M ≥ C̃ > τδC̃ .
We conclude that there exists τ ∈ (

0, 1
2

)
and M ≥ C̃ such that, for every δ ∈ (0, 1) there

exists h0 ∈ N such that, for any Br (x0) ⊂ �, we have∫
Br (x0)

|∇u|2 ≤ h0r
n−1 or

∫
Bτr (x0)

|∇u|2 dx ≤ Mτ n−δ

∫
Br (x0)

|∇u|2 dx .

Hence, ∫
Bτr (x0)

|∇u|2 dx ≤ Mτ n−δ

∫
Br (x0)

|∇u|2 dx + h0r
n−1,

and, using Lemma 1, we obtain that
∫
Bρ(x0)

|∇u|2 dx ≤ c

{(
ρ

r

)n−1 ∫
Br (x0)

|∇u|2 dx + h0ρ
n−1

}
, ∀ 0 < ρ < r ≤ R,

and so ∫
Bρ(x0)

|∇u|2 dx ≤ cρn−1.

��
As a consequence of the previous theorem, using Poincaré’s inequality and the characteriza-

tion of Campanato spaces (see for example [16, Theorem 2.9]), we can infer that u ∈ C0, 12 .
We deduce the following remark.

Remark 2 Let (E, u) be a �-minimizer of the functional F defined in (1). For every open set
U ⊂⊂ � there exists a constant C = C

(
n, α,�,U , ‖∇u‖L2(�)

)
> 0 such that

sup
x,y∈U

|u(x) − u(y)|
|x − y| 12

≤ C . (43)

In order to prove the main lemma of this section we introduce the following preliminary
result. For reader’s convenience we give here a sketch of the proof, which can be found in
[25]. Actually we state here a weaker version that is suitable for our aim. In the following
we will denote

H = {x ∈ R : xn > 0}.

Lemma 4 Let v ∈ H1(B1) be a solution of

−div(A∇u) = divG, in D′(B1),

where

G+ := 1HG ∈ C0,σ (H ∩ B1), G− := 1HcG ∈ C0,σ (Hc ∩ B1),

for some σ ∈ (0, 1] and A is an elliptic matrix satisfying

ν|z|2 ≤ Ai j (x)zi z j ≤ N |z|2
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and

A+ := 1H A ∈ C0,σ (H ∩ B1), A− := 1Hc A ∈ C0,σ (H
c ∩ B1),

for some constants ν, N > 0. Let us denote

CA = max
{ ∥∥A+∥∥

C0,σ ,
∥∥A−∥∥

C0,σ

}
, CG = max

{ ∥∥G+∥∥
C0,σ ,

∥∥G−∥∥
C0,σ

}
.

Then∇v ∈ L2,n
loc (B1) (see (12)).Moreover, there exist two constantsC = C

(
n, ν, N ,CA,CG

)
and r0 = r0(n, ν, N , ‖G‖L∞ ,CA,CG) such that, for any r < r0 with Br (x0) ⊂ B1,∫

Bρ(x0)
|∇v|2 dx ≤ C

(ρ

r

)n ∫
Br (x0)

|∇v|2 dx + Cρn, ∀ ρ <
r

4
.

Proof Fix x0 ∈ B1 and let r be such that Br (x0) ⊂ B1. Let us denote by a+ and a− the
averages of A in H ∩ Br (x0) and Hc ∩ Br (x0) respectively. In an analogous way we define
g+ and g− the averages of G in H ∩ Br (x0) and Hc ∩ Br (x0). For x ∈ Br (x0) we define

A := a+1H + a−1Hc , G := g+1H + g−1Hc .

Notice that by assumption

|A(x) − A(x)| ≤ CAr
σ and |G(x) − G(x)| ≤ CGr

σ . (44)

Let w be the solution of {
−div(A∇w) = divG in D′(Br (x0)),
w = v on ∂Br (x0).

Step 1: Tangential derivatives of w. Let us denote with τ the general direction tangent
to the hyperplane ∂H . Since A and G are both constant along the tangential directions, the
classical difference quotient method gives that ∇τw ∈ W 1,2

loc (Br (x0)) and

div(A∇(∇τw)) = 0 a.e. in Br (x0).

Hence, Caccioppoli’s inequality holds:
∫
Bσ (x)

|∇(∇τw)|2 dy ≤ c(n, ν, N )

(ρ − σ)2

∫
Bρ(x)

|∇τw − (∇τw)x,ρ |2 dy, (45)

for all balls Bρ(x) ⊂ Br (x0), with 0 < σ < ρ. Moreover, by DeGiorgi’s regularity theorem,
∇τw is Hölder continuous and there exists γ = γ (n, ν, N ) > 0 such that if Bρ(x) ⊂ Br (x0)

∫
Bσ (x)

|∇τw − (∇τw)x,σ |2 dy ≤ c(n, ν, N )

(
σ

ρ

)n+2γ ∫
Bρ(x)

|∇τw − (∇τw)x,s |2 dy,
(46)

for any 0 < σ <
ρ
2 and

max
B ρ

2
(x)

|∇τw|2 ≤ c(n, ν, N )

ρn

∫
Bρ(x)

|∇τw|2 dy. (47)
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Observe that, since a± and g± are constant, we have that w± ∈ W 2,2
loc (B±

r (x0)) respec-
tively, where we denoted B+

r (x0) = Br (x0)∩H and B−
r (x0) = Br (x0)∩Hc,w+ := w1B+

r
,

w− := w1B−
r
. If we choose φ ∈ C1

c (B
+
r ) or φ ∈ C1

c (B
−
r ) in the equation

∫
Br (x0)

(
A∇w + G

)∇φ dy = 0, ∀φ ∈ C1
0 (Br (x0)),

we deduce that ⎧⎪⎨
⎪⎩

−div(a+∇w+) = 0 a.e. in Br (x0) ∩ H ,

−div(a−∇w−) = 0 a.e. in Br (x0) ∩ Hc,

w+ = w− on Br (x0) ∩ ∂H .

We also notice that, by the linearity of the first and the second equations quoted above, we
can deduce that

a±
nn∇2

nnw
± = −

∑
(i, j)
=(n,n)

a±
i j∇2

i jw
± in B±

r (x0),

and then

|∇2
nnw

±| ≤ c(n)
N

ν

∑
(i, j)
=(n,n)

|∇2
i jw

±| in B±
r (x0).

Therefore we can estimate, using (45), the second derivatives of w± up to the flat boundary
∂H , that is to say w± ∈ W 2,2(B±

ρ (x0)) for every 0 < ρ < r . This implies that ∇w± has a
trace on ∂H . Let us write down the equation for w separately on B+

r and B−
r :

∫
B+
r

(
a+∇w+ + g+)∇φ dy +

∫
B−
r

(
a−∇w− + g−)∇φ dy = 0, ∀φ ∈ C1

c (Br (x0)).

We can integrate by part the separately on B+
r and B−

r and use the fact that ∇w+ and ∇w−
have a trace on Br (x0) ∩ ∂H , while the volume terms disappear, to conclude that

∫
Br (x0)∩∂H

(
a+∇w+ + g+) · en φ dy

−
∫
Br (x0)∩∂H

(
a−∇w− + g−) · en φ dy = 0, ∀φ ∈ C1

c (Br (x0)).

Therefore we have obtained the transmission condition

〈a+∇w+, en〉 − 〈a−∇w−, en〉 = 〈g−, en〉 − 〈g+, en〉 on Br (x0) ∩ ∂H , (48)

in the sense of traces. Set

Dcw :=
n∑

i=1

Ain∇iw + 〈G, en〉,

where Ain is the (i, n)-th entry of the matrix A. In the next steps we will use the transmission
condition to deduce that the distributional gradient of Dcw is well defined all over Br (x0).

Step 2: Regularity of Dcw. We start by proving that the distributional gradient of Dcw is
given by ∇Dcw

+ on B+
r and ∇Dcw

− on B−
r . Hence, no contribution appears on ∂H . Let
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φ ∈ C∞
c (Br (x0);Rn), if we employ the integration by part deduce that

∫
Br (x0)

Dcw divφ dy =
∫
B+
r (x0)

∇Dcw · φ dy +
∫
B−
r (x0)

∇Dcw · φ dy

+
∫

∂H∩Br (x0)

( n∑
i=1

a+
i,n∇iw + g+ · en −

n∑
i=1

a−
i,n∇iw + g− · en

)
(φ · en) dy.

Finally, we can observe that the last term vanishes thanks to the transmission condition (48).
Thuswe conclude that the distributional gradient of Dcw coincide with the pointwise one and
so Dcw is a Sobolev function. Let us compute now ∇τ (Dcw) = Dc(∇τw) − 〈G, en〉. This
implies by Step 1 that the tangential derivatives of Dcw belong to L2

loc(Br (x0)). Furthermore
we can estimate directly by definition of Dcw:

|∇n(Dcw)| ≤ c(n, N )|∇∇τw|,

which implies again by Step 1

|∇Dcw| ≤ c(n, N )|∇∇τw|.

We can conclude that Dcw ∈ W 1,2
loc (Br (x0)). Using Poincaré’s inequality and (45), we have

∫
Bρ(x)

|Dcw − (Dcw)x,ρ |2 dy ≤ c(n)ρ2
∫
Bρ(x)

|∇(Dcw)|2 dy

≤ c(n, N )ρ2
∫
Bρ(x)

|∇(∇τw)|2 dy

≤ c(n, ν, N )

∫
B2ρ(x)

|∇τw − (∇τw)x,2ρ |2 dy,

for any B2ρ(x) ⊂ Br (x0). By (46) we infer

∫
Bρ(x)

|Dcw − (Dcw)x,ρ |2 dy

≤ c(n, ν, N )

(
ρ

r

)n+2γ ∫
B r
2
(x)

|∇τw − (∇τw)x, r2
|2 dy

≤ c(n, ν, N )

(
ρ

r

)n+2γ ∫
Br (x0)

|∇τw|2 dy,

for any x ∈ Br
4
(x0) and ρ ≤ r

4 . Hence by Lemma 4.2 in [25] (see also [3, Lemma 7.51]),

Dcw is Hölder continuous and by (47) we get:

max
B r
4
(x0)

|Dcw|2 ≤ c(n, ν, N )

∫
Br (x0)

|∇τw|2 dy +
∣∣∣∣−
∫
B r
4
(x0)

Dcw(y) dy

∣∣∣∣
2

≤ c(n, ν, N )

rn

∫
Br (x0)

|∇w|2 dy + 2 ‖G‖2L∞ .

(49)
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Step 3: Comparison between v and w. Subtracting the equation for w from the equation for
v we get ∫

Br (x0)
Ai j (x)

(∇iv − ∇iw
)∇ jϕ dx

=
∫
Br (x0)

(
Ai j (x) − Ai j (x)

)∇iv∇ jϕ dx +
∫
Br (x0)

(
Gi − Gi

)∇iϕ dx

for any ϕ ∈ W 1,2
0 (Br (x0)). Choosing ϕ = v −w in the previous equation and using assump-

tion (44) we have

ν

∫
Br (x0)

|∇v − ∇w|2 dx ≤ CAr
σ

∫
Br (x0)

|∇v|2 dy + CGr
n+σ .

Finally we can estimate∫
Bρ(x0)

|∇v|2 dy ≤ 2
∫
Bρ(x0)

|∇w|2 dy + 2
∫
Bρ(x0)

|∇v − ∇w|2 dy

≤ 2ωnρ
n sup

B r
4

|∇w|2 + 2
∫
Bρ(x0)

|∇v − ∇w|2 dy,

for any ρ ≤ r
4 , and observing that

sup
B r
4
(x0)

|∇w|2 = sup
B r
4
(x0)

|∇τw|2 + sup
B r
4
(x0)

|∇nw|2

≤ c(n, ν, N ) sup
B r
4
(x0)

|∇τw|2 + c(ν) sup
B r
4
(x0)

|Dcw|2 + c(ν, ‖G‖∞),

by (47), (49), the minimality of w and Young’s inequality we gain∫
Bρ(x0)

|∇v|2 dy

≤ c(n, ν, N )

(
ρ

r

)n ∫
Br (x0)

|∇w|2 dy + c(n, ν, ‖G‖∞ ,CA,CG)

[
rσ

∫
Br (x0)

|∇v|2 dy + rn
]

≤ C(n, ν, N , ‖G‖∞ ,CA,CG)

{[(
ρ

r

)n

+ rσ

] ∫
Br (x0)

|∇v|2 dy + rn
}
,

which leads to our aim if we apply Lemma 1. ��
The next lemma is inspired by [15, Proposition 2.4] and is the main result of this section.
In the sequel we shall consider the worst Hölder exponent introduced in (6) and (7), defined
as

δ := min {α, β}.

Lemma 5 Let (E, u) be a (�, α)-minimizer of the functional F defined in (1). There exists
τ0 ∈ (0, 1) such that the following statement is true: for all τ ∈ (0, τ0) there exists ε0 =
ε0(τ ) > 0 such that if Br (x0) ⊂⊂ �with r

δ
2n < τ and one of the following conditions holds:

(i) |E ∩ Br (x0)| < ε0|Br (x0)|,
(ii) |Br (x0) \ E | < ε0|Br (x0)|,
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(iii) There exists a halfspace H such that |(E�H)∩Br (x0)||Br (x0)| < ε0,

then ∫
Bτr (x0)

|∇u|2 dx ≤ C4

[
τ n
∫
Br (x0)

|∇u|2 dx + rn
]
,

for some positive constant C4 = C4
(
n, ν, N , L, α, β, Lα, Lβ, ‖∇u‖L2(�)

)
.

Proof Let us fix Br (x0) ⊂⊂ � and 0 < τ < 1. Without loss of generality, we may assume
that τ < 1/4 and x0 = 0. We start by proving the assertion in the case (i), the proof in the
case (ii) being similar. Let us define

A0
i j : = ai j (x0, ur/2(x0)), B0

i := ai (x0, ur/2(x0)), f 0 := a(x0, ur/2(x0)),

F0(z) : = 〈A0z, z〉 + 〈B0, z〉 + f 0.

Let us denote by v the solution of the following problem:

min
w∈u+H1

0 (Br/2)
F0(w; Br/2),

where

F0(w; Br/2) :=
∫
Br/2

F0(∇w) dx .

Now we use the following identity

〈A0ξ, ξ 〉 − 〈A0η, η〉 = 〈A0(ξ − η), ξ − η〉 + 2〈A0η, ξ − η〉, ∀ξ, η ∈ R
n,

in order to deduce that

F0(u) − F0(v)

=
∫
Br/2

[〈A0∇u,∇u〉 − 〈A0∇v,∇v〉] dx +
∫
Br/2

〈B0,∇u − ∇v〉 dx

=
∫
Br/2

〈A0(∇u − ∇v),∇u − ∇v〉 dx

+ 2
∫
Br/2

〈A0∇v,∇u − ∇v〉 dx +
∫
Br/2

〈B0,∇u − ∇v〉 dx . (50)

By the Euler–Lagrange equation for v we deduce that the sum of the last two integrals in
the previous identity is zero, being also u = v on ∂Br/2. Therefore, using the ellipticity
assumption of A0 we finally achieve that

ν

∫
Br/2

|∇u − ∇v|2 dx ≤ F0(u) − F0(v). (51)

Now we prove that u is an ω-minimizer of F0. We start by writing

F0(u) = F(E, u) + [F0(u) − F(E, u)]
≤ F(E, v) + [F0(u) − F(E, u)]
= F0(v) + [F0(u) − F(E, u)] + [F(E, v) − F0(v)]. (52)
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Estimate of F0(u) − F(E, u). We use (6), (7), (8), (9) and (43) to infer

F0(u) − F(E, u) =
∫
Br/2

(
ai j (x0, ur/2(x0)) − ai j (x, u(x))

)∇i u∇ j u dx

+
∫
Br/2

(
ai (x0, ur/2(x0)) − ai (x, u(x))

)∇i u dx

+
∫
Br/2

(
a(x0, ur/2(x0)) − a(x, u(x))

)
dx −

∫
Br/2∩E

G(x, u,∇u) dx

≤ c
(
n, Lα, Lβ ‖∇u‖L2(�)

)(
r

δ
2

∫
Br/2

|∇u|2 dx + rn+ δ
2

)

+ C(N , L)

(∫
Br/2∩E

|∇u|2 dx + rn
)

, (53)

where we denoted Lα, Lβ the greatest modulus of Hölder continuity of the data ai j , bi j , ai ,
bi , a, b defined in (6) and (7). Now we use Hölder’s inequality and Lemma 2 to estimate

∫
Br/2∩E

|∇u|2 dx ≤ |E ∩ Br |1−1/s |Br |1/s
(

−
∫
Br/2

|∇u|2s
)1/s

≤ C1/s
1

( |E ∩ Br |
|Br |

)1−1/s ∫
Br

(
1 + |∇u|2) dx . (54)

Merging the last estimate in (53) we deduce

F0(u)−F(E, u)≤
(
c
(
n, Lα, Lβ, ‖∇u‖L2(�)

)+C(N , L)C1/s
1

)(
r

δ
2 + ε

1−1/s
0

) ∫
Br

|∇u|2 dx

+
(
C(N , L)C1/s

1 + C(N , L) + c
(
n, Lα, Lβ, ‖∇u‖L2(�)

))
rn . (55)

Estimate of F(E, v) − F0(v).

F(E, v) − F0(v) =
∫
Br/2

(
ai j (x, v(x)) − ai j (x0, ur/2(x0))

)∇iv∇ jv dx

+
∫
Br/2

(
ai (x, v(x)) − ai (x0, ur/2(x0))

)∇iv dx

+
∫
Br/2

(
a(x, v(x)) − a(x0, ur/2(x0))

)
dx +

∫
Br/2∩E

G(x, v,∇v) dx .

(56)

If we choose now z ∈ ∂Br/2, recalling that u(z) = v(z) we deduce
∣∣ai j (x, v(x)) − ai j (x0, ur/2(x0))

∣∣
= ∣∣ai j (x, v(x)) − ai j (x, v(z)) + ai j (x, u(z)) − ai j (x0, ur/2(x0))

∣∣
≤ (

Lβ |v(x) − v(z)|β + C
(
Lβ, ‖∇u‖L2(�)

)
r

δ
2 + Lαr

δ
)

≤ (
c(β, Lβ)osc(u, ∂Br/2)

β + C(n, ν, N , L, β, Lα, Lβ)rβ + C
(
Lβ, ‖∇u‖L2(�)

)
r

δ
2 + r δ

)
≤ C

(
n, ν, N , L, β, Lα, Lβ, ‖∇u‖L2(�)

)
r

δ
2 ,
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where we used the fact that osc(v, Br/2) ≤ osc(u, ∂Br/2)+C(n, ν, N , L)r (see [16, Lemma
8.4]). Analogously we can estimate the other differences in (56), deducing

F(E, v) − F0(v) ≤ C
(
n, ν, N , L, α, β, Lα, Lβ, ‖∇u‖L2(�)

)
r

δ
2

(∫
Br/2

|∇v|2 dx + rn
)

+ C(N , L)

(∫
Br/2∩E

|∇v|2 dx + rn
)

,

Reasoning in a similar way as in (54), we can apply the higher integrability for v given by
Lemma 3 and infer∫

Br/2∩E
|∇v|2 dx ≤ C(n, ν, N , L)ε

1−1/s
0

(∫
Br

|∇u|2 dx + rn
)

.

Therefore we obtain

F(E, v) − F0(v)

≤ C(n, ν, N , L, α, β, Lα, Lβ, ‖∇u‖L2(�))

[(
r

δ
2 + ε

1−1/s
0

) ∫
Br

|∇u|2 dx + rn
]
. (57)

Finally, collecting (51), (52), (55) and (57), if we choose ε0 such that ε
1− 1

s
0 = τ n , recalling

that r
δ
2n < τ , we conclude that

∫
Br/2

|∇u − ∇v|2 dx ≤ C

[
τ n
∫
Br

|∇u|2 dx + rn
]
, (58)

for some constant C = C
(
n, ν, N , L, α, β, Lα, Lβ ‖∇u‖L2(�)

)
. On the other hand v is the

solution of a uniformly elliptic equation with constant coefficients, so we have
∫
Bτr

|∇v|2 dx ≤ C(n, ν, N )τ n
∫
Br/2

|∇v|2 dx ≤ C(n, ν, N , L)

[
τ n
∫
Br/2

|∇u|2 dx + rn
]
.

(59)

Hence we may estimate, using (58) and (59),
∫
Bτr

|∇u|2 dx ≤ 2
∫
Bτr

|∇v − ∇u|2 dx + 2
∫
Bτr

|∇v|2 dx ≤ C

[
τ n
∫
Br

|∇u|2 dx + rn
]
,

for some constant C = C
(
n, ν, N , L, α, β, Lα, Lβ ‖∇u‖L2(�)

)
.

We are left with the case (iii). Let H be the half-space from our assumption and let us denote
accordingly

A0
i j (x) := ai j (x, u(x)) + 1Hbi j (x, u(x)),

B0
i j (x) := ai (x, u(x)) + 1Hbi (x, u(x)),

f 0(x) := a(x, u(x)) + 1Hb(x, u(x)),

F0(x, z) := 〈A0(x)z, z〉 + 〈B0(x), z〉 + f 0(x).

Let us denote by vH the solution of the following problem

min
w∈u+H1

0 (Br/2)
F0(w; Br/2),
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where

F0(w; Br/2) :=
∫
Br/2

F0(x,∇w) dx .

Let us point out that vH solves the Euler–Lagrange equation

− 2 div(A0∇vH ) = div B0 in D′(Br/2). (60)

Therefore we are in position to apply Lemma 4 to the function vH . Indeed, from the
Hölder continuity of u (see Remark 2) we deduce that the restrictions of A0 and B0

onto H ∩ Br and Br\H respectively are Hölder continuous. We can conclude using
also (43) that there exist two constants C = C

(
n, ν, N , L, α, β, Lα, Lβ ‖∇u‖L2(�)

)
and

τ0 = τ0
(
n, ν, N , L, α, β, Lα, Lβ ‖∇u‖L2(�)

)
such that for τ < τ0

∫
Bτr

|∇vH |2 dx ≤ C

[
τ n
∫
Br/2

|∇vH |2 dx + rn
]
. (61)

In addition, using the ellipticity condition of A0 we can argue as in (50) to deduce using also
the fact that vH satisfies (60),

ν

∫
Br/2

|∇u − ∇vH |2 dx ≤ F0(u) − F0(vH ). (62)

One more time we can prove that u is an ω-minimizer of F0. We start as above by writing

F0(u) = F(E, u) + [F0(u) − F(E, u)]
≤ F(E, vH ) + [F0(u) − F(E, u)]
= F0(vH ) + [F0(u) − F(E, u)] + [F(E, vH ) − F0(vH )].

We can estimate the differences F0(u)−F(E, u) and F(E, vH )−F0(vH ) exactly as before
using this time the higher integrability given in Lemma 3. We conclude that∫

Br/2
|∇u − ∇vH |2 dx ≤ C

[
τ n
∫
Br

|∇u|2 dx + rn
]
,

for some constant C = C
(
n, ν, N , L, α, β, Lα, Lβ ‖∇u‖L2(�)

)
. From the last estimate we

can conclude the proof as before using (61) and (62). ��

4 Energy density estimates

This section is devoted to prove a lower bound estimate for the functional F(E, u; Br (x0)).
Points i) and ii) of Lemma 5 are the main tools to achieve such result. We shall prove that the
energy F decays “fast” if the perimeter of E is “small”. In this section we will use a scaling
argument.

Lemma 6 (Scaling of (�, α)-minimizers) Let Br (x0) ⊂ � and let (E, u) be a (�, α)-
minimizer of F in Br (x0). Then (Er , ur ) is a (�rγ , α)-minimizer of Fr in B1, for γ =
1 + n(α − 1) ∈ (0, 1) where

Er := E − x0
r

, ur (y) := r− 1
2 u(x0 + ry), for y ∈ B1,
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Fr (Er , ur ; B1) := r
∫
B1

[
F(x0 + ry, r

1
2 ur , r

− 1
2 ∇ur )

+ 1Er G(x0 + ry, r
1
2 ur , r

− 1
2 ∇ur )

]
dy + P(Er ; B1).

Proof Since ∇ur (y) = r
1
2 ∇u(x0 + ry), for any y ∈ B1, we rescale:

F(E, u; Br (x0)) = rn
∫
B1

[
F(x0 + ry, u(x0 + ry),∇u(x0 + ry))

+ 1E (x0 + ry)G(x0 + ry, u(x0 + ry),∇u(x0 + ry))
]
dy + rn−1P(Er ; B1)

= rn−1Fr (Er , ur ; B1).

Thus, if F̃ ⊂ R
n is a set of finite perimeter with F̃�Er ⊂⊂ B1 and ṽ ∈ H1(B1) is such that

ṽ − ur ∈ H1
0 (B1), then

Fr (Er , ur ; B1) = F(E, u; Br (x0))
rn−1 ≤ F(F, v; Br (x0)) + �|F�E |α

rn−1

= Fr (F̃, ṽ; B1) + �rγ |F̃�Er |α,

where F := x0 + r F̃ and v(x) = r
1
2 ṽ
( x−x0

r

)
, for x ∈ Br (x0). ��

Lemma 7 Let (E, u) be a (�, α)-minimizer in� of the functionalF defined in (1). For every
τ ∈ (0, 1) there exists ε1 = ε1(τ ) > 0 such that, if Br (x0) ⊂ � and P(E; Br (x0)) < ε1rn−1,
then

F(E, u; Bτr (x0)) ≤ C5
(
τ nF(E, u; Br (x0)) + (τr)nα

)
,

for some positive constant C5 = C5
(
n, ν, N , L, Lα, Lβ, α, β,�, ‖∇u‖L2(�)

)
independent

of τ and r.

Proof Let τ ∈ (0, 1) and Br (x0) ⊂ �.Without loss of generality, wemay assume that τ < 1
2 .

We may also assume that x0 = 0, and r = 1 by scaling Er = E−x0
r , ur (y) = r− 1

2 u(x0 + ry)
for y ∈ B1, and replacing � with �rγ . Thus, we have that (Er , ur ) is a (�rγ , α)-minimizer
of Fr in �−x0

r . For simplicity of notation we can still denote Er by E , ur by u and then,
recalling that F = rn−1Fr and γ = nα − (n − 1), we have to prove that there exists
ε1 = ε1(τ ) such that, if P(E; B1) < ε1, then

Fr (E, u; Bτ ) ≤ C5
(
τ nFr (E, u; B1) + τ nαrγ

)
.

Note that, since P(E; B1) < ε1, by the relative isoperimetric inequality, either |B1 ∩ E | or
|B1 \ E | is small and thus Lemma 5 can be applied. Assuming that |B1 \ E | ≤ |B1 ∩ E | and
using the relative isoperimetric inequality we can deduce that

|B1 \ E | ≤ c(n)P(E; B1)
n

n−1 .

If we choose as a representative of E the set of points of density one, we get, by Fubini’s
theorem that

|B1 \ E | ≥
∫ 2τ

τ

Hn−1(∂Bρ \ E) dρ.
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Combining these inequalities, we can choose ρ ∈ (τ, 2τ) such that

Hn−1(∂Bρ \ E) ≤ c(n)

τ
P(E; B1)

n
n−1 ≤ c(n)ε

1
n−1
1

τ
P(E; B1). (63)

Now we set F = E ∪ Bρ and observe that

P(F; B1) ≤ P(E; B1 \ Bρ) + Hn−1(∂Bρ \ E).

If we choose (F, u) to test the (�rγ , α)-minimality of (E, u) we get

Fr (E, u) ≤ Fr (F, u) + �rγ |F \ E |α
≤ P(E; B1 \ Bρ) + Hn−1(∂Bρ \ E) + �rγ |Bρ |α

+ r
∫
B1

(
F(x0+ry, r

1
2 u(y), r− 1

2 ∇u(y))+1FG(x0+ry, r
1
2 u(y), r− 1

2 ∇u(y))
)
dy.

Then getting rid of the common terms we obtain

P(E; Bρ) ≤ Hn−1(∂Bρ \ E) + r
∫
Bρ

G(x0 + ry, r
1
2 u(y), r− 1

2 ∇u(y)) dy + �rγ |Bρ |α.

Now if we choose ε1 such that c(n)ε
1

n−1
1 ≤ τ n+1 we have from (63)

P(E; Bρ) ≤ τ n P(E; B1) + r
∫
Bρ

G(x0 + ry, r
1
2 u(y), r− 1

2 ∇u(y)) dy + �rγ |Bρ |α.

Then, we choose ε1 satisfying c(n)ε
n

n−1
1 ≤ ε0(2τ)|B1| to obtain, using Lemma 5 and growth

conditions (8), (9),

r
∫
Bρ

G(x0 + ry, r
1
2 u(y), r− 1

2 ∇u(y)) dy

≤ C(N , L)

∫
Bρ

(|∇u|2 + r) dy

≤ C
(
n, ν, N , L, Lα, Lβ, α, β, ‖∇u‖L2(�)

)
τ n
∫
B1

(|∇u|2 + r) dy.

Finally, we recall that ρ ∈ (τ, 2τ) to conclude, using the previous estimates,

P(E; Bτ ) ≤ C
(
n, ν, N , L, Lα, Lβ, α, β, ‖∇u‖L2(�)

)
τ n
[ ∫

B1
(|∇u|2 + r) dy + P(E; B1)

]

+ �rγ |B2τ |α
≤ C

(
n, ν, N , L, Lα, Lβ, α, β, ‖∇u‖L2(�)

)[
τ nFr (E, u; B1) + τ nαrγ

]
.

From this estimate the result easily follows applying again Lemma 5. ��

In the sequel we will assume that the representative of the set E is choosen in such a way
that the topological boundary ∂E concides with the closure of the reduced boundary, that is
∂E = ∂∗E , (see also [24] Proposition 12.19).
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Theorem 4 (Density lower bound) Let (E, u) be a (�, α)-minimizer of F in � and
U ⊂⊂ � be an open set. Then there exists a constant C6 = C6

(
n, ν, N , L, α, β, Lα, Lβ,�,

‖∇u‖L2(�) ,U
)
, such that, for every x0 ∈ ∂E and Br (x0) ⊂ U, it holds

P(E; Br (x0)) ≥ C6r
n−1.

Moreover, Hn−1((∂E\∂∗E) ∩ �) = 0.

Proof We start by assuming that x0 ∈ ∂∗E . Without loss of generality we may also assume
that x0 = 0. Let

τ ∈ (
0, 2− 1

γ
)
such that 2C5τ

n(1−α) < 1,

σ ∈ (
0, 1

)
such that 2C5C3σ

γ < ε1(τ ), 2ωn
L2

ν
σ < ε1(τ ), σ γ < τ n(1−α),

0 < r0 < min
{
1,C

1
γ

3 , ε1(τ )
1
γ
}
,

where C5 and ε1 come from Lemma 7, C3 comes from Theorem 3. We point out that
τ, σ, r0, ε1(σ ) depend on n, ν, N , L, α, β, Lα, Lβ,�, ‖∇u‖L2(�) through the constants C3

and C5 only. Let us suppose by contradiction that there exists Br ⊂ U , with r < r0, such
that P(E; Br ) < ε1(σ )rn−1. We shall prove that

F(E, u; Bστ hr ) ≤ ε1(τ )τ γ h(στ hr)n−1, (64)

for any h ∈ N0, reaching a contradiction afterward.

For h = 0, using Lemma 7 with ε1 = ε1(σ ), Theorem 3, r < r0 < C
1
γ

3 and 2C5C3σ
γ <

ε1(τ ), we get:

F(E, u; Bσr ) ≤ C5
(
σ nF(E, u; Br ) + (σr)nα

)
≤ C5C3σ

nrn−1 + C5σ
nαrn−1rγ

≤ 2C5C3σ
nαrn−1 ≤ ε1(τ )(σr)n−1.

In order to prove the induction step we have to ensure to be in position to apply Lemma
7, that is by proving smallness of the perimeter. In such regard, let us observe that, by the
definition of F(E, u; Bρ) and the growth condition given in (13),

P(E; Bρ) ≤ F(E, u; Bρ) + 2ωn
L2

ν
ρn,

for any Bρ ⊂ �.

Assuming that the induction hypothesis (64) holds true for some h ∈ N and, being 2ωn
L2

ν
σ <

ε1(τ ), τ < 2− 1
γ and r < 1, we infer

P(E; Bστ hr ) ≤ F(E, u; Bστ hr ) + 2ωn
L2

ν
(στ hr)n

≤ (στ hr)n−1
(

ε1(τ )τ γ h + 2ωn
L2

ν
στ hr

)
≤ (στ hr)n−1ε1(τ )(τ γ h + τ h)

≤ (στ hr)n−1ε1(τ )2τγ ≤ (στ hr)n−1ε1(τ ).
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We are now in position to apply Lemma 7 with ε1 = ε1(τ ). Using also the induction hypoth-

esis and, since σγ < τ n(1−α), r < r0 ≤ ε1(τ )
1
γ and 2C5τ

n(1−α) < 1, we estimate:

F(E, u; Bστ h+1r ) ≤ C5
[
τ nF(E, u; Bστ hr ) + τ nα(στ hr)nα

]
≤ C5

[
τ nε1(τ )τ γ h(στ hr)n−1 + τ nα(στ hr)nα

]
= τγ h(στ hr)n−1C5

[
τ nε1(τ ) + τ nα(σr)γ

]
≤ τγ h(στ hr)n−1τ n

[
C5ε1(τ ) + C5r

γ
]

≤ τγ h(στ hr)n−1τ n2C5ε1(τ ) ≤ τγ h(στ hr)n−1τ nε1(τ )τ n(α−1)

= τγ (h+1)(σ τ h+1r)n−1ε1(τ ).

We conclude that (64) holds for any h ∈ N0. Thus, we gain

P(E; Bστ hr ) ≤ ε1(τ )τ γ h(στ hr)n−1 + 2ωn
L2

ν
(στ hr)n

≤ (στ hr)n−1τγ h
(

ε1(τ ) + 2ωn
L2

ν
στ h(1−γ )

)

≤ (στ hr)n−1τγ hε1(τ )
(
1 + τ h(1−γ )

)
≤ 2(στ hr)n−1τγ hε1(τ ).

We finally get

lim
ρ→0+

P(E; Bρ)

ρn−1 = lim
h→+∞

P(E; Bστ hr )

(στ hr)n−1 ≤ lim
h→+∞ 2ε1(τ )τ γ h = 0,

which implies that x0 /∈ ∂∗E , that is a contradiction.We recall thatwe chose the representative
of ∂E such that ∂E = ∂∗E . Thus, if x0 ∈ ∂E , there exists (xh)h∈N ⊂ ∂∗E such that xh → x0
as h → +∞,

P(E; Br (xh)) ≥ c
(
n, ν, N , L, α, β, Lα, Lβ,�, ‖∇u‖L2(�)

)
rn−1

and Br (xh) ⊂ U , for h large enough. Passing to the limit as h → +∞, we get the thesis. ��

5 Compactness for sequences of minimizers

In this section we basically follow the path given in [24, Part III]. We start by proving a
standard compactness result.

Lemma 8 (Compactness) Let (Eh, uh) be a sequence of (�h, α)-minimizers of F in � such
that suph F(Eh, uh;�) < ∞ and�h → � ∈ R

+. There exist a (not relabelled) subsequence
and a (�, α)-minimizer of F in �, (E, u), such that for every open set U ⊂⊂ �, it holds

Eh → E in L1(U ), uh → u in H1(U ), P(Eh;U ) → P(E;U ).

In addition,

if xh ∈ ∂Eh ∩U and xh → x ∈ U , then x ∈ ∂E ∩U , (65)

if x ∈ ∂E ∩U , there exists xh ∈ ∂Eh ∩U such that xh → x . (66)

123



156 Page 32 of 49 L. Esposito, L. Lamberti

Finally, if we assume also that ∇uh⇀0 weakly in L2
loc(�,Rn) and �h → 0, as h → ∞,

then E is a local minimizer of the perimeter, that is

P(E; Br (x0)) ≤ P(F; Br (x0)),
for every set F such that F�E ⊂⊂ Br (x0) ⊂ �.

Proof We start by observing that, by the boundedness condition on F(Eh, uh;�), we may
assume that uh weakly converges to u in H1(U ) and strongly in L2(U ), and 1Eh converges
to 1E in L1(U ), as h → ∞. By lower semicontinuity we are going to prove the (�, α)-
minimality of (E, u). Let us fix Br (x0) ⊂⊂ � and assume for simplicity of notation that
x0 = 0. Let (F, v) be a test pair such that F�E ⊂⊂ Br and supp(u − v) ⊂⊂ Br . We can
handle the perimeter term as in [24], that is, eventually passing to a subsequence and using
Fubini’s theorem, we may choose 0 < r0 < ρ < r such that, once again, F�E ⊂⊂ Bρ ,
F\Br0 = E\Br0 , supp(u − v) ⊂⊂ Bρ , and in addition,

Hn−1(∂∗E ∩ ∂Bρ) = Hn−1(∂∗Eh ∩ ∂Bρ) = 0,

and

lim
h→0

Hn−1(∂Bρ ∩ (E (1)�E (1)
h )) = 0. (67)

Now we choose a cut-off function ψ ∈ C1
0(Br ) such that ψ ≡ 1 in Bρ and define

vh = ψv + (1 − ψ)uh , Fh := (F ∩ Bρ) ∪ (Eh\Bρ) to test the minimality of (Eh, uh).
Thanks to the (�h, α)-minimality of (Eh, uh) and [24, Theorem 16.16], we have

∫
Br

(
F(x, uh,∇uh) + 1EhG(x, uh,∇uh)

)
dx + P(Eh; Br ) ≤

≤
∫
Br

(
F(x, vh,∇vh) + 1FhG(x, vh,∇vh)

)
dx + P(Fh; Br ) + �h |Fh�Eh |α

≤
∫
Br

(
F(x, vh,∇vh) + 1FhG(x, vh,∇vh)

)
dx + P(F; Bρ) + �h |Fh�Eh |α

+ P(Eh; Br \ Bρ) + εh, (68)

The mismatch term εh = Hn−1(∂Bρ ∩ (F (1)�E (1)
h )) = Hn−1(∂Bρ ∩ (E (1)�E (1)

h )) appears
because F is not in general a compact variation of Eh . Nevertheless we have that εh → 0
because of the assumption (67) (see also [24, Theorem 21.14]).

Now we use the convexity of F and G with respect to the z variable to deduce
∫
Br

(
F(x, vh,∇vh) + 1FhG(x, vh,∇vh)

)
dx

≤
∫
Br

(
F(x, vh, ψ∇v + (1 − ψ)∇uh) + 1FhG(x, vh, ψ∇v + (1 − ψ)∇uh)

)
dx

+
∫
Br

〈∇z F(x, vh,∇vh),∇ψ(v−uh)〉 dx+
∫
Br

1Fh 〈∇zG(x, vh,∇vh),∇ψ(v−uh)〉 dx,

where the last two terms in the previous estimate tend to zero as h → ∞. Indeed, the term
∇ψ(v − uh) strongly converges to zero in L2, being u = v in Br\Bρ and the first part in
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the scalar product weakly converges in L2. Then using again the convexity of F and G with
respect to the z variable we obtain, for some infinitesimal σh ,

∫
Br

(
F(x, vh,∇vh) + 1FhG(x, vh,∇vh)

)
dx

≤
∫
Br

ψ
(
F(x, vh,∇v) + 1FhG(x, vh,∇v)

)
dx

+
∫
Br

(1 − ψ)
(
F(x, vh,∇uh) + 1FhG(x, vh,∇uh)

)
dx + σh . (69)

Finally, we combine (68) and (69) and pass to the limit as h → +∞, using the lower
semicontinuity on the left-hand side. For the right-hand side we observe that 1Eh → 1E and
1Fh → 1F in L1(Br ) and we use also the equi-integrability of {∇uh}h to conclude,

∫
Br

ψ
(
F(x, u,∇u) + 1EG(x, u,∇u)

)
dx + P(E; Bρ)

≤
∫
Br

ψ
(
F(x, v,∇v) + 1FG(x, v,∇v)

)
dx + P(F; Bρ) + �|F�E |α.

Letting ψ ↓ 1Bρ we finally get

∫
Bρ

(
F(x, u,∇u) + 1EG(x, u,∇u)

)
dx + P(E; Bρ)

≤
∫
Bρ

(
F(x, v,∇v) + 1FG(x, v,∇v)

)
dx + P(F; Bρ) + �|F�E |α,

and this proves the (�, α)-minimality of (E, u).
To prove the strong convergence of ∇uh to ∇u in L2(Br ) we start by observing that by

(68) and (69) applied using (Eh, u) to test the (�, α)-minimality of (Eh, uh) we get
∫
Br

ψ
(
F(x, uh,∇uh) + 1EhG(x, uh,∇uh)

)
dx

≤
∫
Br

ψ
(
F(x, u,∇u) + 1EhG(x, u,∇u)

)
dx + σh .

Then from the equi-integrability of {∇uh}h in L2(U ) and recalling that 1Eh → 1E in L1(U ),
we obtain

lim sup
h→∞

∫
Br

ψ
(
F(x, uh,∇uh) + 1EhG(x, uh,∇uh)

)
dx

≤
∫
Br

ψ
(
F(x, u,∇u) + 1EG(x, u,∇u)

)
dx .

The opposite inequality can be obtained by semicontinuity. Thus we get

lim
h→∞

∫
Br

ψ
(
F(x, uh,∇uh) + 1EhG(x, uh,∇uh)

)
dx

=
∫
Br

ψ
(
F(x, u,∇u) + 1EG(x, u,∇u)

)
dx .
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From the ellipticity condition in (8) we infer, for some σh → 0,

ν

∫
Br

ψ |∇uh − ∇u|2 dx ≤
∫
Br

ψ
(
F(x, uh,∇uh) − F(x, u,∇u)

)
dx

+
∫
Br

ψ1E
(
G(x, uh,∇uh) − G(x, u,∇u)

)
dx + σh .

Passing to the limit we obtain

lim
h→∞

∫
Br

ψ |∇uh − ∇u|2 dx = 0.

Finally testing the minimality of (Eh, uh) with respect to the pair (E, u) we also get

lim
h→∞ P(Eh; Bρ) = P(E; Bρ).

With a usual argument we can deduce uh → u in W 1,2(U ) and P(Eh;U ) → P(E;U ),
for every open set U ⊂⊂ �. The topological information stated in (65) and (66) follows
as in [24, Theorem 21.14], indeed they are a consequence of the lower and upper density
estimates given above. ��

6 Height bound and Lipschitz approximation

In the following for R > 0 and ν ∈ Sn−1 we will denote

CR(x0, ν) := x0 + {y ∈ R
n : |〈y, ν〉| < R, |y − 〈y, ν〉ν| < R},

the cylinder centered in x0 with radius R oriented in the direction ν.
The cylinder of radius R oriented in the direction en with height 2 will be denoted as

KR(x0) := {y = (y′, yn) ∈ R
n : |y′ − x ′

0| < R, |yn − (x0)n | < 1},
In addition we introduce some usual quantities involved in regularity theory

Definition 6 Let E be a set of locally finite perimeter, x ∈ ∂E , r > 0 and ν ∈ Sn−1. We
define:

• the cylindrical excess of E at the point x , at the scale r and with respect to the direction
ν, as

eC (x, r , ν) := 1
rn−1

∫
C(x,r ,ν)∩∂∗E

|νE−ν|2
2 dHn−1

= 1
rn−1

∫
C(x,r ,ν)∩∂∗E [1 − 〈νE , ν〉] dHn−1.

• the spherical excess of E at the point x , at the scale r and with respect to the direction
ν, as

e(x, r , ν) := 1

rn−1

∫
∂E∩Br (x)

|νE − ν|2
2

dHn−1.

• the spherical excess of E at the point x and at the scale r , as

e(x, r) := min
ν∈Sn−1

e(x, r , ν).
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In the following, for simplicity of notation we will denote

CR = CR(0, en) = {y = (y′, yn) ∈ R
n : |y′| < R, |yn | < R}.

The followingheight bound lemma is a standard step in the proof of regularity because it is one
of the main ingredients to prove the Lipschitz approximation theorem. The results contained
in this section are a consequence of the compactness lemma, the density lower bound and the
lower semicontinuity of the excess. In the statement of these results we assume that (E, u) is
a (�, α)-minimizer of F . However the minimality is not used except to ensure compactness
and the density lower bound.

Lemma 9 (Height bound) Let (E, u) be a (�, α)-minimizer of F in Br (x0). There exist
two positive constants ε2 and C7, depending on n, ν, N , L, α, β, Lα, Lβ,�, ‖∇u‖L2(Br (x0)),
such that if x0 ∈ ∂E and

e(x0, r , ν) < ε2,

for some ν ∈ Sn−1, then

sup
y∈∂E∩Br/2(x0)

|〈ν, y − x0〉|
r

≤ C7e(x0, r , ν)
1

2(n−1) .

Proof The proof of this lemma is identical to the one in [24, Theorem 22.8]. Indeed, it follows
from the density lower bound (see Theorem 4), the relative isoperimetric inequality and the
compactness result proved in the previous section. ��

Proceeding as in [24], we give the following Lipschitz approximation lemma, which is a
consequence of the height bound lemma. Its proof follows exactly as in [24, Theorem 23.7].
It is a foundamental step in the long journey to the regularity because it provides a connec-
tion between the regularity theories for parametric and non-parametric variational problems.
Indeed we are able to prove for (�, α)-minimizers that the smallness of the excess guaranties
that ∂E can be locally almost entirely covered by the graph of a Lipschitz function.

Theorem 5 (Lipschitz approximation) Let (E, u) be a (�, α)-minimizer of F in Br (x0).
There exist two positive constants ε3 and C8, depending on ‖∇u‖L2(Br (x0)), such that if
x0 ∈ ∂E and

e(x0, r , en) < ε3,

then there exists a Lipschitz function f : Rn−1 → R such that

sup
x ′∈Rn−1

| f (x ′)|
r

≤ C8e(x0, r , en)
1

2(n−1) ,
∥∥∇′ f

∥∥
L∞ ≤ 1,

and

1

rn−1H
n−1((∂E�
 f ) ∩ Br/2(x0)) ≤ C8e(x0, r , en),

where 
 f is the graph of f . Moreover,

1

rn−1

∫
Dr/2(x ′

0)

|∇′ f |2 dx ′ ≤ C8e(x0, r , en).
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7 Reverse Poincaré inequality

In this section we shall prove a reverse Poincaré inequality. This is the counterpart for (�, α)-
minimizers of thewell-knownCaccioppoli inequality forweak solutions of elliptic equations.
The proof of the results of this section can be obtained as in the case of �-minimizers of the
perimeter (see [24, Section 24]). For the sake of completeness we give here the main steps
of the proof underlining the minor changes. We will need first a weak form.

Lemma 10 (Weak reverse Poincaré inequality) If (E, u) is a (�, α)-minimizer of F in C4

such that

|xn | <
1

8
, ∀x ∈ C2 ∩ ∂E,

∣∣∣∣
{
x ∈ C2 \ E : xn < −1

8

}∣∣∣∣ =
∣∣∣∣
{
x ∈ C2 ∩ E : xn >

1

8

}∣∣∣∣ = 0,

and if z ∈ R
n−1 and s > 0 are such that

Ks(z) ⊂ C2, Hn−1(∂E ∩ ∂Ks(z)) = 0, (70)

then, for every |c| < 1
4 ,

P(E;K s
2
(z)) − Hn−1(D s

2
(z)) ≤ C(n, N , L)

{[ (
P(E;Ks(z)) − Hn−1(Ds(z))

)

×
∫
Ks (z)∩∂∗E

(xn − c)2

s2
dHn−1

] 1
2 + �s(n−1)α +

∫
Ks (z)

|∇u|2 dx
}
.

Proof We may assume z = 0.
Step 1: The set function

ζ(G) = P(E;C2 ∩ p−1(G)) − Hn−1(G), for G ⊂ D2,

defines a Radon measure on Rn−1, supported in D2.
Step 2: Since E is a set of locally finite perimeter, by [24, Theorem 13.8] there exist a
sequence (Eh)h∈N of open subsets of Rn with smooth boundary and a vanishing sequence
(εh)h∈N ⊂ R

+ such that

Eh
loc→ E, Hn−1�∂Eh → Hn−1�∂E, ∂Eh ⊂ Iεh (∂E),

as h → +∞, where Iεh (∂E) is a tubular neighborhood of ∂E with half-lenght εh . By Coarea
formula we get

Hn−1(∂Krs ∩ (E (1)�Eh)) → 0, for a.e. r ∈
(
2

3
,
3

4

)
.

Moreover, provided h is large enough, by ∂Eh ⊂ Iεh (∂E), we get:

|xn | <
1

4
, ∀x ∈ C2 ∩ ∂Eh,{

x ∈ C2 : xn < −1

4

}
⊂ C2 ∩ Eh ⊂

{
x ∈ C2 : xn <

1

4

}
.

Therefore, given λ ∈ (
0, 1

4

)
and |c| < 1

4 , we are in position to apply [24, Lemma 24.8] to
every Eh to deduce that there exists Ih ⊂ ( 2

3 ,
3
4

)
, with |Ih | ≥ 1

24 , and, for any r ∈ Ih , there
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exists an open subset Fh of Rn of locally finite perimeter such that

Fh ∩ ∂Krs = Eh ∩ ∂Krs,

K s
2

∩ ∂Fh = D s
2

× {c}, (71)

P(Fh;Krs) − Hn−1(Drs)

≤ c(n)

{
λ
(
P(Eh;Ks) − Hn−1(Ds)

)+ 1

λ

∫
Ks∩∂Eh

|xn − c|2
s2

dHn−1
}
. (72)

Clearly
⋂
h∈N

⋃
k≥h

|Ik | ≥ 1

24
> 0 and thus there exist a divergent subsequence {hk}k∈N and

r ∈ ( 2
3 ,

3
4

)
such that

r ∈
⋂
k∈N

Ihk and lim
k→+∞Hn−1(∂Krs ∩ (E (1)�Ehk )) = 0.

We will write Fk in place of Fhk . Now we test the (�, α)-minimality of (E, u) in C4 with
(Gk, u), where Gk = (Fk ∩ Krs) ∪ (E\Krs), as E�Gk ⊂⊂ Ks ⊂⊂ B4. By [24, (16.33)]
we infer:

P(E;Krs) ≤ P(Gk;Krs) + �|(E�Fk) ∩ Krs |α +
∫
Krs

G(x, u,∇u)[1Gk − 1E ] dx

≤ P(Fk;Krs) + σk + �|(E�Fk) ∩ Krs |α + c(n, N , L)

∫
Krs

(|∇u|2 + 1) dx,

with σk = Hn−1(∂Krs ∩ (E (1)�Fk)) = Hn−1(∂Krs ∩ (E (1)�Ehk )) → 0, thanks to (71), as
k → +∞. Thus, since ζ is nondecreasing and r ≥ 2

3 , by (72) we deduce that

P(E;K s
2
) − Hn−1(D s

2
) = ζ(D s

2
) ≤ ζ(Drs) = P(E;Krs) − Hn−1(Drs)

≤ P(Fk;Krs) − Hn−1(Drs) + σk + �|(E�Fk) ∩ Krs |α + c(n, N , L)

∫
Krs

(|∇u|2 + 1) dx

≤ c(n)

{
λ
(
P(Ehk ;Ks) − Hn−1(Ds)

)+ 1

λ

∫
Ks∩∂Ehk

|xn − c|2
s2

dHn−1
}

+ c(n, N , L)

(
�s(n−1)α +

∫
Ks

|∇u|2 dx
)

.

Letting k → +∞, (70) implies that P(Eh(k);Ks) → P(E;Ks) and therefore

P(E;K s
2
) − Hn−1(D s

2
)

≤ c(n)

{
λ
(
P(E;Ks) − Hn−1(Ds)

)+ 1

λ

∫
Ks∩∂E

|xn − c|2
s2

dHn−1
}

+ c(n, N , L)

(
�s(n−1)α +

∫
Ks

|∇u|2 dx
)

, (73)

for any λ ∈ (
0, 1

4

)
. If λ > 1

4 ,

P(E;K s
2
) − Hn−1(D s

2
) = ζ(D s

2
) ≤ ζ(Drs)

≤ 4λP(E;Krs) − Hn−1(Drs) ≤ c(n)λ
(
P(E;Ks) − Hn−1(Ds)

)
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and thus (73) holds true for λ > 0, provided we choose c(n) ≥ 4. Minimizing over λ, we get
the thesis. ��
Theorem 6 (Reverse Poincaré Inequality) There exists a positive constant C9 = C9(n, N ,

L, α) such that if (E, u) be a (�, α)-minimizer of F in C4r (x0, ν) with x0 ∈ ∂E and

eC (x0, 4r , ν) < ω

(
n,

1

8

)
,

then

eC (x0, r , ν) ≤ C9

(
1

rn+1

∫
∂E∩C2r (x0,ν)

| 〈ν, x − x0〉 − c|2dHn−1 + �rγ

+ 1

rn−1

∫
C2r (x0,ν)

|∇u|2 dx
)

,

for every c ∈ R.

Proof Up to a rotation taking ν into en and replacing (E, u) with
(
E−x0
r , r− 1

2 u(x0 + ry)
)

(see Lemma 6), we may assume that (E, u) is a (�rγ , α)-minimizer of Fr in C4, 0 ∈ ∂E
and, by [24, Proposition 22.1],

eC (0, 4, en) ≤ ω

(
n,

1

8

)
.

Using Lemma 8 and Theorem 4 it is easy to verify that [24, Lemma 22.10 and Lemma 22.11]
hold also for (�rγ , α)-minimizers of Fr in C4. Thus we infer that

|xn | <
1

4
, ∀x ∈ C2 ∩ ∂E,

∣∣∣∣
{
x ∈ C2 \ E : xn < −1

8

}∣∣∣∣ =
∣∣∣∣
{
x ∈ C2 ∩ E : xn >

1

8

}∣∣∣∣ = 0.

Hn−1(G) =
∫
C2∩∂∗E∩p−1(G)

〈νE , en〉 dHn−1, ∀G ⊂ D2.

Since

en(1) =
∫
C1∩∂∗E

(1 − 〈νE , en〉) dHn−1 = P(E;C1) −
∫
C1∩∂∗E

〈νE , en〉 dHn−1

= P(E;C1) − Hn−1(D1),

then our aim is to show

P(E;C1) − Hn−1(D1) ≤ C9

(∫
C2∩∂E

|xn − c|2 dHn−1 + �rγ +
∫
C2

|∇u|2 dx
)

, (74)

for any c ∈ R. Actually, it suffices to prove it only for |c| < 1
4 ; indeed, for |c| ≥ 1

4 , we have:∫
C2∩∂E

|xn − c|2 dHn−1 ≥
∫
C2∩∂E

(|c| − |xn |)2 dHn−1 ≥ 1

64
P(E;C2) ≥ 1

64
P(E;C1).

The set function ζ(G) = P(E;C2 ∩ p−1(G)) − Hn−1(G), for G ⊂ D2, defines a Radon
measure on R

n−1, concentrated on D2. We apply Lemma 10 to E in every cylinder Ks(z)
with z ∈ R

n−1 and s > 0 such that

D2s(z) ⊂ D2, Hn−1(∂E ∩ ∂K2s(z)) = 0, (75)
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to get that

ζ(Ds(z)) ≤ C(n, N , L, α)

{
(ζ(D2s(z))h)

1
2 + �rγ s(n−1)α +

∫
K2s (z)

|∇u|2 dx
}

,

where

h := inf
|c|< 1

4

∫
C2∩∂E

|xn − c|2 dHn−1.

Multiplying by s2 and using an approximation argument to remove the second assumption
in (75), we obtain:

s2ζ(Ds(z)) ≤ c(n, N , L, α)

(√
s2ζ(D2s(z))h + �rγ +

∫
K2s (z)

|∇u|2 dx
)

, (76)

for D2s(z) ⊂ D2, where we used that s < 1. In order to prove the thesis, we use a covering
argument by setting

Q = sup
D2s (z)⊂D2

s2ζ(Ds(z)) < +∞.

We cover Ds(z) by finitely many balls {D (
zk,

s
4

)}k∈{1,...,Ñ } with centers zk ∈ Ds(z). Of

course, this can be done with Ñ ≤ Ñ (n), for some Ñ (n) ∈ N. Hence, by the sub-additivity
of ζ and (76) for s

4 , since Ds(zk) ⊂ D2, we have:

s2ζ(Ds(z)) ≤ s2
Ñ∑

k=1

ζ
(
D s

4
(zk)

)
= 16

Ñ∑
k=1

( s
4

)2
ζ
(
D s

4
(zk)

)

≤ c(n, N , L, α)

Ñ∑
k=1

(√( s
2

)2
ζ
(
D s

2
(zk)

)
h + �rγ +

∫
K2s (z)

|∇u|2 dx
)

≤ c(n, N , L, α)

(√
Qh + �rγ +

∫
K2s (z)

|∇u|2 dx
)

.

Passing to the supremum for D2s(z) ⊂ D2 we infer that

Q ≤ c(n, N , L, α)

(√
Qh + �rγ +

∫
K2

|∇u|2 dx
)

.

If
√
Qh ≤ �rγ + ∫

K2
|∇u|2 dx , then Q ≤ c(n, N , L, α)

(
�rγ + ∫

K2
|∇u|2 dx

)
.

If
√
Qh > �rγ +∫K2

|∇u|2 dx , then Q ≤ c(n, N , L, α)
√
Qh and thus Q ≤ c(n, N , L, α)h.

In both cases we obtain:

Q ≤ c(n, N , L, α)

(
h + �rγ +

∫
K2

|∇u|2 dx
)

,

which leads to (74), since K2 ⊂ C2. ��

8 First variation of the energy

In this section we deduce a kind of Taylor’s expansion formula, with respect to a parameter
t ∈ R, for the energy quantity involved in the definition of (�, α)-minimizer, under a “small”
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domain perturbation of the type

�t (x) = x + t X(x).

We remark that it is not possible to write an Euler–Lagrange-type equation for the energy
because the densities F and G are not Lipschitz continuous in x and u.

We start with the energy of the rescaled functional Fr . For the sake of simplicity we
will denote with A1(x, s) the matrix whose entries are ahk(x, s), A2(x, s) the vector of
components ah(x, s), A3(x, s) = a(x, s) and similarly for Bi , i = 1, 2, 3. Then we define

Fr (w; D) :=
∫
B1

[
Fr (x, w,∇w) + 1DGr (x, w,∇w)

]
dx

=
∫
B1

[〈(A1r + 1DB1r )∇w,∇w〉 + √
r〈A2r + 1DB2r ,∇w〉 + r(A3r + 1DB3r )

]
dx,

where r > 0, x0 ∈ �, Air (y, w) := Ai (x0 + ry,
√
rw), Bir (y, w) := Bi (x0 + ry,

√
rw),

for i = 1, 2, 3.

Theorem 7 (First variation of the bulk term) Let u ∈ H1(B1) and let us fix X ∈ C1
0 (B1;Rn).

We define �t (x) := x + t X(x), for any t > 0. Accordingly we define

Et := �t (E), ut := u ◦ �−1
t .

There exists a constant C = C(N , L, Lα, ‖X‖∞ , ‖∇X‖∞) > 0 such that∫
B1

[
Fr (y, ut ,∇ut ) + 1Et (y)Gr (y, ut ,∇ut )

]
dy

−
∫
B1

[
Fr (x, u,∇u) + 1E (x)Gr (x, u,∇u)

]
dx

≤ C(tα + o(t))
∫
B1

(|∇u|2 + r
)
dx,

where Lα is defined in (7).

Proof Taking into account that

∇�−1
t (�t (x)) = I − t∇X(x) + o(t), J�t (x) = 1 + tdivX(x) + o(t).

we obtain:∫
B1

[
Fr (y, ut ,∇ut ) + 1Et (y)Gr (y, ut ,∇ut )

]
dy

=
∫
B1

[
Fr (�t (x), u,∇u) + 1E (x)Gr (�t (x), u,∇u)

]
(1 + tdivX + o(t)) dx

− (t + o(t))
∫
B1

[
t
〈
C1∇u∇X ,∇u∇X

〉+ 2
〈
C1∇u∇X ,∇u

〉+ √
r
〈
C2,∇u∇X

〉]
dx,

where we set

Ci := Ãir + 1E B̃ir = Air (�t (x), u) + 1E (x)Bir (�t (x), u),

for i = 1, 2, 3. From the previous identity, by subtracting the term∫
B1

[
Fr (x, u,∇u) + 1E (x)Gr (x, u,∇u)

]
dx,
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we gain: ∫
B1

[
Fr (y, ut ,∇ut ) + 1Et (y)Gr (y, ut ,∇ut )

]
dy

−
∫
B1

[
Fr (x, u,∇u) + 1E (x)Gr (x, u,∇u)

]
dx

=
[ ∫

B1

[
Fr (�t (x), u,∇u) + 1E (x)Gr (�t (x), u,∇u)

− [Fr (x, u,∇u) + 1E (x)Gr (x, u,∇u)]] dx
]

+
[
t
∫
B1

[
Fr (�t (x), u,∇u) + 1E (x)Gr (�t (x), u,∇u)

]
divX dx

+ o(t)
∫
B1

[
Fr (�t (x), u,∇u) + 1E (x)Gr (�t (x), u,∇u)

]
dx

− (t + o(t))
∫
B1

[
t
〈
C1∇u∇X ,∇u∇X

〉+ 2
〈
C1∇u∇X ,∇u

〉

+ √
r
〈
C2,∇u∇X

〉] dx
]

=: [I1]+ [
I2
]
.

Let us estimate separately the two terms I1, I2 on the right-hand side. By theHölder continuity
of the data with respect to the first variable given in (7) and Young’s inequality we get

I1 =
∫
B1

[〈
Fr (�t (x), u,∇u) + 1E (x)Gr (�t (x), u,∇u)

− [Fr (x, u,∇u) + 1E (x)Gr (x, u,∇u)]] dx
≤ c(Lα)tα

∫
B1

|X |[|∇u|2 + √
r |∇u| + r ] dx ≤ c(Lα, ‖X‖∞)tα

∫
B1

[|∇u|2 + r ] dx .

Regarding I2 we have that

I2 ≤ (t + o(t))(1 + ‖∇X‖∞)

∫
B1

∣∣Fr (�t (x), u,∇u) + 1E (x)Gr (�t (x), u,∇u)
∣∣ dx

+ (t + o(t))(1 + ‖∇X‖∞)2
∫
B1

∣∣t 〈C1∇u,∇u
〉+ 2

〈
C1∇u,∇u

〉+ √
r
〈
C2,∇u

〉∣∣ dx

≤ C(t + o(t))
∫
B1

(|∇u|2 + r
)
dx,

where C = C(N , L, ‖∇X‖∞). From the last estimates the thesis easly follows. ��
The second estimate concerns the perimeter (see [24, Theorem 17.5]).

Theorem 8 (First variation of the perimeter) If A ⊂ R
n is an open set, E ⊂ R

n is a set of
locally finite perimeter and �t (x) := x + t X(x) for some fixed X ∈ C1

0(A;Rn), then

P(�t (E); A) − P(E; A) = (t + O(t2))
∫

∂∗E
divE X dHn−1,

where the tangential divergence of X, divE X : ∂∗E → R, is the Borel function defined as

divE X = divX − 〈νE ,∇XνE 〉.
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The last result we will use in the sequel concerns the penalization term (see [24, Lemma
17.9]).

Theorem 9 Let A ⊂ R
n be an open set, E ⊂ R

n be a set of locally finite perimeter
and �t (x) := x + t X(x), for some fixed X ∈ C1

0(A;Rn), be a local variation in A, i.e.
{x 
= �t (x)} ⊂ K ⊂ A, for some compact set K ⊂ A and for |t | < ε0. Then

|�t (E)�E | ≤ C |t |P(E; K ),

where C is a positive constant.

9 Excess improvement

We point out that, in the following estimates, the constant depending on D(x0, r) actually
just depends on n, N , ν, α,�,�, ‖∇u‖L2(�) by means of Theorem 3.

Theorem 10 (Excess improvement) For every τ ∈ (
0, 1

4

)
and M > 0 there exists a constant

ε4 = ε4(τ, M) ∈ (0, 1) such that if (E, u) is a (�, α)-minimizer ofF in Br (x0)with x0 ∈ ∂E
and

e(x0, r) ≤ ε4, D(x0, r) + rγ ≤ Me(x0, r), (77)

then there exists a positive constant C10, depending on D(x0, r), such that

e(x0, τr) ≤ C10(τ
2e(x0, r) + D(x0, 4τr) + (τr)γ ).

Proof Without loss of generality we may assume that τ < 1
8 . Let us rescale and assume by

contradiction that there exist an infinitesimal sequence {εh}h∈N ⊆ R
+, a sequence {rh}h∈N ⊆

R
+ and a sequence {(Eh, uh)}h∈N of (�rγ

h , α)-minimizers of Frh in B1, with equibounded
energies, such that, denoting by eh the excess of Eh and byDh the rescaled Dirichlet integral
of uh , we have

eh(0, 1) = εh, Dh(0, 1) + rγ

h ≤ Mεh

and

eh(0, τ ) > C10(τ
2eh(0, 1) + Dh(0, 4τ) + (τrh)

γ ),

with some positive constant C10 to be chosen. Up to rotating each Eh we may also assume
that, for all h ∈ N,

eh(0, 1) = 1

2

∫
∂Eh∩B1

|νEh − en |2 dHn−1.

Step 1. Thanks to the Lipschitz approximation theorem, for h sufficiently large, there exists
a 1-Lipschitz function fh : Rn−1 → R such that

sup
Rn−1

| fh | ≤ C8ε
1

2(n−1)
h , Hn−1((∂Eh�
 fh ) ∩ B 1

2
) ≤ C8εh,

∫
D 1

2

|∇′ fh |2 dx ′ ≤ C8εh .

(78)

We define

gh(x
′) := fh(x ′) − ah√

εh
, where ah = −

∫
D 1

2

fh dx
′
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and we assume, up to a subsequence, that {gh}h∈N converges weakly in H1(D 1
2
) and strongly

in L2(D 1
2
) to a function g.

We prove that g is harmonic in D 1
2
. It is enough to show that

lim
h→+∞

1√
εh

∫
D 1

2

〈∇′ fh,∇′φ〉√
1 + |∇′ fh |2

dx ′ = 0, (79)

for all φ ∈ C1
0(D 1

2
); indeed, if φ ∈ C1

0 (D 1
2
), by weak convergence we have

∫
D 1

2

〈∇′g,∇′φ〉 dx ′ = lim
h→+∞

1√
εh

∫
D 1

2

〈∇′ fh,∇′φ〉 dx ′

= lim
h→+∞

1√
εh

{∫
D 1

2

〈∇′ fh,∇′φ〉√
1 + |∇′ fh |2

dx ′ +
∫
D 1

2

[
〈∇′ fh,∇′φ〉 − 〈∇′ fh,∇′φ〉√

1 + |∇′ fh |2
]
dx ′

}
.

Using the Lipschitz continuity of fh and the third inequality in (78), we infer that the second
term in the previous equality is infinitesimal:

lim sup
h→+∞

1√
εh

∣∣∣∣
∫
D 1

2

[
〈∇′ fh,∇′φ〉 − 〈∇′ fh,∇′φ〉√

1 + |∇′ fh |2
]
dx ′

∣∣∣∣

≤ lim sup
h→+∞

1√
εh

∫
D 1

2

|∇′ fh ||∇′φ|
√
1 + |∇′ fh |2 − 1√
1 + |∇′ fh |2

dx ′

≤ lim sup
h→+∞

1√
εh

∫
D 1

2

|∇′φ||∇′ fh |2 dx ′ ≤ lim
h→+∞C8

∥∥∇′φ
∥∥∞

√
εh = 0.

Therefore, we should prove (79). We fix δ > 0 so that suppφ × [−2δ, 2δ] ⊂ B 1
2
and choose

a cut-off function ψ : R → [0, 1] with suppψ ⊂ (−2δ, 2δ), ψ = 1 in (−δ, δ). Let us define

�εh (x) := x + εh X(x), where X(x) = φ(x ′)ψ(xn)en,

and

Ẽh := �εh (Eh), ũh := u ◦ �−1
εh

.

By the (�, α)-minimality of (Eh, uh) we deduce that

Frh (Eh, uh) ≤ Frh (Ẽh, ũh) + �rγ

h |Ẽh�Eh |α.

Then we may estimate

P(Eh; B 1
2
) − P(Ẽh; B 1

2
)

≤
∫
B 1
2

[
Fr (y, ũh,∇ũh) + 1Ẽh

(y)Gr (y, ũh,∇ũh)
]
dy

−
∫
B 1
2

[
Fr (x, u,∇u) + 1E (x)Gr (x, u,∇u)

]
dx

+ �rγ

h |�εh (Eh)�Eh |α.
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Applying Theorems 7 and 9 in the right-hand side we get

P(Eh; B 1
2
) − P(Ẽh; B 1

2
) ≤ C

[(
εα
h + o(εh)

) ∫
B1

(|∇uh |2 + rh
)
dx + rγ

h εα
h (P(Eh; B1))

α

]
,

for some C = C(N , L, Lα, α,�, ‖X‖∞ , ‖∇X‖∞). Then, using the second assumption in
(77), we obtain

P(Eh; B 1
2
) − P(Ẽh; B 1

2
) ≤ MC

[(
εα
h + o(εh)

)
εh + ε1+α

h (P(Eh; B1))
α
]
. (80)

We want apply now Theorem 8 on the left-hand side. For this reason let us observe that by
Lemma 9, for h large enough, |xn | < δ for every x ∈ ∂Eh , so that ψ ′ = 0 and then we can
write

∇X(x) = en ⊗ ∇′φ(x ′), divX = φψ ′ = 0,

thus concluding

divEh X = −〈∇XνEh , νEh 〉 = −〈νEh , en〉〈∇′φ, ν′
Eh

〉 on ∂Eh .

Therefore, applying Theorem 8, we obtain

P(Eh; B 1
2
) − P(Ẽh; B 1

2
) = (εh + O(ε2h))

∫
∂Eh∩B 1

2

〈νEh , en〉〈∇′φ, ν′
Eh

〉 dHn−1,

and then inserting this equality in (80) we deduce,

(εh + O(ε2h))

∫
∂Eh∩B 1

2

〈νEh , en〉〈∇′φ, ν′
Eh

〉 dHn−1

≤ MC
[(

εα
h + o(εh)

)
εh + ε1+α

h (P(Eh; B1))
α
]
.

Finally, if we replace φ by −φ, we deduce dividing by εh∣∣∣
∫

∂Eh∩B 1
2

〈νEh , en〉〈∇′φ, ν′
Eh

〉 dHn−1
∣∣∣ ≤ MC

(
εα
h + o(εh)

)(
1 + P(Eh; B1)

α
)
,

then recalling that α > n−1
n ≥ 1

2 we deduce

lim
h→+∞

1√
εh

∣∣∣
∫

∂Eh∩B 1
2

〈νEh , en〉〈∇′φ, ν′
Eh

〉
∣∣∣ dHn−1 = 0. (81)

Decomposing ∂Eh ∩ B 1
2

= ([
 fh ∪ (∂Eh\
 fh )]\(
 fh\∂Eh)
) ∩ B 1

2
, we deduce

− 1√
εh

∫
∂Eh∩B 1

2

〈νEh , en〉〈∇′φ, ν′
Eh

〉 dHn−1 = 1√
εh

[
− ∫


 fh∩B 1
2

〈νEh , en〉〈∇′φ, ν′
Eh

〉 dHn−1

− ∫
(∂Eh\
 fh )∩B 1

2

〈νEh , en〉〈∇′φ, ν′
Eh

〉 dHn−1 + ∫
(
 fh \∂Eh)∩B 1

2

〈νEh , en〉〈∇′φ, ν′
Eh

〉 dHn−1
]
.

Since by the second inequality in (78) we have∣∣∣∣ 1√
εh

∫
(∂Eh\
 fh )∩B 1

2

〈νEh , en〉〈∇′φ, ν′
Eh

〉 dHn−1
∣∣∣∣ ≤ C8

√
εh sup

Rn−1
|∇′φ|,

∣∣∣∣ 1√
εh

∫
(
 fh \∂Eh)∩B 1

2

〈νEh , en〉〈∇′φ, ν′
Eh

〉 dHn−1
∣∣∣∣ ≤ C8

√
εh sup

Rn−1
|∇′φ|,
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then by (81) and the area formula, we infer

0 = lim
h→+∞

−1√
εh

∫

 fh∩B 1

2

〈νEh , en〉〈∇′φ, ν′
Eh

〉 dHn−1 = lim
h→+∞

1√
εh

∫
D 1

2

〈∇′ fh,∇′φ〉√
1 + |∇′ fh |2

dx ′.

This proves that g is harmonic.
Step 2. The proof of this step now follows exactly as in [15] using the height bound lemma
and the reverse Poincaré inequality. We give here the proof for the sake of completeness.
By the mean value property of harmonic functions, Lemma 25.1 in [24], Jensen’s inequality,
semicontinuity and the third inequality in (78) we deduce that

lim
h→∞

1

εh

∫
D2τ

| fh(x ′) − ( fh)2τ − 〈(∇′ fh)2τ , x ′〉|2 dx ′

=
∫
D2τ

|g(x ′) − (g)2τ − 〈(∇′g)2τ , x ′〉|2 dx ′

=
∫
D2τ

|g(x ′) − g(0) − 〈∇′g(0), x ′〉|2 dx ′

≤ c(n)τ n−1 sup
x ′∈D2τ

|g(x ′) − g(0) − 〈∇′g(0), x ′〉|2

≤ c(n)τ n+3
∫
D 1

2

|∇′g|2 dx ′ ≤ c(n)τ n+3 lim inf
h→∞

∫
D 1

2

|∇′gh |2 dx ′

≤ C̃(n,C8)τ
n+3.

On one hand, using the area formula, the mean value property, the previous inequality and
setting

ch := ( fh)2τ√
1 + |(∇′ fh)2τ |2

, νh := (−(∇′ fh)2τ , 1)√
1 + |(∇′ fh)2τ |2

,

we have

lim sup
h→∞

1

εh

∫
∂Eh∩
 fh∩B2τ

|〈νh, x〉 − ch |2 dHn−1

= lim sup
h→∞

1

εh

∫
∂Eh∩
 fh∩B2τ

|〈−(∇′ fh)2τ , x ′〉 + fh(x ′) − ( fh)2τ |
1 + |(∇′ fh)2τ |2

2√
1 + |∇′ fh(x ′)|2 dx ′

≤ lim
h→∞

1

εh

∫
D2τ

| fh(x ′) − ( fh)2τ − 〈(∇′ fh)2τ , x ′〉|2 dx ′ ≤ C̃(n,C8)τ
n+3.

On the other hand, arguing as in Step 1, we immediately get from the height bound lemma
and the first two inequalities in (78) that

lim
h→∞

1

εh

∫
(∂Eh\
 fh )∩B2τ

|〈νh, x〉 − ch |2 dHn−1 = 0.

Hence we conclude that

lim sup
h→∞

1

εh

∫
∂Eh∩B2τ

|〈νh, x〉 − ch |2 dHn−1 ≤ C̃(n,C8)τ
n+3. (82)
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We claim that the sequence {eh(0, 2τ, νh)}h∈N is infinitesimal; indeed, by the definition of
excess, Jensen’s inequality and the third inequality in (78) we have

lim sup
h→∞

∫
∂Eh∩B2τ

|νEh − νh |2 dHn−1

≤ lim sup
h→∞

[
2
∫

∂Eh∩B2τ
|νEh − en |2 dHn−1 + 2|en − νh |2Hn−1(∂Eh ∩ B2τ )

]

≤ lim sup
h→∞

[
4εh + 2Hn−1(∂Eh ∩ B2τ )

|((∇′ fh)2τ ,
√
1 + |(∇′ fh)2τ |2 − 1)|

2

1 + |(∇′ fh)2τ |2
]

≤ lim sup
h→∞

[
4εh + 4Hn−1(∂Eh ∩ B2τ )|(∇′ fh)2τ |2

]

≤ lim sup
h→∞

[
4εh + 4

∫
D 1

2

|∇′ fh |2 dx ′
]

≤ lim
h→∞[4εh + 4C8εh] = 0.

Therefore, applying the reverse Poincaré inequality, (82) and observing that C2τ ⊂ B4τ , we
have for h large that

eh(0, τ ) ≤ eh(0, τ, νh) ≤ C9(C̃τ 2eh(0, 1) + D(0, 4τ) + (2τrh)
γ ),

which is a contradiction if we choose C10 > C9 max{C̃, 2γ }. ��

10 Proof of themain theorem

The proof works exactly as in [15]. We give here some details to emphasize the dependence
of the constant ε appearing in the statement of Theorem 1 from the structural data of the
functional. The proof is divided in four steps.

Step 1. We show that for every τ ∈ (0, 1) there exists ε5 = ε5(τ ) > 0 such that if
e(x, r) ≤ ε5, then

D(x, τr) ≤ C4τD(x, r),

where C4 is from Lemma 5. Assume by contradiction that for some τ ∈ (0, 1) there exist
two positive sequences (εh)h and (rh)h and a sequence (Eh, uh) of (�rγ

h , α)-minimizers of
Frh in B1 with equibounded energies such that, denoting by eh the excess of Eh and by Dh

the rescaled Dirichlet integral of uh , we have that 0 ∈ ∂Eh ,

eh(0, 1) = εh → 0 and Dh(0, τ ) > C4τDh(0, 1). (83)

Thanks to the energy upper bound (Theorem 3) and the compactness lemma (Lemma 8), we
may assume that Eh → E in L1(B1) and 0 ∈ ∂E . Since, by lower semicontinuity, the excess
of E at 0 is null, E is a half-space in B1, say H . In particular, for h large, it holds

|(Eh�H) ∩ B1| < ε0(τ )|B1|,
where ε0 is from Lemma 5, which gives a contradiction with the inequality (83).

Step 2. Let U ⊂⊂ � be an open set. We prove that for every τ ∈ (0, 1) there exist
two positive constants ε6 = ε6(τ,U ) and C11 such that if x0 ∈ ∂E , Br (x0) ⊂ U and
e(x0, r) + D(x0, r) + rγ < ε6, then

e(x0, τr) + D(x0, τr) + (τr)γ ≤ C11(τe(x0, r) + τD(x0, r) + (τr)γ ). (84)
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Fix τ ∈ (0, 1) and assume without loss of generality that τ < 1
4 . We can distinguish two

cases.
Case 1:D(x0, r)+ rγ ≤ τ−ne(x0, r). If e(x0, r) < min{ε4(τ, τ−n), ε5(2τ)} it follows from
Theorem 10 and Step 1 that

e(x0, τr) ≤ C10(τ
2e(x0, r) + D(x0, 4τr) + (τr)γ )

≤ C10(τe(x0, r) + 4C4τD(x0, r) + (τr)γ ).

Case 2: e(x0, r) ≤ τ n(D(x0, r) + rγ ). By the property of the excess at different scales, we
infer

e(x0, τr) ≤ τ 1−ne(x0, r) ≤ (τD(x0, r) + (τr)γ ).

We conclude that choosing ε6 = min{ε4(τ, τ−n), ε5(2τ), ε5(τ )}, inequality (84) is verified.
Step 3. Fix σ ∈ (0, γ

2 ) and choose τ0 ∈ (0, 1) such that C11τ
γ
0 ≤ τ 2σ0 . Let U ⊂⊂ � be an

open set. We define


 ∩U := {x ∈ ∂E ∩U : e(x, r) + D(x, r) + rγ < ε6(τ0,U ),

for some r > 0 such that Br (x0) ⊂ U }.
Note that 
∩U is relatively open in ∂E . We show that 
∩U is aC1,σ -hypersurface. Indeed,
inequality (84) implies via standard iteration argument that if x0 ∈ 
 ∩U there exist r0 > 0
and a neighborhood V of x0 such that for every x ∈ ∂E ∩ V it holds:

e(x, τ k0 r0) + D(x, τ k0 r0) + (τ k0 r0)
γ ≤ τ 2σk0 , for k ∈ N0.

In particular e(x, τ k0 r0) ≤ τ 2σk0 and, arguing as in [15], we obtain that for every x ∈ ∂E ∩ V
and 0 < s < t < r0 it holds

|(νE )s(x) − (νE )t (x)| ≤ ctσ ,

for some constant c = c(n, τ0, r0), where

(νE )t (x) = −
∫

∂E∩Bt (x)
νE dHn−1.

The previous estimate first implies that 
 ∩ U is C1. By a standard argument we then
deduce again from the same estimate that 
 ∩ U is a C1,σ -hypersurface. Finally we define

 := ∪i (
 ∩ Ui ), where (Ui )i is an increasing sequence of open sets such that Ui ⊂⊂ �

and � = ∪iUi .
Step 4. Finally we are in position to prove that there exists ε > 0 such that

Hn−1−ε(∂E \ 
) = 0.

The argument being rather standard, setting 
 =
{
x ∈ ∂E\
 : lim

r→0
D(x, r) = 0

}
, by

Lemma 2 we have that ∇u ∈ L2 s
loc(�) for some s = s(n, ν, N , L) > 1 and we have that

dimH
({

x ∈ � : lim sup
r→0

D(x, r) > 0
})

≤ n − s.

The conclusion follows as in [15] (see also [6, 8]) showing that 
 = ∅ if n ≤ 7 and
dimH(
) ≤ n − 8 if n ≥ 8.
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