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Abstract We study the finite-horizon optimal control problem with quadratic functionals
for an established fluid-structure interaction model. The coupled PDE system under investi-
gation comprises a parabolic (the fluid) and a hyperbolic (the solid) dynamics; the coupling
occurs at the interface between the regions occupied by the fluid and the solid. We establish
several trace regularity results for the fluid component of the system, which are then applied
to show well-posedness of the Differential Riccati Equations arising in the optimization prob-
lem. This yields the feedback synthesis of the unique optimal control, under a very weak
constraint on the observation operator; in particular, the present analysis allows general func-
tionals, such as the integral of the natural energy of the physical system. Furthermore, this
work confirms that the theory developed in Acquistapace et al. (Adv Diff Eq, [2])—crucially
utilized here—encompasses widely differing PDE problems, from thermoelastic systems to
models of acoustic-structure and, now, fluid-structure interactions.

Mathematics Subject Classification (2000) 35B37 - 49J20 - 74F10 - 49N10 -
35B65 - 35M20 - 93C20

1 Introduction

In this paper we consider the optimal control problem with quadratic functionals for a
fluid-structure interaction model. Of major concern is well-posedness of the Riccati
equations arising in the minimization problem, along with the feedback synthesis of the
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(unique) optimal control. The fluid-structure interaction is modeled by a system of coupled
partial differential equations (PDE) comprising a Stokes system (the fluid) and a three-dimen-
sional system of dynamic elasticity (the solid). The coupling occurs at an interface separating
two regions occupied, respectively, by the fluid and the solid. It is assumed that the motion
of the solid is driven by infinitesimal displacements with rapid oscillations. Accordingly, the
fluid—solid interface is stationary; this and other modeling issues are discussed, e.g., in [17].
The mathematical description of the PDE system, that is the boundary control problem (2.1),
as well as further literature will be given in the next section. Our main goal is to establish the
validity of a Riccati theory that would allow to control the structure, via boundary controls,
acting as forces applied to the interface.

It is well known that—even in the case of a single PDE—one of the main difficulties
in a rigorous derivation of the feedback synthesis of the optimal control is the presence of
boundary controls (or, more generally, unbounded control actions), combined with the lack
of smoothing effects propagated by the dynamics (see, e.g., [10, 23]). In fact, while the linear-
quadratic control problem with unbounded control operator has a complete solution in the
case of PDE models whose free dynamics is governed by an analytic semigroup, this solution
may be out of reach in the case of other kind of dynamics. In particular, the case of purely
hyperbolic PDE with boundary/point control is peculiarly different' from the parabolic case:
it would suffice to recall that in finite time horizon problems the Riccati operator (or optimal
cost operator) P (t) does not satisfy the differential Riccati equations, unless the observation
operator possesses a suitable smoothing property.

On the other hand, certain interconnected PDE systems that combine parabolic and
hyperbolic effects may give rise to an abstract control system y' = Ay + By which yields
a singular estimate for the operator ¢4’ B, near t = 0. This property—which is an intrinsic
feature of control systems ruled by analytic semigroups—has been first identified in the anal-
ysis of an acoustic-structure interaction (where the overall semigroup was not analytic); see
[3]. The essence of such estimates is the following: the parabolic component does induce a
singular estimate (as a consequence of analyticity of the corresponding semigroup), while hy-
perbolicity ‘transports’ this estimate across the system through the coupling. Thus, if one can
show that a singular estimate is valid for the entire system, then the theory in [21,22] ensures
a feedback control law with bounded (in the state space) gain operator, along with well-posed
Riccati equations. This theory has been successfully applied to diverse composite PDE mod-
els, including some thermoelastic systems, beside to various acoustic-structure interactions.
Several illustrations are contained in [22] and [24]; see also [14,15], and the recent [12].

For the fluid-structure interaction under investigation, which comprises a parabolic and a
hyperbolic PDE, it was shown in [26] that a singular estimate (for the corresponding abstract
evolution) is satisfied in the finite energy space, as long as the penalization in the quadratic
functional does not involve the mechanical energy at a truly energy level. More precisely, the
study in [26] established specific singular estimates and hence well-posedness of the Riccati
equations in the special case of penalization of the mechanical variables below the energy
level (say, sub-critical penalization), yet allowing full penalization of the fluid variable.

The situation becomes mathematically much more difficult and more interesting in
physical applications when the mechanical variables are penalized at the critical level of
the energy (see the functional (2.10)). In fact, not only the regularity results of [25] do not
apply, but the theory pertaining to control systems which yield singular estimates [24,25] is

' In the infinite time horizon case the so called gain (or feedback) operator B* P is intrinsically unbounded
and the analysis of the algebraic Riccati equations is subtle; see [19,33], and the subsequent improvements in
[7,32].
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Optimal boundary control with critical penalization for a PDE model 219

no longer valid. (Indeed, if it were so, the gain operator would be bounded on the state space,
while we will show that this is not the case; see Remark 2.9.)

The present work addresses the issue of solvability of the optimal control problem with
general quadratic functionals (i.e. including critical penalization) for the PDE model (2.1).
As we shall see, we provide (a positive) answer to the question remained open in [26,
Remark 6.1]. This will follow in light of the theory introduced in [2], which is shown to
cover the present case in view of the set of trace regularity results established and collected in
Theorem 2.10. The theory developed in [2] is more effective in capturing the relevant proper-
ties of the dynamics, especially the ones which emanate from hyperbolicity. These ultimately
allow to define the gain operator as a densely defined—though still unbounded—operator
acting on a physically relevant (finite energy) state space. Thus, the pathology discovered in
[32,33] (where a boundary control problem for a simple hyperbolic equation yields a gain
operator which is not densely defined on the state space) does not occur in the present case,
and the optimal synthesis resulting from variational principles is consistent with the one
generated by the Riccati equation. It is important to emphasize that this is not always the
case; see [32] and [33]. (In this respect, the variational aspect of the minimization process
along with the theory developed in [2] are critical ingredients in order to justify the arguments
leading to well-posedness of Riccati equations and the associated Riccati synthesis.)

Let us recall that the optimal control theory in [2], while relaxing the ‘singular estimate
requirement’, postulates other regularity conditions of global nature. This makes it possible
to obtain meaningful solutions to the differential Riccati equations, despite the gain operator
is not bounded on the state space. This, however, does not affect the synthesis, as the opti-
mal solution still belongs to the domain of the gain operator. Originally arisen in the study
of boundary control problems for an established system of thermoelasticity [1], so far this
theory has been shown to apply as well in the case of certain acoustic-structure interaction
model including thermal effects [13].

The paper is organized as follows. In Sect. 2 we introduce the boundary control problem
under investigation, along with the statements of our main results, namely Theorems 2.6
and 2.10. Moreover, we briefly record some necessary notation and the fundamental well-
posedness result pertaining to the uncontrolled counterpart of the PDE system. Section 3 is
entirely devoted to the proof of Theorem 2.10, which establishes the novel, distinct bound-
ary regularity properties (of the solutions to the PDE system) which will ultimately result
in solvability of the optimization problem, i.e. Theorem 2.6. Section 4 contains the proof
of Theorem 2.6, based upon the application of the theory in [2]. Finally, a short Appen-
dix collects the statements of the regularity results pertaining to the elastic component of
the system—recently obtained in [8] and [26]—which are crucially utilized in the proof of
Theorem 2.10.

2 The PDE model, statement of main results

The PDE model. The PDE model under investigation describes the interaction of a (very
slow) viscous, incompressible fluid, with an elastic body in a three dimensional bounded
domain. Although the introduction of such models dates back to [27], their PDE analysis has
increased significantly only in the past decade. A mathematical description of the composite
PDE system is given below. By €2y and €2, we denote the open smooth domains occupied
by the fluid and the solid, respectively. Then 2 C R denotes the entire solid-fluid region,
i.e. Q is the interior of Q7 U €. The boundary of € is the interface between the fluid
and the solid, and is denoted by I'y = 9€2;. We finally denote by I" ; the outer boundary of
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Qy, namely I'y = 0Q\0€2,. It is assumed that the motion of the solid is entirely due to
infinitesimal (but ‘fast’) displacements, and hence that the interface Iy is fixed.

The velocity field of the fluid is represented by a vector-valued function u, which satisfies
a Stokes system in €2 ; the scalar function p represents, as usual, the pressure. In the solid
region 2, the displacement w satisfies the equations of linear elasticity. (The density and
the kinematic viscosity which usually appear in the Navier—Stokes equation are set equal to
one, just to simplify the notation). The coupling takes place on the interface I'y. We recall
from [17] that the interface condition u© = w; on I'y (in place of the usual no-slip boundary
condition w = 0) accounts for the fact that although the displacement of the elastic body is
small, its velocity is not (small, yet rapid oscillations). Thus, the PDE system is given by

us —dive(u) + Vp =0 inQr:=Qrx(0,T)

divu =0 in Qr

wy —divo(w) =0 in Qs :=Q; x (0,T)

u=0 onXy:=Trx(0,T) @1
w; =u on X ;=I5 x(0,7)
oc(w)-v=e(w)-v—pv—g on X

u(0, 1) = up inQy

w(0, ) =wo, w;(0,:)=w; in Q.

In the above coupled PDE system, o and € denote the elastic stress tensor and the strain
tensor, respectively, that are

3

) = 1> ey + 2ueij ), eijw) = » (24 4 2 2.2)
= D e, () = & , .
ij P kk ij UEj ij ) axj 3xi

where A, u are the Lamé constants and §;; is the Kronecker symbol.

Since the present work is focused on the optimization problem, the subtle questions related
to the modeling of fluid-structure interaction phenomena, as well as to the analysis of well-
posedness of the corresponding coupled PDE systems, will not be discussed here. Yet, well-
posedness of the boundary value problem (2.1), with g = 0 (that is the uncontrolled system
(2.3) below), is a prerequisite for the study of the associated optimal control problems. Thus,
although many authors have contributed to the PDE analysis of nonlinear fluid-structure
interaction models (where the dynamics of the fluid is ruled by a Navier—Stokes equation),
existence of finite energy weak solutions—even for the simpler Stokes-Lamé system (2.3)—
has been an open question until [8, Theorem 2.2]. The reader is referred to [8,9] for the
analysis of well-posedness of the coupled PDE system (2.3); in addition, [9] includes a very
clear introduction to the (nonlinear) fluid-structure interaction problem, along with a tech-
nical comparison with the previous mathematical literature. In Sect. 2.1 we shall recall, for
the reader’s convenience, the theory in [8] that is needed for our purposes.

We finally note that while the present study follows the variational approach of [8], exploit-
ing the novel boundary regularity results established therein, semigroup well-posedness and
stability properties of the linear model have been investigated in [4]; see the survey paper
[5] and its references. For the uniform stabilization problem, see [6].

Further references. There is a large literature on coupled fluid-structure evolution problems.
Most works address the issue of developing models for specific physical problems and/or
their numerical simulation. Two main different scenarios arise from the applications: the case
in which the fluid is flowing in a tube with elastic walls, such as the blood through arteries,
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and the case where one or more elastic bodies are immersed in a fluid flow. The PDE model
under investigation pertains to a physical situation falling under the latter category.

A very nice introduction to fluid-structure interaction problems is provided by [17]. Recent
treatises with focus on modeling and numerical analysis are [30] and [29]. An in-depth PDE
analysis of well-posedness of these nonlinear models has indeed appeared only recently.
Relevant contributions to this problem are given (without any claim of completeness) by
[18,31], the aforesaid [8,9,11,16,17], and, lastly, [20]. For more information on this subject,
see the bibliography therein.

2.1 Variational and semigroup formulation

Before giving the statement of our main results, let us preliminarily recall from [8] some
basic notation, and the chief facts which pertain to the uncontrolled problem, that is system
(2.1) with g = 0. Further technical results obtained in [8] and [26] will be needed in the
proof of our main result; these will be recorded in an Appendix for convenience.

The uncontrolled model. Let us introduce the free system corresponding to (2.1), namely

u —dive(u) + Vp =0 inQr:=Qrx(0,T)
divu =0 in Qy
wy —dive(w) =0 in Qs :=Q x (0, 7)
u=~0 onXy:=Tyx(0,T) 23)
w; =u on X =I5 x (0, 7)
o(w)-v=e()- -v—pv on X
u(0, -) = up inQr
L w(0, ) =wo, w(0,)=w; inQy.

The energy space for the PDE problem (2.3) is
Y = H x H'(Q) x La(Sy),
where H is defined as follows:
H = {u € Ly(Qy): divu=0, u- vlrf = 0}.
In addition, we denote by V the space defined as follows:
Vi={veH'(Qy): divu=0, ulr, =0};

we shall use the following distinct notation for the various inner products which will occur
throughout the paper:

(u,v) 5 := / wdQy, (u,v)s:= /uv d2s, (u,v) := /uv dry.
Qf QS FS
The space V is topologized with respect to the inner product given by
(u, v)1, 5 = / e(u)e(v)dQy;
Qf
the corresponding (induced) norm | - |1, s is equivalent to the usual H L f) norm, in view

of Korn inequality and the Poincaré inequality.
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Remark 2.1 The norm || - ||gr(p) in the Sobolev space H" (D) will be shortly denoted by
| - |,p throughout the paper. Note that all the Sobolev spaces H" related to v and w are
actually (H”)?: the exponent is omitted just for the sake of simplicity.

Let us recall from [8] the definition of weak solutions to the (uncontrolled) PDE
system (2.3).
Definition 2.2 (Weak solution) Let (ug, wo, w;) € Y and T > 0. We say that a triple
(u, w, wy) € C([0, T1, H x H' () x L2(2)) is a weak solution to the PDE system (2.1)
if
(u(-, 0), w(-, 0), we (-, 0)) = (o, wo, wi),
ue Ly0,T;V),
o) v e Lay©, T H~'2T), $wir, = ulr, € La(0, T; H'A(T)), and
the following variational system holds a.e. int € (0, T):

L ¢y + (). e@)y — (o) v +g.4) =0
Lwn, )5 + (@), e@))s — (o) v, ) =0,

for all test functions ¢ € V and ¢ € H' ().

2.4)

Remark 2.3 It is important to emphasize that the regularity properties of the normal stresses
(see the third item of Definition 2.2) do not follow from the interior regularity of the fluid-
structure variables. It is an independent regularity result, showing the exceptional behavior
of hyperbolic traces. This regularity property is necessary in order to justify the variational
definition of weak solutions (see (2.4)). While there are other definitions of solutions to non-
linear PDE models of fluid-structure interactions which do not require additional regularity
on the boundary (see, e.g., [4,17,27]), yet these definitions are not adequate to variationally
decouple the (finite energy) weak solutions of the two equations. On the other hand, this
decoupling is crucially important in the present analysis, aimed at identifying the distinctive
regularity properties of the overall dynamics, that play a major role in the study of the associ-
ated optimal control problems. Exploiting the distinct features (analyticity and hyperbolicity)
of the decoupled dynamics makes it possible to establish the sharpest results for the coupled
PDE system. (This fact was recently utilized in [20], as well.) Consequently, the issue of
“hidden” regularity of the hyperbolic component is central to the problem studied and its
solution.

Existence of weak (global) solutions of a nonlinear generalization of the PDE problem
(2.3) has been established in [8].

Theorem 2.4 (Existence of weak solutions, [8]) Given any initial datum (ug, wo, wi) € Y

and any T > 0, there exists a weak solution (u, w, w;) to the system (2.3) such that

_ d
V|, € L. T HAC), w| = wl € L©. T HAT).

The control system, semigroup formulation. Aiming to apply the optimal control theory
pertaining to a general class of evolutions—in the present case, the one developed in [2]—it
is convenient to recast the boundary value problem (2.1) as an abstract control system in a
Hilbert space. Accordingly, let us introduce the fluid dynamic operator A : V. — V', defined
by

(Au, ¢) = —(€(u),€(p)) Vo eV, 25)
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and the (Neumann) map N : L>(I'y) — H defined as follows:
Ng=h <= (e(h),e(@)) = (9,¢) YpeV.

We just recall from [26] that the operator A defined by (2.5) may be considered as acting on
H with domain D(A) :={u e V : |[(e(u),e($))| < Clp|n }. Thus, A: D(A) C H > H
is a self-adjoint, negative operator and therefore is the infinitesimal generator an analytic
semigroup ¢4’ t > 0, on H. Then, the fractional powers of —A are well defined; to simplify
the notation, we shall denote them by A% (rather than by (—A)%) throughout. Other chief
properties of the operators A and N will be recalled in the Appendix.

Then, if we set y = (u, w, w;), the boundary value problem (2.1) reduces to the linear
control system

[y — Ay +Bg in [D(AY] 26

y(0) =yo
where the (dynamic) operator A : D(A) C Y — Y is defined by
A ANo(-)-v O

A=10 0 I}, 2.7)
0 divo(+) 0

with domain

D(A) = {y=(u,w,z) eY:ueV, A+ No(w)-v)e H, z € H](SZS),
divo(w) € La(), zlr, = ulr,},

and the (control) operator B : L,(I'y) = U — [D(A)] reads as

AN
B={ 0o |. 2.8)
0

With the dynamics (2.6) we associate the following quadratic cost functional over a given
time interval [0, T],0 < T < oc:
T

J(g9) = / (IRyIZ + lg(117) dt, 2.9
0

where Z is another Hilbert (output) space. The optimal control problem (linear-quadratic, or
LQ-problem) is to minimize the functional (2.9), over all control functions g € L»(0, T'; U),
with y solution to (2.6) corresponding to g. As pointed out in the Introduction, we aim to
include in the present analysis non-smoothing observation operators R, such as the identity
operator; hence, R is initially assumed to satisfy just R € L(Y, Z). By doing so we admit
natural quadratic functionals such as the following,

T

1
19 =5 [ {10 g, + @), cwo.+ @ o, +190ir, | ar 210
0

which penalizes the full quadratic energy E () of the system.
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Remark 2.5 We already emphasized that the study performed in [26] did not provide
solvability of optimal control problems with general quadratic functionals: in particular,
it did not cover the case of natural functionals such as (2.10). On the other hand, the analysis
carried out in [26]—despite the final constraint on the observation operator R—included the
case of Bolza problems, where the penalization affects also the state at the final time T < oo,
namely, when the functional to be minimized is given by

T

J(g) = / (IRyOIZ + 19013 dt + Gy(T), y(T))w. 2.11)
0

Note that the LQ-problem with Bolza-type quadratical functionals is not discussed here. In
fact, the LQ-problem with quadratic functionals of the form (2.11) (with G # 0) for the class
of control systems (2.6) described by the Assumptions 4.1, has not been investigated yet.

2.2 Statement of the main results

The main result of the present work is the proof of well-posedness of the (differential) Riccati
equations corresponding to the optimal control problems associated with the fluid-structure
model (2.1), along with all the inherent assertions about solvability of the optimization
problem; see Theorem 2.6. This variational result, however, critically relies on the novel
trace regularity results established specifically for the (uncontrolled) PDE system (2.3) in
Theorem 2.10, which thus constitute the major technical contribution of the present work.
As we shall see, the proof of this set of regularity results is based on the interplay between
the maximal parabolic regularity of the fluid component with the ‘hidden’ regularity of the
traces of the hyperbolic (solid) component. Indeed, the fact that the coupling is of hyper-
bolic/parabolic type will be critically utilized.

2.2.1 The solution to the optimization problem

With reference to the PDE model introduced in the previous section, let us consider the
optimal control problem (2.6)—(2.9), that is

Minimize the functional J(g) in (2.9), over all g € L»(0, T; L»(I'y)), where y(-) =
y(; Yo, g) solves the control system (2.6).

Then we have the following.

Theorem 2.6 Consider the optimal control problem (2.6)—(2.9), with A and B given by (2.7)
and (2.8), respectively. Let us assume that the observation operator R satisfies

R*R € L(D(AS), D(A*)), (2.12)

where € > 0 can be taken arbitrarily small. Then the following assertions hold true.

(1) Forany initial state yo € Y there exists a unique optimal control g0(~) € L(0,T; LrTy)
such that

J(¢°) = min J(g).
9eL2(0.T; La(T'y))

The optimal pair (¢°(-), y°(-)) has the following additional regularity:
W0 () = [, w’(), wd ()] € CUO, T H x H' () x La());
e () LpO.T: LyTy)). 2.13)

I<p<oo
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(2) There exists a non-negative, selfadjoint operator (the Riccati operator) P(t) € L(Y),
t € [0, T, defined explicitly in terms of the data, such that

J(g%) = (P(0)yo, y0)v;

more precisely P(-) € L(Y,C([0,T],Y)).
(3) The gain operator B* P(-) satisfies B* P () € L(D(A®), C([0, T], L2(T5))); moreover,
one has (the feedback synthesis of the optimal control) a.e. in [0, T]:

() = =B*P(t)y°(1), Vyo €Y. (2.14)

(4) The operator P(t) is the unique—within the class of selfadjoint, positive operators
such that B*P(-) € L(D(A®), C([0, T, L>(Ts)))—solution of the Differential Riccati
Equation satisfied for 0 <t < T and x = (x1, x2,x3),y = (Y1, ¥2, y3) € D(A),

d
E(P(t)x, Yy+HA P ()x, y)yHP () Ax, ) y-HRx, Ry)y=(B*P(t)x, B*P(1)y),
(2.15)
with

lim (P(t)x,x) =0, VxeY.
t—>T—

Remark 2.7 According to Theorem 2.6, the gain operator B* P(¢) is bounded from D(A) to
the control space U, hence densely defined on the state space Y. Formula (2.14) shows that
the optimal feedback synthesis is consistent with the Riccati feedback synthesis, where the
operator P(t) is determined via the Riccati equation (2.15). This is in striking contrast with
the counterexample discussed in [32,33], where the feedback representation of the optimal
control cannot be obtained by means of the Riccati operator P (7).

Remark 2.8 Since here the dynamics operator A is the generator of a s.c. contraction
semigroup with A~ € £(Y), then the domains of fractional powers D(A€) in (2.12) may be
computed as intermediate spaces between D(A) and Y. The same holds for D(A*€). (For a
comprehensive list of cases where the identity [D(A), Y]i_g = D(.AO) holds true, see, e.g.,
[23, § 0.2.1]). Then, it is not difficult to show that in the present case D(A*€) = D(A®),
provided € is sufficiently small. Therefore, assumption (2.12) is satisfied, with a non-smooth-
ing observation operator, such as R = . This natural situation was indeed left as an open
problem in [26].

Remark 2.9 Observe that the optimal pair does not display the typical regularity (in time)
exhibited in the case of control systems whose underlying semigroup is analytic (or, more
in general, when singular estimates are satisfied). In particular, the optimal control is not
continuous. This is not surprising, in view of the influence of both hyperbolic and parabolic
effects on the overall behavior of the solutions.

Moreover, the gain operator B* P(¢) is no longer bounded on the state space Y, but just
densely defined. However, this does not affect the final result, as the feedback formula holds
for any initial state in the finite energy space. Thus, the observation operator R need not have
regularizing effects, and R can be critical.

The above observations also explain why the previous Riccati theories are intrinsically
unapplicable in the critical case, as they lead to bounded gain operators, in contrast with the
case under examination.
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2.2.2 Trace estimates

The fundamental analytic tool which will enable us to show Theorem 2.6 is a complex of
boundary regularity results pertaining to the fluid component of the PDE problem (2.3).
These traces’ regularity estimates of « (and u, ) on the interface ' are the “PDE counterpart”
of the abstract regularity properties of the (unbounded) operator B*e**"" needed to invoke the
optimal control theory of [2]. These regularity estimates are, however, also of independent
interest.

Theorem 2.10 (Traces’ regularity) Consider the uncontrolled Stokes-Lamé system, namely
the PDE system (2.3). Let y(t) = (u(t), w(t), w;(t)) be the solution corresponding to ini-
tial data yo = (ug, wo, wy). Then the fluid component u admits a decomposition u(t) =
u1(t) + un(t), and the following statements pertain to the regularity of the traces of ui, us
and u; on Ty, respectively.

(1) The component u satisfies a pointwise (in time) “singular estimate”, namely there
exists a positive constant Ct such that

Cr
lur (D] Lymry) < mlyoly Vyp €Y, Vte(0,T] (2.16)

(with arbitrarily small § > 0).
(ii) The component uy satisfies the following regularity:

(iia) if yo € Y, then uz|r, € Ly(0, T; L2(T'y)) for all (finite) p > 1;
(iib) Let yg € D(A®), where € > 0 can be taken arbitrarily small, but positive. Then
uzlr, € C([0, T, La(T)).

(iii) Letnowyg € DA, with6 € (0, %). Then, the fluid component u of corresponding
solution satisfies, for some q € (1, 2),

urlry € Lg(0, T Lao(I'y)) (2.17)
continuously with respect to yo, that is there exists a constant Ct such that
luellL,©.7:L,mp)) < Cr Yol ar-oy- (2.18)

The exponent q will depend on 0: more precisely, given 6 € (0, %), one has

l<g< (2.19)

3+46°

The remainder of the paper is devoted to the proof of the two main results stated in
Theorem 2.6 and Theorem 2.10. Section 3 deals with the above boundary regularity results,
which will be next utilized in Sect. 4 to establish Theorem 2.6.

3 Proof of the trace regularity results

This section is entirely devoted to the proof of our main contribution, that is Theorem 2.10.

Proof of Theorem 2.10 Our starting point is the equation satisfied by w(-), namely u, =
Au+ ANo (w) - v, whose solutions are given by

t
u(t) = eMuy +/eA<’*”ANa(w)(s, v ds; 3.1
0
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Optimal boundary control with critical penalization for a PDE model 227

the above expression yields the natural splitting w(t) = u(t) + ua(t), with

t

w (1) := eMug, up(t) = /eA(’_s)ANa(w)(s, v ds. (3.2)
0
In view of N*Au = —u|r, (see Lemma A.1), the corresponding traces on I'y read as
urlr, = —N*Auy(t) = —N*Ae ' uy,
(3.3)

t
uz|p, = —N*Auy(t) = —N*A/eA(t_S)ANa(w)(s, v ds,
0

respectively.
(i) The singular estimate in (2.16) follows as an immediate consequence of the well known
estimates pertaining to analytic semigroups:

< IN* AT AV ALy |y ~ Cre Ay (3.4)

lur(®)Ir,

This shows the validity of assertion (i).
(ii) Let initially yo = (ug, wo, wy) € Y. In view of (3.3), it is clear that the sharp regularity
theory pertaining to the wave component will play a central role in the study of the regularity
of the traces of u; (¢) on I's. More precisely, we shall utilize the recent trace results obtained in
[8, Theorem 3.3] and refined in [26, Lemma 5.2]; see Lemma A.2 in the Appendix. Accord-
ingly, following the decomposition of o (w) - v established in Lemma A.2, it is convenient
to introduce a further splitting, namely
t t
ua(r) = / A ANG (w)(s, Hvds + / A ANG (wr) (s, v ds . (3.5)
0 0

up (1) o (1)

Thus, one has first

t
N*Aup (1) = N*A/eA(’_S)ANG(wl)(s) -vds
0

t
— [N*A3/4—€]A1/4+E+]/2/eA(t—S) Al/zNo,(wl)(s) .vds
———
0 f(s)
where f € C([0, T], L2(€2s)) in view of Lemma A.2 and Lemma A.1. Consequently,

1

/e“’—”f(s)ds e C([0, T1, D(A'™%)), (3.6)
0

with arbitrarily small o > 0; see, e.g., [23, Proposition 0.1, p. 4]. Therefore N*Auy; €
C([0, T], L,(T)), and a fortiori we obtain

N*Augy € L,(0,T;U) ¥p=> 1. (3.7)
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As for the second summand N* Auy; (1), because of the different regularity of o (wy)(s) - v
we rewrite in a different fashion:

t
N*Aup (1) = [N*AY4=€] A1+ / A=) [A34€ No (wa)(s) - v] ds.

0 o(s)

Notice now that the above integral is the convolution
t

/ Kt —s)p(s)ds,

0

with ¢ € Ly(0, T; U) and the kernel K such that || K (s)|| ~ ﬁ where € can be taken
arbitrarily small. Hence K € Lo_,(0, T; U) for arbitrarily small ¢ > 0. Thus, the Young
inequality yields

N*Aup € L,(0,T;U) Vp=>1. (3.8)

Thus, (3.8) combined with (3.7) shows the validity of assertion (iia).
Let now yo € D(A€), € > 0. In this case, by Lemma A.3 it follows u|r, € H¢(XZy),
provided that € < %. This enables us to apply the second part of Lemma A.2, which gives

a(wy) -veC(0,T], H Y2(Ty), o) -ve HE(Z). (3.9)

Now, the analysis of N*Auy; follows closely the one in item (iia), yielding the conclusion
N*Aup, € C([0, T], L2(Ty)) (this is justified by the membership (3.6)). Instead, on the basis
of the novel regularity of o (w3) - v in (3.9), from parabolic theory it follows that

Uy € He+3/2,e/2+3/4(Qf)’
so that
N*Auyy € HETLe2H12 (50 ¢ HY2H/2(0, T Ly(Ty)) € C([0, T1, LAT)).

Asboth N*Aupy and N* Auyy belongto C ([0, T, L2(Ts)), then N*Aup € C([0, T, Lo(T'y)
and (iib) is proved.

(iii) In this last step we aim to ascertain the regularity of the boundary traces of the time
derivative u; on I['y. We return to the mild solution (3.1) and compute

V2q

t V2h
———
w (1) = AeMug + A/ef“’*”ANa(w)(s, Yvds + ANo (w)(t, v (3.10)
N ——
vy (1) 0
v (1)
which can also be rewritten as
v21(2)
¢ v22(1)
—
w(t) = AeA’uo+/eA<f*‘*>ANa(wS)(s, Yvds + AeM No(w)(©0, )v.  (3.11)
——
vy (1) 0
v2(1)
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The plan we aim to carry out is to discuss first the regularity of the function v, := 85%

when yp € D(A) by using its expression in (3.11). Next, when yg € Y, we would rather
utilize (3.10), and then use interpolation arguments to establish the regularity corresponding
to initial data in D(.A!~€). Only subsequently we shall derive the trace regularity of v, by
applying the operator —N*A.

When yp € D(A), by standard semigroup arguments, using the commutativity of the
generator with the semigroup, we obtain that o (w;) - v exhibits the same regularity as that
of o(w) - v when gy € Y, i.e. (invoking once again Lemma A.2)

o(wy)-v =01 403 € C(0, T, H V*(Ty)) 4+ L2(0, T; Ly(Ty)).

To pinpoint the regularity of vp;, we now utilize the above splitting and follow the analysis
carried out in the proof of (ii). More precisely, combining elliptic regularity (in particular,
Lemma A.1), with the analyticity of the semigroup ¢, along with the (singular) estimates
pertaining to A%e, we first obtain, for any 7 and any § < 1/2,

t t
|A1/2_8/eA(’_S)ANU1(s)ds| = |A1_8/eA(t_S)Al/zNUI(S)ds|
0

0
p 1
< C/ mds lotllcqo.ry. a2y < Cllotlleqo.rya-12@,)-  (3:12)
0

As for the latter term, we apply as well A/27% and rewrite as follows:

1 t
Al / A ANG (5) ds = / [AVA02AUD AN 0y (5)ds, (3.13)
0 0

where it is clear now that the integral is the convolution of L4/3 and L5 (in time) functions,
respectively. On the strength of the Young’s inequality, we get L4-regularity in time, so that

1
va1 € C([0, T1, D(A'27%)) 4+ L4(0, T; D(AV*7%)), 0<8 < 5

This implies the membership

1/2-5 1
v € L4(0,T; D(A ), 0<é§< 7 (3.14)

On the other hand, still with yo € D(A), one has just o(w) - v € C([0, T], H/*(T'y))
which suggests us to rewrite v, as follows:

v (1) = A2 (AV2No (w)(0, V) ;
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then, again in view of Lemma A.1 and of the usual singular estimates pertaining to analytic
semigroups, it follows

v € Ly(0, T; D(AY*7?), (3.15)
providedthatg (1—8) < 1.Therefore, (3.14) combined with (3.15) yields, forany 0 < §; < %
Yo € D(A) = v2 € Ly, (0, T; D(AY*721)) = Ly (0, T; H21(Qy)),  (3.16)

where g1 € (1, 2) depends on §1; more precisely,

1
1—-68;

q1 < (3.17)

Letnow yg € Y. In this case we use the decomposition (3.10), and begin with the analysis
of vy,. Setting w = w; + wy (according with Lemma A.2), one has

t
A / A ANG (w)(s, v ds

0
t

= Al/2rapl-a / A A2 NG (w) (s, v ds € C([0, T1, [D(A/2T0)]),
0

while

t
A/EA(t_s)ANO‘(U)2)(S, Jvds
0

t
= A1/4+62A/eA(’_“)A3/4_€2No(w2)(s, Yvds € L0, T; [D(AY*F2)])
0

where both €1 and €; can be taken arbitrarily small. As a result,
v2q € L2(0, T; [D(A2T)]), 0<e< % (3.18)
As for the term vy, readily
ANo (w)(t, )v = AY?AV2No (), v € C([0, T1, [D(AYH)])
while
ANo (w2)(t, v = AHLAYN]o (o) (¢, v € Lo (0, T; [D(AVH))),
and since € can be taken arbitrarily small, we deduce as well
vap = ANo (w)(t, -)v € La(0, T; [D(AYH)T). (3.19)
On the basis of (3.18) and (3.19), we obtain
Yo €Y = v2 = vag+ v € La(0, T5 [D(A'PP)]) = Lo (0, T3 [H'H22(Q)]),  (3.20)

if0 <& < 1.
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Thus, (3.20), combined with (3.16), gives by interpolation
yo € DA™ = vy € Ly, (0, T; W), (3.21)
where ¢ is as in (3.17) and W is the interpolation space

W= (H'721(Qy), [H'2(Q)])e = H (),

s=(1=28)(1—0)—0(1+28)=1—28 —20(1 +8 — &) > 0;

see [28, Theorem 12.5]. Notice that by taking, for instance, §; = § =: §, one has s > 1/2
provided that

1
0+46 < i (3.22)

In this case v, € H*(Q2y) with s > 1/2 and hence its trace on Iy is well defined. Notice that,

in view of the constraint (3.22), we need to require 0 < 6 < %. Consequently, given any 6

such that 0 < 6 < %, choosing, e.g., § = 1/4 — 6 in view of (3.22), from (3.21) it follows

yo € D(A'™")) = N*Avy € Ly, (0, T; La(Ty)) Vqp < (3.23)

34+40°
It remains to establish the regularity of the first summand N*Av; (r) = N * AeA! Aug when
yo € D(A'=?). In this case ug € (Hl(Qf), Ly(R27))e = H1-? (25), and from
N*Avi (1) := N*Ae™ Aug = [N* A3/4—€|AV/A+e1/246/2,41 400012,

it immediately follows

yo € D(A'™Y) = N*Av; € Ly, (0, T; La(Ty)) Yqo < (3.24)

4
3420 +4e

Notice that in the above membership the Sobolev exponent g, belongs to (1, 2), as well. In
conclusion, since € in (3.24) can be taken arbitrarily small, the regularity Ly, (0, T'; L2(Is))
combined with L, (0, T'; L2(T)) (in (3.23) and (3.24), respectively) imply the membership

yo € DA™ = wlr, =t vir, € Ly(0, T; La(Ty)) Vg <

4
, 3.25
3446 ( )

which concludes the proof. O

4 Proof of Theorem 2.6

The conclusions stated in Theorem 2.6 will follow from [1, Theorem 2.3], once we verify
the standing assumptions, which are recorded below for the reader’s convenience.

Assumption 4.1 For each ¢ € [0, T, the operator B*e*™ can be represented as
By = F(yo + G(yo. 120, yo € DA, @1

where F(t) : Y — U and G(¢r) : D(A*) — U,t > 0, are bounded linear operators satisfying
the following assumptions:

1. thereis y € (%, 1) such that | F ()|l cv,uy < Ct77 forallt € (0, T];
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2. the operator G(-) belongs to L(Y, L?(0, T; U)) for all p € [1, 00), with
NGOl ey,Lro,1;0)) < cp <00 V¥p € [l,00); 4.2)
3. thereis € > 0 such that:
(a) the operator G(-).A* ¢ belongs to L(Y, C([0, T1, U)), with
A GO lcw.y) <c <00 Vtel0,T]; (4.3)

(b) the operator R*R belongs to L(D(A€), D(A*));
(c) thereis ¢ = g(e) € (1,2) such that the operator B*eA" R*R.A€ has an extension
belonging to £(Y, LY(0, T; U)).

Remark 4.2 Aiming to apply Theorem 2.6, the main task is to find a value of ¢ which
conforms to the potentially conflicting requirements in 3(a) and 3(c). In the present case,
we shall show that while condition 3(a) is satisfied for arbitrarily small (positive) €, when
€ — 0 condition 3(c) yields ¢ — 3/4 € (1, 2).

Remark 4.3 Note that the set of requirements in Assumptions 4.1 involves the regularity in
time of the operator B*¢**"", both locally at the origin (with singularity controlled by y), and
globally (in L, sense). It is this latter regularity that results from the hyperbolic propagation
of the analytic singular estimate.

‘We now prove that the regularity results established in Theorem 2.10 imply all the require-
ments in Assumptions 4.1, with suitable values of y, € and g.

Verification of Assumptions 4.1. Following [26, Proof of Theorem 5.1], it is not difficult
to verify that given any initial state yo = (ug, wo, w1) € D(A*), one has BreA' Yo =
N*Au(t) = —a(t)|r,, where @(r) is the first component of the solution § := (i, W, W) to
the (homogeneous) adjoint system

¥ = A1)
7(0) = yo.

The abstract adjoint system yields a system of coupled PDE which is essentially the same as
the original boundary value problem (2.3), except for few changes of sign in the equations.
As a consequence, the regularity results established by Lemma A.2 and Lemma A.3 readily
produce analogues, by replacing D(A) and y = (u, w, wy) by D(A*) and § = (4, w, w;),
respectively. Similarly, the fluid component @ of the solution ¢ to the dual PDE system
satisfies—mutatis mutandis—the regularity properties in Theorem 2.10.

1. Inlight of the decomposition of @ found in Theorem 2.10, let us set

F®yo = (0. GOy = ()] .

Then, the first statement in Theorem 2.10, along with the estimate (2.16), provides us
with the sought-after singular estimate, with (optimal) exponent y = 1/4 4 §, and the
first of Assumptions 4.1 is satisfied.

2. Assertion (iia) in Theorem 2.10 is nothing but the regularity condition 2. of the Assump-
tions 4.1, valid for all p € [1, c0).

3. Condition (iib) of Theorem 2.10 translates into G (t).A* “yo € C([0, T, L»(Ty)), which
in turn gives the assertion (3a) of the Assumption 4.1, with no constraints on €. It remains
to verify the tricky assertion (3c) of Assumption 4.1. This will be implied by condition
(iii) in Theorem 2.10. We first claim that the estimate (2.18) in (iii) of Theorem 2.10
yields, for any 6 € (0, 1/4), the following one:
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||B*9A*I-A*9y0||L‘1(0,T;L2(F_¢)) < Clwly, weD@A?), 1<q< .44
3+40
This is easily seen if one just observes that if yo € D(A*?) one has
* * —_ d *
Br e A yo = B AT (A o) = B e ao =
where now zg = A*eflyo € D(A*'7Y). Then, in view of the assumption (3b) on the

observation operator R, one concludes
* %0 gx—0
I1B* e RR* A% yoll Lo 0,7: 1o (ry )y = IB*e X A AP RR* AP yo i a0, 75101y
< Clyoly. yo € DA,

i.e. condition (3c) is satisfied with e = 0, 0 < 6 < 1/4, for any g such that 1 < g <
4/(3 + 460). This completes the proof of Theorem 2.6. O
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Appendix

For completeness’ sake and for the reader’s convenience we record the statements of some
results which are used frequently or critically in the proof of our main result. Lemma A.1 is
Proposition 4.3 in [26]. Lemma A.2 and Lemma A.3 are specialized versions of Lemma 5.2
and Lemma 5.3 in [26].

Lemma A.1 ([26]) The Green (Neumann) map N : Lr(I'y) — H satisfies the following
regularity results.

(i) One has N*Au = —ulr,, u € V, where the adjoint is computed with respect to the
L>-topology.
(i) N e L(Lo(Ty), DAY*=%)) N LHV2(Ty), D(AY?)) for any 8,0 < 8 < 3.

Lemma A.2 Letyy = (ug, wo, wi) € D(A*) with0 < o < §, and let (u(t), w(t), w; (1)) be
the corresponding strong solution with f = u|l'y € L,(0, T HY2(T,)). Then, the solution
of the initial/boundary value problem

wy —dive(w) =0 in Qg
%wm —f on ¥, (A.1)
w(0, -) = wo, wy(0,-) =w; in

can be decomposed as w = w; + wy, where o(wy) - v € C([0,T], H=Y2(Ty)), while
o(wy) - v € Ly(0,T; Ly(Ty)). If, in addition, f € H*(Xy), then o(wy) - v € H*(Xy).
Moreover, the following estimates hold true.

2 2 2
||G(U)1) : v”C([O,T],H’l/Z(FS)) =< Cl (|w0|1’§2x + |w1|0,§2x + |f|L2(O,T;H1/2(Fx)))

lo(w2) - viiGacs,) < Ca (IWolpeas) + | flrecs,))
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Lemma A.3 ([26]) Consider the uncontrolled counterpart of the PDE problem (2.1), that is
(2.1) with g = 0. Let initial data satisfy yo = (ug, wg, wy) € D(A%),0 < a < %. Then, for
any T < oo we have u|r, € H*(Xy) and the following estimate holds true:

lulge(s,) < Clyolpae).- (A2)

References

1. Acquistapace, P., Bucci, F, Lasiecka, I.: A trace regularity result for thermoelastic equations with appli-
cation to optimal boundary control. J. Math. Anal. Appl. 310(1), 262-277 (2005)

2. Acquistapace, P., Bucci, F., Lasiecka, I.: Optimal boundary control and Riccati theory for abstract dynam-
ics motivated by hybrid systems of PDEs. Adv. Diff. Eq. 10(12), 1389-1436 (2005)

3. Avalos, G., Lasiecka, L.: Differential Riccati equation for the active control of a problem in structural
acoustics. J. Optim. Theory Appl. 91(3), 695-728 (1996)

4. Avalos, G., Triggiani, R.: The coupled PDE system arising in fluid/structure interaction, I. Explicit semi-
group generator and its spectral properties. Contemp. Math. 440, 15-54 (2007)

5. Avalos, G., Triggiani, R.: Mathematical analysis of PDE systems which govern fluid-structure interactive
phenomena. Bol. Soc. Parana. Math. 25, 17-36 (2007)

6. Avalos, G., Triggiani, R.: Uniform stabilization of a coupled PDE system arising in fluid-structure inter-
action with boundary dissipation at the interface. Discr. Contin. Dyn. Syst. 22(4), 817-833 (2008)

7. Barbu, V., Lasiecka, I., Triggiani, R.: Extended algebraic Riccati equations in the abstract hyperbolic
case. Nonlinear Anal. 40(1-8), 105-129 (2000)

8. Barbu, V., Gruji¢, Z., Lasiecka, 1., Tuffaha, A.: Existence of the energy-level weak solutions for a nonlinear
fluid-structure interaction model. Contemp. Math. 440, 55-81 (2007)

9. Barbu, V., Gruji¢, Z., Lasiecka, 1., Tuffaha, A.: Smoothness of weak solutions to a nonlinear fluid-structure
interaction model. Indiana Univ. Math. J. 57(3), 1173-1207 (2008)

10. Bensoussan, A., Da Prato, G., Delfour, M., Mitter, S.: Representation and Control of Infinite Dimensional
Systems, 2nd edn. Birkhduser, Boston (2007)

11. Boulakia, M.: Existence of weak solutions for an interaction problem between an elastic structure and a
compressible viscous fluid. J. Math. Pures Appl. 84(11), 1515-1554 (2005)

12. Bucci, E.: Control-theoretic properties of structural acoustic models with thermal effects, I. Singular
estimates. J. Evol. Equ. 7, 387—414 (2007)

13. Bucci, F.: Control-theoretic properties of structural acoustic models with thermal effects, II. Trace regu-
larity results. Appl. Math. 35(3), 305-321 (2008)

14. Bucci, F.,, Lasiecka, I.: Singular estimates and Riccati theory for thermoelastic plate models with boundary
thermal control. Dyn. Contin. Discr. Impuls. Syst. 11, 545-568 (2004)

15. Bucci, F., Lasiecka, I., Triggiani, R.: Singular estimates and uniform stability of coupled systems of
hyperbolic/parabolic PDEs. Abstr. Appl. Anal. 7(4), 169-236 (2002)

16. Coutand, D., Shkoller, S.: Motion of an elastic solid inside an incompressible viscous fluid. Arch. Ration.
Mech. Anal. 176(1), 25-102 (2005)

17. Du, Q., Gunzburger, M.D., Hou, L.S., Lee, J.: Analysis of a linear fluid-structure interaction problem.
Discr. Contin. Dyn. Syst. 9(3), 633-650 (2003)

18. Feireisl, E.: On the motion of rigid bodies in a viscous incompressible fluid. J. Evol. Equ. 3(3), 419—
441 (2003)

19. Flandoli, F., Lasiecka, 1., Triggiani, R.: Algebraic Riccati equations with nonsmoothing observation aris-
ing in hyperbolic and Euler-Bernoulli boundary control problems. Ann. Math. Pura Appl. 153(4), 307—
382 (1988)

20. Kukavica, 1., Tuffaha, A., Ziane, M.: Strong solutions to a nonlinear fluid structure interaction system. J.
Differ. Eq. 247(5), 1452-1478 (2009)

21. Lasiecka, I.: Mathematical Control Theory of Coupled Systems. In: CBMS-NSF Regional Conference
Series in Applied Mathematics, vol. 75. Society for Industrial and Applied Mathematics (SIAM), Phila-
delphia (2002)

22. Lasiecka, I.: Optimal control problems and Riccati equations for systems with unbounded controls and
partially analytic generators. Applications to Boundary and Point control problems. In: Functional Ana-
lytic Methods for Evolution Equations, pp. 313-369, Lecture Notes in Mathematics, 1855. Springer,
Berlin (2004)

23. Lasiecka, I., Triggiani, R.: Control Theory for Partial Differential Equations: Continuous and Approxi-
mation Theories. I. Abstract Parabolic Systems; II. Abstract Hyperbolic-like Systems over a Finite Time

@ Springer



Optimal boundary control with critical penalization for a PDE model 235

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

Horizon. Encyclopedia of Mathematics and its Applications, pp. 74—75. Cambridge University Press,
Cambridge (2000)

Lasiecka, I., Triggiani, R.: Optimal control and differential Riccati equations under singular estimates for
¢! B in the absence of analyticity. In: Advances in Dynamics and Control, pp. 270-307, Nonlinear Syst.
Aviat. Aerosp. Aeronaut. Astronaut., vol. 2. Chapman & Hall/CRC, Boca Raton, FL (2004)

Lasiecka, I., Tuffaha, A.: Riccati equations for the Bolza problem arising in boundary/point control prob-
lems governed by Cq semigroups satisfying a singular estimate. J. Optim. Theory Appl. 136(2), 229—
246 (2008)

Lasiecka, 1., Tuffaha, A.: Riccati theory and singular estimates for Bolza control problem arising in
linearized fluid structure interactions. Syst. Control Lett. 58, 499-509 (2009)

Lions, J.-L.: Quelques méthodes de résolution des problémes aux limites non linéaires. Dunod, Gauthier-
Villars, Paris (1969)

Lions, J.-L., Magenes, E.: Non-Homogeneous Boundary Value Problems and Applications, vol.
I. Springer, Berlin (1972)

Moubachir, M., Zolésio, J.-P.: Moving Shape Analysis and Control. Applications to Fluid Structure
Interactions. Chapman & Hall/CRC, Boca Raton (2006)

Quarteroni, A., Formaggia, L.: Mathematical modelling and numerical simulation of the cardiovascular
system. Handbook of Numerical Analysis, vol. XII, pp. 3-127. North-Holland, Amsterdam (2004)

San Martin, J.A., Starovoitov, V., Tucsnak, M.: Global weak solutions for the two-dimensional motion of
several rigid bodies in an incompressible viscous fluid. Arch. Ration. Mech. Anal. 161(2), 113-147 (2002)
Triggiani, R.: The algebraic Riccati equation with unbounded control operator: the abstract hyperbolic
case revisited. Contemp. Math. 209, 315-338 (1997)

Weiss, G., Zwart, H.: An example in linear quadratic optimal control. Syst. Control Lett. 33(5), 339—
349 (1998)

@ Springer



	Optimal boundary control with critical penalizationfor a PDE model of fluid--solid interactions
	Abstract
	1 Introduction
	2 The PDE model, statement of main results
	2.1 Variational and semigroup formulation
	2.2 Statement of the main results

	3 Proof of the trace regularity results
	4 Proof of Theorem 2.6
	Acknowledgements


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /SyntheticBoldness 1.00
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org?)
  /PDFXTrapped /False

  /Description <<
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e00670065007200200061006e006400200049006d007000720065007300730065006400200047006d00620048>
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [5952.756 8418.897]
>> setpagedevice


