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Abstract We construct heteroclinic the global minimizers of a nonlocal free en-
ergy functional that van der Waals derived in 1893. We study the case where the
nonlocality satisfies only a weakened type of ellipticity, which precludes the use
of comparison methods. In the interesting case when the local part of the energy
is nonconvex, we construct a classical the global minimizer by studying a relaxed
functional corresponding to the convexification of the local part and exclude the
possibility of minimizers of the relaxed functional having rapid oscillations. We
also construct examples where the global minimizer is not monotonic.

1 Introduction

We construct a global minimizer of a nonlocal free energy functional

E(u) := 1

4

∫ ∫
R2

J (x − y)(u(x) − u(y))2 dx dy +
∫

R

F(u(x)) dx, (1.1)

in the space u0 + L1 ∩ L∞, where u0 := sgn(x) = ±1 if ±x > 0. Here F is
a double-well potential with equal minima at ±1, e.g., F(s) = 1

4 (s2 − 1)2. The
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double integral term in (1.1), with an even kernel J , such that
∫
R

J > 0, replaces
the more common 1

2

∫
R

u′(x)2 dx used, e.g., in the Ginzburg–Landau or Allen-
Cahn [3] functional. The free energy (1.1) was postulated and studied (for the
case J ≥ 0) by Bates et al. [4]. Later it is derived as the Helmholtz free energy of
a continuous spin system by Bates and Chmaj [6], where before rescaling to move
the minima to ±1, the double well potential is identified as

T k
{
(1 + u) log(1 + u) + (1 − u) log(1 − u)

}
− q u2, u ∈ (−1, 1) (1.2)

where T is the absolute temperature, k is Boltzmann’s constant and q is a positive
constant.

Without loss of generality, let
∫
R

J = 1. Then, with f ≡ F ′, the Euler–
Language equation for critical points of E(u) can be written as

J � u = u + f (u). (1.3)

Since the convolution J � u is continuous, monotonicity of u + f (u), or equiv-
alently, convexity of 1

2 u2 the convolution F(u), implies continuity of any mini-
mizer. As demonstrated in [4, 5, 11], non-convexity leads to discontinuous global
minimizers of (1.1).

For the particular potential (1.2), one sees that in the case q > 1/2 there are
two critical temperatures 0 < T1 < T2, such that (i) F is a double well potential
if and only if 0 < T < T2, (ii) 1

2 u2 + F(u) is convex if and only if T > T1.
In this sense, phase transition can be divided into two types depending on the
temperature.

At this moment, we would like to point out that van der Waals suggested a
free energy of the form (1.1) in the study of capillarity in 1893 [31]. The fea-
ture of two critical temperatures was also speculated upon by van der Waals as
he discussed the possibility of continuous and discontinuous phase transitions
([31, Sect. 15]). Van der Waals also expanded the interaction term in (1.1) in Tay-
lor series and considered the first order truncation so the interaction energy (the
double integral in (1.1)) is replaced by c1

∫
R

u2
x dx where c1 = 1

4

∫
R

J (η)η2 dη,
giving the Ginzburg–Landau energy. This type of expansion is quite common
in the literature (e.g. [10, 34, 35]). van der Waals demonstrated that such trun-
cated free energy (i.e. the Ginzburg–Landau energy) accurately measures some
chemical and physical quantities [30, 32]. It is known that the Ginzburg–Landau
energy admits only smooth solutions. Nonetheless, van der Waals observed and
tried to explain phenomena where phases are transited in a discontinuous (abrupt)
manner.

The interaction strength J , sometimes called the intermolecular potential (see
[35]) is represented as J = J AA + J B B − 2J AB in the derivation in [6], where
J i j ’s are Ising energies of interaction between spins i and j . All J i j ’s may be
positive but the effective J could change sign. Moreover, it is not unthinkable that
any of the J i j ’s also change sign themselves. Such a situation arises e.g., in some
colloidal systems, where macromolecules self-attract within one spatial range, but
repel at other distances [24]. Thus in general, J clearly can change sign, which is
the case studied in this work. For example, J can have a “mexican-hat” shape, a
situation that also arises in some biological systems [18].
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There is a growing literature on (1.1) and various related evolution equations,
including [1, 2, 4–6, 8, 9, 11, 12, 14, 16, 17, 19, 20, 23, 26, 27, 30, 36].

The problem on a torus with quite general periodic and integrable J was con-
sidered in the work of Comets et al. [16] which was brought to our attention by the
referee. Assuming also that F is even and 1

2 s2 + F(s) is convex, they found peri-
odic non-constant solutions, by studying the linearized operator around the trivial
solution u ≡ 0 and using bifurcation methods.

If J ≥ 0, a monotone global minimizer of (1.1) can be constructed using
monotone rearrangements [1]; see also [4, 5, 11].

In this paper, we consider the case that J can change sign and that solutions
are not small perturbations of trivial solutions. As none of the tools in [1, 16] seem
to apply here, we shall assume a weakened type of ellipticity, namely, max Ĵ (ξ) =
J (0) = 1, where Ĵ is the Fourier transform of J defined by

Ĵ (ξ) =
∫

R

eiξ z J (z) dz =
∫

R

cos(ξ z)J (z) dz.

This weak ellipticity, although it does not imply a comparison principle, assures
that (1.1) is bounded below by 0; see Lemma 3.1.

Our construction below uses convexity and duality arguments. Since J ∗ u is
continuous, (1.3) implies that u is discontinuous when 1

2 s2 + F(s) is not convex in
(−1, 1). In this case, to ensure that minimizing sequences do not oscillate rapidly
to give a Young measure type limit, we add an additional assumption that J (0) >
0. We remark that in the derivation given in [6], the absolute temperature T of
the Helmholtz free energy is built into the function F . When this temperature is
sufficiently low, 1

2 s2 + F(s) becomes non-convex. Indeed, we show in Sect. 8 that
when T is sufficiently small, any global minimizer is not monotonic for certain
type of J ′s.

For convenience, we work with the space u0 + L1 ∩ L∞. However, the min-
imizer constructed is also a global minimizer of (1.1) in the space u0 + L2; see
Theorem 4 in Sect. 6. On the other hand, we have no idea about the uniqueness of
global minimizers.

The framework of our proof is similar in style to that of [7]. There we con-
structed a heteroclinic global minimizer of the lattice version of (1.1). However,
the discrete nature of the problem provided some compactness of minimizing se-
quences, and made the construction simpler.

We would like to point out some interesting aspects of (1.1). Note that since
there is no gradient term in (1.1), the underlying space is not restricted to dif-
ferentiable functions and critical points are possibly discontinuous functions. In
[11] and in more generality in [5], the authors found families of solutions of (1.3),
discontinuous along arbitrarily prescribed interfaces, which are seemingly stable,
since the formal second variation is positive. These states form continua in L2 but
the energy is not constant on these continua.

This phenomenon is reminiscent of Whitney’s example [33] (which was
brought to our attention by L.C. Evans). However, the majority of these solutions
of (1.3) are not critical points of (1.1) in u0 + L1, which we believe to be a more
natural space in which to consider variations.

Consequently, the L2 gradient flow may not be the most interesting evolution
for (1.1) when 1

2 u2 + F(u) is non-convex, since its mechanism is such that very
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often the solution of the Cauchy problem converges to a member of the continuum
that is not a local minimum of the energy [5, 11, 20, 34]. We leave it here as an
open question to find a local well-posed evolution which would in general lead
to a critical point of (1.1) in L1 (note that a critical point in the L2 sense is not
necessarily one in the L1 sense).

2 Main result

We make the following assumptions.
(J) J ∈ L∞(R), J (z) = J (−z) for all z > 0,

∫ ∞
0 z|J (z)| dz < ∞, and

∫
R

J (z) dz = 1 ≥
∫

R

eiξ z J (z) dz ∀ξ ∈ R. (2.1)

(F) F ∈ C1(R), F(±1) = 0 < F(s) for all s 
= ±1, and lim|s|→∞ F(s)
s2 = ∞.

Let f = F ′. One of the following holds:
(A1) s → g(s) := f (s) + s is nondecreasing, or
(A2) J (0) > 0 and

∫
R

|J ′(z)| dz < ∞.

Theorem 1 Assume (J), (F), and (A1) or (A2). Then (1.1) admits a global mini-
mizer u in the space u0 + L1 ∩ L∞ and in u0 + L2.

If g is strictly increasing, u is continuous.
If g is not strictly increasing and (A2) holds, then u is not continuous, but has

only jump discontinuities. If we further assume that g has only a finite number of
decreasing parts, then the total number of jumps of u is finite.

Remark 2.1 The regularity assumption F ∈ C1 can be weakened by the assump-
tion that F is Lipschitz. The proof, which is omitted here, follows by taking the
limit of a sequence of global minimizers of regularized problems.

Also, the regularity assumption J ′ ∈ L1(R) in (A2) can be weakened by the
assumption that J has bounded variation and J (0+) > 0. That J has bounded
variation implies that v := J � u is Lipschitz continuous, and hence differentiable
almost everywhere allowing our proof of existence to proceed. This generalization
allows piecewise constant J ’s.

Remark 2.2 As an example of an interaction satisfying (J) and in particular in-
equality (2.1) with J changing sign, let us take J (x) = A(r1e−p1|x | − r2e−p2|x |),
where r1, p1, r2, p2 > 0 and A = p1 p2

2r1 p2−2r2 p1
(so that

∫
J = 1). Note that

Ĵ (ξ) :=
∫

R

eiξ z J (z) dz = A

(
2r1 p1

p2
1 + ξ2

− 2r2 p2

p2
2 + ξ2

)
.

We calculate that

Ĵ (0) − Ĵ (ξ) = 2Aξ2

p1 p2
×

ξ2
(

r2
p2

− r1
p1

)
+ p2

1r2
p2

− p2
2r1
p1(

p2
1 + ξ2

)(
p2

2 + ξ2
)

thus (2.1) is satisfied if and only if r1
r2

>
p1
p2

and r1
r2

>
p3

1
p3

2
. Note that J has a mexican hat

shape if p1 > p2, in which case (2.1) is satisfied if and only if r1
r2

>
p3

1
p3

2
. In a similar
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way, if we consider J (x) = A(r1e−(p1x)2 − r2e−(p2x)2
), then J has a mexican hat

shape if p1 > p2 and it can be shown that (2.1) is satisfied if and only if r1
r2

>
p3

1
p3

2
.

The proof of Theorem 1 is organized as follows. In Sect. 3 we discuss some
properties of (1.1). In particular, (J) implies that the energy E in (1.1) is bounded
below by 0. In Sect. 4 we study the convexified energy E∗, defined by exchanging
the local part G(s) := s2

2 +F(s) of the energy density of E with its convexifica-
tion G∗. As we show below, it turns out that E and the modified energy E∗ have
the same infimum. This suggests that it might suffice to restrict our attention to
minimizing E∗, which is a problem easier than minimizing E . In Sect. 5 we prove
Theorem 2 which states that there exists a minimizer of E∗ in an appropriate space.
Theorem 1 then follows from Theorem 2 if G is convex. In Sect. 6 we prove Theo-
rem 3 which states that if G is nonconvex and (A2) holds then the minimizer of E∗
constructed in Theorem 2 is also a minimizer of E . This is accomplished by show-
ing that the minimizer of has jump discontinuities at the convexification points of
G∗ (this corresponds to the result in [4]). In this case, Theorem 1 follows from
Theorem 3. In Sect. 7 we consider the case where the wells of F are of unequal
depth and in that case show that traveling waves exist when the interaction J has
sufficiently large amplitude and has sufficiently short essential range. Finally in
Sect. 8 we provide an example where global minimizers are non-monotonic.

3 The energy

For convenience, we introduce the bilinear form

E(u, v) := 1

4

∫ ∫
R2

J (x − y)(u(x) − u(y))(v(x) − v(y)) dx dy.

Then

E(u) =
∫

R

F(u) dx + E(u, u) =
∫

R

{
G(u) − 1

2
u J � u

}
dx, (3.1)

where

G(s) := F(s) + 1

2
s2.

We use u0 + L1 ∩ L∞ to denote the affine space {u0 +φ|φ ∈ L1(R)∩ L∞(R)}
and R u0 ⊕ L1 ∩ L∞ the space {cu0 + φ|c ∈ R, φ ∈ L1 ∩ L∞} where

u0(x) :=
{

1 if x > 0,

−1 if x ≤ 0.

Lemma 3.1 (Positivity of energy) The bilinear form E(·, ·) is a semi-positive
definite symmetric form on Ru0 ⊕ L2. Consequently,

0 ≤
∫

R

F(u) dx ≤ E(u) < ∞ ∀u ∈ Ru0 ⊕ L1 ∩ L∞.
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Lemma 3.2 (Energy decomposition) Assume u ∈ u0 + L1 ∩ L∞ and x0 ∈ R.
For both the “+” and “−” sign, define

ur± :=
{±1 if x ≤ x0,

u(x) if x > x0,
ul± :=

{
u(x) if x ≤ x0,

±1 if x > x0.

Then for all � > 0,

E(ur±) + E(ul±) ≤ E(u) + ‖J‖L1

2

∫ x0+�

x0−�

(u ∓ 1)2 dx

+ ‖u ∓ 1‖2
L∞

∫ ∞

�

(z − �)|J (z)| dz.

Lemma 3.3 (Variation of energy) For u ∈ u0 + L1 ∩ L∞ and φ ∈ L1 ∩ L∞,

E(u) − E(u − φ) =
∫

R

{
G(u) − G(u − φ) − φ

[
J � u − 1

2
J � φ

]}
dx .

Lemma 3.4 (An L∞ bound) Let M0 be a constant such that

G(s) − G(0) > s2 ‖J‖L1 for all |s| ≥ M0.

Then for each u ∈ u0 + L1 ∩ L∞,

E(ũ) ≤ E(u) where ũ = uχ{|u|≤M0}.

Here and in the sequel, χI represents the characteristic function of the set I ;
namely χI (x) = 1 if x ∈ I and = 0 otherwise.

Proof of Lemma 3.1 Since it is of independent interest, we first study E(u, v).
Write u = c1u0 + φ1 and v = c2u0 + φ2, and denote by φ̂(ξ) = ∫

R
eiξ xφ(x) dx

the Fourier Transform of φ. Then, by Plancherel’s identity,

E(u, v) = 1

4

∫
R

J (z)
∫

R

(u(x − z) − u(x))(v(x − z) − v(x)) dx dz

= π

2

∫
R

∫
R

J (z)[1−eiξ z][1−e−iξ z]
{

c1

iξ
+ φ̂1(ξ)

} {
c2

−iξ
+ ¯̂

φ2(ξ)

}
dξ dz

= π

∫
R

[1 − Ĵ (ξ)]
{

c1

iξ
+ φ̂1(ξ)

} {
c2

−iξ
+ ¯̂

φ2(ξ)

}
dξ.

Here we remark that the integral is uniformly convergent since Ĵ (ξ) =∫
R

cos(ξ z)J (z) and

∫
R

1 − Ĵ (ξ)

|ξ2| dξ =
∫

R

1 − cos η

η2
dη

∫
R

|z|J (z) dz.

Since Ĵ (ξ) ≤ 1 for all ξ , we see that 0 ≤ E(u, u) < ∞ for all u ∈ Ru0 ⊕ L2. �
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Remark 3.1 From the expression of E(u, v), one sees that Ĵ (0) = max Ĵ is also
a necessary condition for E to be semi-positive definite. Since if Ĵ > 1 on (a, b),
then E(φ, φ) < 0 for any φ being the Fourier inverse transform of a non-trivial
function supported in (a, b).

Proof of Lemma 3.2 Clearly,
∫
R

F(u) dx = ∫
R

F(ur±) dx + ∫
R

F(ul±) dx .

Denoting vr = ur± ∓ 1 and vl = ul± ∓ 1. Then u = vr + vl ∓ 1. Hence,

E(u, u) = E(vr , vr ) + E(vl , vl) + 2E(vr , vl)

= E(ur±, ur±) + E(ul±, ul±) + 2E(vr , vl).

Noting that vrvl ≡ 0, we obtain

−2E(vr , vl) = −1

2

∫ ∫
R2

J (x − y)(vr (x) − vr (y))(vl(x) − vl(y)) dx dy

=
∫ ∫

R2
J (x − y)vr (x)vl(y) dx dy

≤ 1

2

∫ ∞

x0

dx
∫ x0

−∞
|J (x − y)|{vr (x)2 + vl(y)2} dy

≤ 1

2
‖J‖L1

∫ x0+�

x0−�

(u ∓ 1)2 dx + ‖u ∓ 1‖2
L∞

∫ ∞

�

(z − �)|J (z)| dz

for each � > 0, where we have used
∫ ∞

x0+�
dx

∫ x0
−∞ |J (x − y)| dy =∫ ∞

x0
dx

∫ x0−�

−∞ |J (x − y)| dy = ∫ ∞
�

(z − �)|J (z)| dz. The assertion of the lemma
thus follows. �

Proof of Lemma 3.3 The assertion follows from the second expression for E in
(3.1). �

Proof of Lemma 3.4. Let ε > 0 be a small positive constant such that

G(s) − G(0) ≥ |s|(|s| + ε)‖J‖L1 ∀ |s| ≥ M0 − ε.

Set M = ‖u‖L∞ and assume that M ≥ M0. Define u1 = uχ{|u|<M−ε}. Then

E(u) − E(u1) =
∫

|u|≥M−ε

{
G(u) − G(0) − u J �

u + u1

2

}
dx ≥ 0

since ‖J � u+u1

2 ‖L∞ ≤ ‖J‖L1 M . Replacing u by u1 one can continue the process
to show, for uk = uχ{|u|<M−kε}, that E(uk) ≤ E(uk−1) provided M − kε ≥ M0.
Hence, after a finite number of steps, we obtain the assertion of the lemma. �
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4 Convexification

If G is nonconvex, we define its convexification G∗ by

G∗(s) := sup{a + bs |G(u) ≥ a + bu ∀u ∈ R} ∀s ∈ R, (4.1)

F∗(s) := G∗(s) − 1

2
s2 ∀s ∈ R, (4.2)

E∗(u) :=
∫

R

F∗(u) dx + E(u, u) =
∫

R

(
G∗(u) − 1

2
u J � u

)
dx . (4.3)

Lemma 4.1 (Properties of the convexification) The function G∗ is convex and
has a continuous derivative g∗(s) := d

ds G∗(s). In addition, the following holds:

(i) For every s ∈ R, there exist unique s̄ ≥ s and s ≤ s such that

G(s) = G∗(s), G(s̄) = G∗(s̄), g∗(u) = g(s) = g(s̄) ∀u ∈ [s, s̄],
∫ u

s
(g(s) − g(s))ds




≥ 0 if u ∈ [s, s̄),

= 0 if u = s̄,

> 0 otherwise.

(ii) F∗(±1) = 0 < F∗(u) for all u 
= ±1 and with s = ±1, s = s̄ = ±1.

The following result, though it is not needed in our proof of the main theorem,
provides us with the rationale to work with E∗.

Lemma 4.2 (Equivalency of the minimization for the two energies) Let

e := inf
u∈u0+L1∩L∞

E(u), e∗ := inf
u∈u0+L1∩L∞

E∗(u).

Then e = e∗.

Proof of Lemma 4.1 For a super–linear function, G in our case, its dual (Legendre
transform) is defined by

H(β) = max{βs − G(s)|s ∈ R} ∀β ∈ R.

The Duality Principle, a fundamental theorem in optimality theory, says that (i)
the dual is convex, and (ii) the dual of the dual of a convex function is itself. We
use the idea from the proof of this principle for our assertion.

Step 1 For each β ∈ R, we define

s(β) := min{s |βs − G(s) = H(β)}, s̄(β) := max{s |βs − G(s) = H(β)}.
Then g(s) = g(s̄) = β. Also,

∫ u

s
(g(s) − β) ds = G(u) − [βu − H(β)]




> 0 if u ∈ R \ [s, s̄],
≥ 0 if u ∈ [s, s̄],
= 0 if u = s or u = s̄.

(4.4)
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Step 2 If β2 > β1, then s(β2)β2 − H(β2) = G(s(β2)) > s(β2)β1 − H(β1) and
s̄(β1)β1 − H(β1) = G(s̄(β1)) > s̄(β1)β2 − H(β2). This implies that

s̄(β2) ≥ s(β2) >
H(β2) − H(β1)

β2 − β1
> s̄(β1) ≥ s(β1).

Therefore, H(·) is a Lipschitz continuous and strictly convex function, both
s(·) and s̄(·) are strictly increasing functions, and H ′(β) = s(β) = s̄(β) for all
β ∈ R except possibly a countable set where s < s̄.

Step 3 For each s ∈ R, define b(s) := inf{β|s ≤ s̄(β)}. Then with β = b(s), s =
s(b(s)) and s̄ = s̄(b(s)), we have, in view of (4.4), that G∗(u) = βu − H(β)
for all u ∈ [s, s̄] � s. Since G(u) ≥ G∗(u) ≥ βu − H(β) for all u ∈ R, we
see that G∗ is differentiable at every point u ∈ [s, s̄] and g∗(s) = g∗(u) =
d

du G∗(u) = β = b(s) for all u ∈ [s, s̄].
Since s̄(·) is strictly monotonic, s → b(s) is continuous and non-decreasing.

Thus, g∗ is continuous and non-decreasing, and G∗ is convex. The rest of the
first assertion follows from (4.4).

Step 4. Finally, using F(±1) = 0 < F(u) for all u 
= ±1, one concludes that
G(u) > 1

2 u2 for all u 
= ±1. Hence, G∗(±1) = 1
2 and G∗(u) > 1

2 u2 for all
u 
= ±1. That is, F∗(±1) = 0 and F∗(u) > 0 for all u 
= ±1. This completes
the proof (see [22, 25] for different proofs). �

Proof of Lemma 4.2 As G∗ ≤ G, e∗ ≤ e. We now show that e∗ ≥ e.
Let ε > 0 be arbitrarily fixed, and u ∈ u0 + L1 ∩ L∞ be such that E∗(u) ≤

e∗ + ε.
By Lemma 3.4, we can assume ‖u‖L∞ ≤ M0. Also, by the energy decompo-

sition Lemma 3.2, and the fact that u − u0 ∈ L1, we can find u1 such that u1 − u0
has compact support and E∗(u1) ≤ E∗(u) + ε. We then can approximate u1 by a
piecewise constant function u2 such that E∗(u2) ≤ E∗(u1) + ε. We write

u2 = −χ(−∞,a0)] +
n−1∑
i=0

siχ(ai ,ai+1] + χ(an ,∞).

For each i = 0, 1, . . . , n − 1, we define ζi (z) as follows.

(1) When G(si ) = G∗(si ), we define ζi (z) ≡ 1.
(2) Suppose G(si ) > G∗(si ). Let si ∈ [si , s̄i ], the maximal interval where G∗ is

linear. Then G∗(si ) = G(si ), G∗(s̄i ) = G(s̄i ) and there exist θi ∈ (0, 1) such
that

si = θi si + (1 − θi )s̄i , G∗(s) = θi G(si ) + (1 − θi )G(s̄i ).

We define ζi (z) = si for z ∈ (0, θi (ai+1 − ai )] and ζi (z) = s̄i for z ∈ (θi (ai+1 −
ai ), ai+1 − ai ] and extend ζi as a periodic function on R with period ai+1 − ai .
For each positive integer k, we now define

uk(x) = −χ(−∞,a0] +
n∑

i=0

ζi (k[x − ai ])χ(ai ,ai+1] + χ(an ,∞).
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Note that
∫
R
[G(uk) − G∗(u2)] dx = 0 for each integer k. Hence,

E(uk) − E∗(u) = 1

2

∫
R

(uk + u2)J � (uk − u2) dx .

Note that as k → ∞, uk −→ u2 weakly in L2(R), so that J � (uk − u2) −→ 0 in
C([a0, an]). Thus, for some k large enough, E(uk) ≤ E∗(u2) + ε ≤ e∗ + 4ε. This
implies e ≤ e∗ + 4ε. As ε is arbitrary, we conclude that e = e∗. �

5 The minimization

Lemma 5.1 (Compactness of a minimizing sequence) There exists u ∈ L∞ and
a sequence {u j }∞j=1 in u0 + L1 with ‖u j‖L∞ ≤ M0 for all j ≥ 1, such that as
j → ∞,

(1) E∗(u j ) −→ e∗,
(2) u j −→ u weakly in L2([−�, �]) for all � > 0,
(3) v j := J � u j −→ v := J � u in C([−�, �]) for all � > 0,
(4) 0 = v(0) = v j (0) for all j ≥ 1.

Lemma 5.2 (Strong convergence) Denote {s : g∗(s) = v(x)} := [u(x), ū(x)]
for all x ∈ R.

(1) For each � > 0, lim j→∞
∫ �

−�
dist(u j (x), [u(x), ū(x)]) dx = 0,

(2) For a.e. x ∈ R, u(x) ∈ [u(x), ū(x)] and g∗(u(x)) = v(x) = J � u(x),
(3) η0 := lim inf j→∞

∫ 1
−1 F∗(u j (x)) dx > 0,

(4)
∫
R

F∗(u(x)) dx ≤ e∗.

Theorem 2 After redefining u on a set of measure zero,

g∗(u(x)) = J � u(x) on R, lim
x→±∞ u(x) = ±1, (5.1)

∫
R

{
G∗(u) − G∗(u − φ) − φ

[
J � u − 1

2
J � φ

]}
dx ≤ 0 (5.2)

for all φ ∈ L1 ∩ L∞.

Note that if g is non-decreasing, then G∗ = G and Theorem 1 follows from
Theorem 2.

Proof of Lemma 5.1 Since e∗ ≥ 0, there exists a minimizing sequence {u j }∞j=1.
By Lemma 3.4, we may assume that ‖u j‖L∞ ≤ M0 for all j ≥ 1. Since J ∈
L1 ∩ L∞, we see that {v j := J � u j }∞j=1 is an equicontinuous family. As u j ∈
u0 + L1, we see that limx→±∞ v j (x) = ±1. Hence by shifting, we can assume
that v j (0) = 0. Up to a subsequence, the assertion of the lemma then follows from
the weak compactness of balls in L2 and Arzela-Ascoli’s theorem. �



van Der waals model with indefinite interactions 271

Proof of Lemma 5.2

(1) Let ε ∈ (0, 1) and � > 0 be arbitrarily fixed. Let n � 1 be an integer. Set

ρ(ε) = min{H(β) − βs + G∗(s) : |β|
≤ M0‖J‖L1, s 
∈ [s(β) − ε, s̄(β) + ε]} > 0,

I ε
j = {x ∈ [−�, �] : dist (u j (x), [u(x), ū(x)]) > ε},

I k
j = I ε

j ∩
[

k�

n
,
(k + 1)�

n

]
∀ k = −n, . . . , n − 1,

uk
j = u jχR\I k

j
+ u(x)χI k

j
∀ k = −n, . . . , n − 1.

Then

n−1∑
k=−n

{
E∗(u j ) − E∗(uk

j

)} −
∫

I ε
j

{G∗(u j ) − G∗(u) − v j (u j − u)} dx

= 1

2

n−1∑
k=−n

∫
I k

j

∫
I k

j

J (x − y)(u j (x) − u(x))(u j (y) − u(y)) dx dy

≥ −2‖J‖L∞ M1

n−1∑
k=−n

|I k
j |2 ≥ −�2 M1‖J‖L∞

n
,

where M1 = M2
0 + 2M0||u||L∞ + ||u||2L∞ . Note that E(uk

j ) ≥ e∗, and on the
set I ε

j , G∗(u j )− G∗(u) ≥ ρ(ε)+ g∗(u)(u j − u). Hence, using g∗(u) = v we
have

2n{E∗(u j ) − e∗} ≥ ρ(ε)
∣∣I ε

j

∣∣ −
∫

I ε
j

(v − v j )(u − u j ) dx − 2�2 M1‖J‖L∞

n
.

Sending j → ∞ we then obtain

lim sup
j→∞

|I ε
j | ≤ 2�2 M1‖J‖L∞

nρ(ε)
.

Sending n → ∞ we then obtain lim sup j→∞ |I ε
j | = 0. As ε > 0 is arbitrary,

the first assertion of the lemma thus follows.
(2) Since u j → u weakly in L2

loc(R), we see from (1) that u ∈ [u, ū] a.e. on R.
As g∗(s) = v(x) for all s ∈ [u(x), ū(x)], we have g∗(u) = v = J � u a.e. on
R.

(3) Since v is continuous and v(0) = 0, there exists ε > 0 such that
[u(x), ū(x)] ⊂ [−1 + ε, 1 − ε] for all x ∈ [−ε, ε]. The first assertion (1)
then implies that
lim inf j→∞

∫ ε

−ε
F∗(u j ) dx ≥ 2ε mins∈[−1+ε,1−ε]{F∗(s)} > 0. Thus, η0 > 0.
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(4) For any bounded set I in R, set ũ j = u jχR\I + uχI . We then obtain

∫
I

F∗(u) dx ≤
∫

R

F∗(ũ j ) ≤ E∗(ũ j )

= E∗(u j ) −
∫

I

{
G∗(u j ) − G∗(u)

−
[
v j − 1

2
J � (u j − ũ j )

]
(u j − u)

}
dx

≤ E∗(u j ) −
∫

I

{
g∗(u) − v j + 1

2
J � [(u j − u)χI ]

}
(u j − u) dx

since G∗(u j ) − G∗(u) ≥ g∗(u)(u j − u). Note that u j − u → 0 weakly, v j → v
strongly, and J � [(u j − u)χI ] → 0 strongly. Sending j → ∞ we then see
that

∫
I F∗(u) dx ≤ e∗. Since I is arbitrary, we then obtain

∫
R

F∗(u) dx ≤ e∗. This
completes the proof. �

Proof of Theorem 2. We have shown g∗(u) = J � u. Now we show u(±∞) =
±1. Since (i) v is continuous, (ii) u ∈ [u, ū], (iii) v = ±1 if and only if u = ū =
±1, (iv) F∗(u(x)) = 0 if and only if u(x) = ±1, and (v)

∫ ∞
0 F∗(u) ≤ e∗, we

conclude that one of the following alternatives holds

either lim
x→∞ u(x) = 1 or lim

x→∞ u(x) = −1.

We now show that the second alternative cannot happen, by a contradiction argu-
ment.

Let � > 0 and x0 > 1 + � be constants. Using the energy decomposition with
the “minus” sign, we have

E∗(ur
j

) + E∗(ul
j

) ≤ E∗(u j ) + ‖J‖L1

2

∫ x0+�

x0−�

(u j + 1)2 dx

+ (M0 + 1)2
∫ ∞

�

(z − �)|J (z)| dz.

Note that ur
j ∈ u0 + L1 ∩ L∞ and ul

j = u j for x < x0. Hence E∗(ur
j ) ≥ e∗ and

E∗(ul
j ) ≥ ∫ 1

−1 F∗(u j ) dx . Sending j → ∞ and using Lemma 5.2 we then obtain

η0 ≤ ‖J‖L1

2

∫ x0+�

x0−�

max{(u + 1)2, (ū + 1)2} dx + (M0 + 1)2
∫ ∞

�

(z − �)|J (z)| dz.

Now if limx→∞ u(x) = −1, we can first send x0 → ∞ and then � → ∞ to obtain
η0 ≤ 0, a contradiction. Hence, we must have limx→∞ u(x) = 1.

In a similar manner, we can show that limx→∞ u(x) = −1.



van Der waals model with indefinite interactions 273

To prove the variational inequality (5.3), let φ ∈ L1 ∩ L∞ be arbitrary. For any
bounded set I , set ũ j = u jχR\I + (u − φ)χI . Then

E∗(u j ) − e∗ ≥ E∗(u j ) − E∗(ũ j )

=
∫

I

{
G∗(u j ) − G∗(u − φ) − (u j − u + φ)

[
v j − 1

2
J � (u j − ũ j )

] }
dx

≥
∫

I

{
G∗(u) + v(u j − u) − G∗(u − φ) − (u j − u + φ)

×
(

v j − 1

2
J � ([u j − u + φ]χI )

)}
dx

since G∗(u j ) − G∗(u) ≥ g∗(u)(u j − u) = v(u − u j ). Sending j → ∞ we then
obtain

0 ≥
∫

I

{
G∗(u) − G∗(u − φ) − vφ + 1

2
φ J � [φχI ]

}
dx .

Since φ ∈ L1 and G∗ is C1, the integrand is in L1. Hence, we can let I → R to
conclude the assertion (5.3), which is equivalent to E∗(u) ≤ E∗(u − φ). Thus u is
a global minimizer of E∗ over u0 + L1 ∩ L∞. �

6 Passing from E∗ to E

In this section, we shall assume that g is not monotonic in (−1, 1). Hence, we
assume the alternative condition (A2).

We denote

B := {β|s(β) < s̄(β)}.

Theorem 3 Assume (A2) Let x0 ∈ R be any point.

(1) If v(x0) 
∈ B, then u is continuous at x0, i.e., limx→x0 u(x) = u(x0) =
u(x0) = ū(x0).

(2) If v(x0) ∈ B, then v′(x0) 
= 0 and one of the following holds:
(i) v′(x0) > 0, limx↘x0 u(x) = ū(x0) and limx↗x0 u(x) = u(x0),

(ii) v′(x0) < 0, limx↘x0 u(x) = u(x0) and limx↗x0 u(x) = ū(x0).
(3) u solves J � u = g(u) and E(u) = e = infw∈u0+L1∩L∞ E(w).

Corollary 1 If B has finitely many points, then u has finitely many jumps, occur-
ring exactly at the set {x |v(x) ∈ B}. This concludes the proof of Theorem 1.

Proof of Theorem 3.

(i) If v(x0) 
∈ B, then u(x0) = ū(x0), which implies that limx→x0 ū(x) =
limx→x0 u(x) = u(x0). Thus, u is continuous at x0.

(ii) Assume x0 ∈ B. Since
∫
R

|J ′(z)| dz < ∞, we see that v ∈ C1(R). We now
show that v′(x0) 
= 0.
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Let δ0 > 0 be small such that J (z) = J (0)[1+o(1)] > 1
2 J (0) for all |z| < 2δ0.

Let δ ∈ (0, δ0). Set I = [x0 − δ, x0 + δ]. We define

v+ = δ2 + max{v(x)|x ∈ I }, v− = min{v(x)|x ∈ I } − δ2.

Using (5.3) with φ = (u − s(v−))χI ≥ 0 we obtain

0 ≥
∫

I

{
G∗(u) − G∗(s(v−)) − φv + 1

2
φ J � φ

}
dx .

Since φ ≥ 0, we have

1

2

∫
I
φ J � φ dx ≥ J (0)[1 − o(1)]

2

( ∫
I
φ

)2

.

Also note that

G∗(u) − G∗(u − φ) − vφ ≥ (g∗(u − φ) − v)φ ≥ (v− − v+)φ.

Hence, we obtain

0 ≥ J (0)[1 − o(1)]
2

(∫
I
φ

)2

+ (v− − v+)

∫
I
φ.

This implies that

v+ − v− ≥ J (0)[1 − o(1)]
2

∫
I
φ = J (0)[1 − o(1)]

2

∫
I
(u − s(v−)) dx .

In a similar manner, if we take φ = (u − s̄(v+))χI we can derive

v+ − v− ≥ J (0)[1 − o(1)]
2

∫
I
(s̄(v+) − u) dx .

Adding these two inequalities we then obtain

v+ − v−

2δ
≥ J (0)[1 − o(1)]

4
(s̄(v+) − s(v−)).

Sending δ → 0 we then obtain the estimate

|v′(x0)| ≥ J (0)

4
(ū(x0) − u(x0)). (6.1)

Once we know v′(x0) 
= 0, the second assertion (2) then follows from the lower
semicontinuity of u and ū.

(3) As long as we have (2), we then know that the set of discontinuities is at
most countable. Hence, we have g∗(u) = g(u) for all x ∈ R after we use the left
or right limit of u as its definition at discontinuities. This completes the proof. �

Proof of Corollary 1 The assertion follows from the estimate (6.1) and an open
covering theorem. �

Theorem 4 The minimizer so constructed is also a global minimizer in u0 + L2.
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Proof Denote by u = u0 + φ any one of the minimizers constructed. Here we
provide a brief proof showing that φ ∈ L1 ∩ L∞. From the construction of u, we
see that φ ∈ L∞ and

lim|x |→∞ φ(x) = 0.

For m large enough, set φm = φχ[m,∞). The equation for u then can be written as

( f ′(1) + 1)φm − J � φm = R + N (φm) in R

where N (φm) = f (1+φm)− f ′(1)φm = o(1)φm and R := �(u0+φ−φm)−u0 in
[m, ∞) and R := −J �φm in (−∞, m]. Since

∫ ∞
0 |z J (z)| < ∞, one sees that R ∈

L1(R). Also, since max Ĵ = J (0) = 1, f ′(1) > 0, and J �̂φ = Ĵ φ̂, the operator
ψ → ( f ′(1) + 1)ψ − J � ψ has a bounded inverse from L1 to L1. Hence, for
large enough m, a contraction mapping theorem then shows that φ ∈ L1(m, ∞).
Similarly, one can show that φ ∈ L1((−∞, −m)). Thus, φ ∈ L1 ∩ L∞.

Next we show that u is a global minimizer in u0 + L2. Take an arbitrary w ∈
u0 + L2. Set ψ = u − w. Then ψ ∈ L2 and w = u − ψ . As E(·, ·) is a bounded
bilinear form on u0+L2, we need only consider the case when

∫
R

F(u−ψ) < ∞.
Using cut-off, we can also assume that ψ ∈ L∞. Also, by approximation, we
can assume that ψ is smooth and having compact support. It then follows from
G∗(u) = G(u) a.e. and 0 ≤ G∗(u − ψ) ≤ G(u − ψ) that

E(u) − E(w) ≤ E∗(u) − E∗(u − ψ)

=
∫

R

{
[G∗(u) − G∗(u − ψ) − ψ J � u]

+ 1

2
ψ J � ψ

}
≤ 0.

This completes the proof. �

7 A remark on the case F(−1) �= F(1)

The discussion in this section follows similar lines as the one in [7]. We provide a
short sketch of it.

If we assume F(−1) 
= F(1), then one may look for heteroclinic traveling
waves of the evolution equation

ut = J � u − u − f (u), (7.1)

having the form u(x + ct), with u(±∞) = ±1. Such a problem does not have
a variational formulation, however, a solution can be constructed using a singular
perturbation approach. Namely, we consider a scaling which allows us to pass in
the limit to the local bistable equation. More precisely, we seek traveling waves
having the form u(εx+ct) and solving (7.1) with 1

ε2 (Jε�u−u) instead of J �u−u,
where Jε(x) := 1

ε
J ( x

ε
). Let z := εx + ct . We see that u solves

cu′(z) − 1

ε2
(Jε � u(z) − u(z)) + f (u(z)) = 0, u(±∞) = ±1.
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Below we show that �ευ := 1
ε2 (Jε � u − u) converges in an appropriate sense to

du′′, where d := 1
2

∫
R

z2 J (z) dz > 0. Thus formally, if a solution (cε, uε) of

cu′ − �εu + f (u) = 0, u(±∞) = ±1 (7.2)

exists, it is expected that it converges as ε → 0 to a solution (c0, u0) of the bistable
equation

cu′ − du′′ + f (u) = 0, u(±∞) = ±1,

which has been well studied, see e.g., [21] (in particular c0 
= 0 is unique and
u0 is unique up to translation). This observation motivates one to conjecture that
it might be possible that (c0, u0) can be perturbed to a solution of (7.2). This is
indeed the case, under the following additional assumptions on J .

(J1) J ∈ L∞(R). J (z) = J (−z),
∫
R

z2|J (z)| dz < ∞,
∫
R

z2 J (z) dz > 0, and

∫
R

J (z) dz = 1 ≥
∫

R

eiξ z J (z) dz ∀ξ ∈ R. (7.3)

Remark 7.1 Note that (7.3) implies that Ĵ ′′(0) ≤ 0, where Ĵ (ξ) :=∫
R

eiξ z J (z) dz. This is turn can be written as
∫
R

z2 J (z) dz ≥ 0.

Theorem 5 Assume
∫ 1
−1 f (u)du 
= 0, f ∈ C2(R) has exactly three zeros: −1,

q ∈ (−1, 1) and 1, with f ′(±1) > 0, and J satisfies (J1). Then there exists a
positive constant ε∗ such that for every ε ∈ (0, ε∗), problem (7.2) admits at least
one solution, (cε, uε), which is locally unique in H1(R) up to translation and
which has the property that

lim
ε↘0

(cε, uε) = (c0, u0) in R × H1(R).

The strategy of the proof is to construct an appropriate contraction. The construc-
tion in [7] can be used after we establish the following lemma.

Let, (φ, ψ) := ∫
R

φψ dx .

Lemma 7.1 Let �εφ = ε−2(Jε � φ − φ), where J satisfies (J1). Let d =
1
2

∫
R z2 J (z) dz. Then

(1) for any φ ∈ H2(R), ‖�εφ − dφ′′‖L2 → 0 as ε ↘ 0;
(2) for any φ ∈ H1(R), (�εφ, φ′) = 0;
(3) for any φ, ψ ∈ L2(R), (�εφ, ψ) = (φ, �εψ) and (�εφ, φ) ≤ 0.

Proof (1) Using

φ(x − εy) − φ(x) = −ε

∫ y

0
φ′(x − εt) dt

= −εyφ′(x) + ε2
∫ y

0
(y − t)φ′′(x − εt) dt
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we have

�εφ(x) = 1

ε2

∫
R

J (y)[φ(x − εy) − φ(x)] dy

=
∫

R

J (y)

∫ y

0
(y − t)φ′′(x − εt) dt dy

= dφ′′(x) +
∫

R

J (y)

∫ y

0
(y − t)[φ′′(x − εt) − φ′′(x)] dt dy.

Then

|�εφ(x) − dφ′′(x)|2

≤
[∫

R

|J (y)|(
∫ y

0
|y − t | dt)

1
2 (

∫ y

0
|y − t ||φ′′(x − εt) − φ′′(x)|2 dt)

1
2 dy

]2

≤
(∫

R

y2

2
|J (y)| dy

)(∫
R

|J (y)|
∫ y

0
|y − t ||φ′′(x − εt) − φ′′(x)|2 dt dy

)
.

Thus, setting C := ∫
R

y2

2 |J (y)| dy we get

‖�εφ − dφ′′‖2
L2 ≤ C

∫
R

|J (y)|
∫ y

0
|y − t |

∫
R

|φ′′(x − εt) − φ′′(x)|2 dx dt dy→0

as ε ↘ 0, by the Lebesgue’s Dominated Convergence Theorem.
(2) ε2(�εφ, φ′) = ∫

R

∫
R

Jε(x − y)φ(x)φ′(y) dx dy = ∫
R

∫
R

Jε(z)[φ(y −
z)φ(y)]′ dy dz = 0.

(3) 2πε2(�εφ, φ) = 2π
∫
R
(Jε � φ − φ)φ =∫

R
( Ĵ φ̂− φ̂)

¯̂
φ = ∫

R
( Ĵ − 1)|φ̂|2 ≤ 0.�

8 Non monotonic global minimizers

For a positive parameter ε, we consider global minimizers for E in (1.1) with

F(s) = W (s)

ε
(8.1)

where W is a smooth double-equal-well potential with zeros at ±1, for example,

W (s) = (1 − s2)2.

Theorem 6 There exist an ε0 > 0 and a J satisfying (J), (A2) such that for every
ε ∈ (0, ε0], any global minimizer in u0 + L1 ∩ L∞ to the energy in (1.1) with F(u)
in (8.1) is not monotonic.

Proof In the sequel, O(1) stands for a constant or a function that is bounded uni-
formly in ε ∈ (0, 1]. Also, o(1) represents a constant or a function that approaches
zero uniformly as ε ↘ 0.

For simplicity, we assume that

W ′′(1) = W ′′(−1) = A > 0.
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Then W ′′(u0) = A.
For any small ε > 0, let uε be any one of the global minimizers. Then uε

satisfies the equation

W ′(uε) = ε(J � uε − uε) = O(1)ε (8.2)

since uε is uniformly bounded.
Also, since the convexification of Gε(u) := 1

2 u2 + 1
ε

W (u) approaches 1/2 for
u ∈ (−1, 1), we see that G∗

ε < Gε in (−1+o(1), 1−o(1)). As G∗
ε(u

ε) = Gε(uε),
we see that the range of uε lies in a small neighborhood of {−1, 1}. Equation (8.2)
then implies that |uε| = 1 + O(1)ε.

Now assume that uε is monotonic. By translation, we can assume that uε ≥ 0
in (0,∞) and uε < 0 in (−∞, 0). It then follows that

uε = u0 + φε, ‖φε‖L∞ = O(1)ε.

Writing W ′(uε) = W ′′(u0)φ
ε + O(1)φε2 = Aφε + O(1)φε2 we obtain from

Eq. (8.2) that

Aφε + εφε − εJ � φε = ε(J � u0 − u0) + O(1)φε2.

It then follows that

φε = ε

A
(J � u0 − u0) + O(1)ε2 in L1 ∩ L∞.

Consequently,

1

ε

∫
R

W (uε) = 1

ε

∫
R

{
A

2
+ O(1)ε

}
φε2 = O(ε).

Hence,

E(uε) = E(u0) + O(1)ε. (8.3)

We now provide an upper bound for the minimum energy.
Define

w =
{

1 in (−1, 0) ∪ (1,∞),

−1 in (−∞,−1) ∪ (0, 1).

We shall use the formula

E(u, u) := 1

4

∫
R

dx
∫

R

dy J (x−y)(u(x)−u(y))2 = 1

4

∫ ∞

−∞
J (z)‖u(·+z)−u(·)‖2

L2 dz

to calculate E(u0, u0) and E(w, w).
Direct calculation show that ‖u0(· + z) − u0(·)‖2

L2 = 4|z| and

‖w(· + z) − w(·)‖2
L2 =




12z if z ∈ [0, 1],
4(4 − z) if z ∈ (1, 2],
4z if z ∈ (2, ∞].
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It then follows that

E(u0) − E(w) = −4
∫ ∞

0
J (z)

{
zχ[0,1] + (2 − z)χ[1,2]

}
dz

= 8

π

∫ ∞

0

(cos ξ − 1) Ĵ (ξ) cos ξ

ξ2
dξ =: B( Ĵ ).

It is easy to find a function Ĵ such that (i) B( Ĵ ) > 0 (ii) Ĵ (0) = 1 ≥ Ĵ (ξ) =
Ĵ (−ξ) for all ξ , and (iii) J ∈ C∞(R) and has compact support. The inverse
transform J of Ĵ then satisfies (J), (A2).

With such J , we see that any global minimizer of E in u0 + L1 ∩ L∞ will
satisfy

E(uε) ≤ E(w) = E(u0) − B( Ĵ ).

Clearly, (8.3) is impossible for all small positive ε. Thus, for all small positive ε,
uε is not monotonic. �

Remark 8.1 As u0 is a monotonic rearrangement of w, that B( Ĵ ) > 0 implies that
rearrangement does not always decrease energy; namely, the method of [1] does
not apply here.

Remark 8.2 Making a translation such that inf{x | uε > 0} = 0. Then formally,
as ε ↘ 0,

uε → u0 − 2χS

where S is a subset of [0,∞) having bounded measure. In this case, we can imag-
ine that S is the minimum of the functional

�(S) :=
∫

Sc
dx

∫
S

J (x − y) dy = |S| −
∫ ∫

S×S
J (x − y) dx dy

In would be interesting to investigate the minimizers of the functional �(S), in
the space consisting sets of bounded measures.

In the case when J is non-negative, a trivial solution is that S is an empty set.

Remark 8.3 The process of passing to the limit, as ε → 0, used in this section can
be put in the framework of �-convergence, studied earlier in a more general setting
by Chmaj and Ren [14, 15]. There, local and global minimizers with multiple lay-
ers were constructed, based on information obtained from the �-limit functional
and using matched asymptotics.
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