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Abstract. We study the regularizing effect of perimeter penalties for a problem of optimal
compliance in two dimensions. In particular, we consider minimizers of

E() = J(2) + NQ2| + pH (892)

where
J(Q) = —2inf{%/ﬂAe(u) () — /Ff~u cwe LD(D), uzOonD}.

The sets D C §2, I" C {2, and the force f are given. We show that if we consider only scalar
valued v and constant A, or if we consider the elastic energy |Vu|?, then 042 is C>° away
from where {2 is pinned. In the scalar case, we also show that, for any A of class C' k9 90 is
C**+29 The proofs rely on a notion of weak outward curvature of 942, which we can bound
without considering properties of the minimizing fields, together with a bootstrap argument.

1 Introduction

A standard problem in optimal design is the so—called optimal compliance problem.
The situation is usually the following: an object is fixed on part of its boundary and
a force is exerted on another part of the boundary. One wants to design the object
that best resists this force. One way to measure this stiffness is to compute the total
work of the force at equilibrium, and try to optimize the shape of the object in order
to minimize this work. This criterion is called the compliance. Of course, some
other constraint has to be added, since usually the larger the object, the lower the
compliance. One usually limits the quantity of material available, the idea being to
build the best shape for a given weight. We refer to [3] for a monograph on optimal
design.

In general, the optimal compliance problem has no solution. As was observed
in [13], minimizing sequences of sets tend to homogenize and form complex mix-
tures of void and solid. (A numerical method taking into account this homoge-
nization phenomenon is proposed in [1].) One way around this problem, studied
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for instance in [2,12], consists in penalizing the perimeter of the unknown set. In
this paper we study such an approach, in dimension two, and show the existence
of smooth solutions. Let us mention the fact that the regularity (also in dimension
two) for the problem introduced in [2] has already been established by the second
author in [14].

Note that from an applications point of view, there is no loss of generality in
analyzing the problem with a perimeter penalty, since in practice designs will have
finite perimeter. The problem is then to find the optimal design subject to a con-
straint on perimeter, which is roughly equivalent to including a perimeter penalty.
A numerical method based on this idea is detailed in [4], and gives satisfactory
results.

For technical reasons we show smoothness only for the elastic energy density
|Vu|?, although we believe that the situation should not be very different for a class
of linear elastic energy densities Ae(u) : e(u), which is the subject of future study.

Fig. 1. The unknown domain {2 contains D and F

The setting is similar to the situation described in [8, Sect. 4.1], see Fig. 1.
We fix two open subsets D and E of R?, bounded with Lipschitz-boundary and a
finite number of components (throughout the whole paper the word “component”
designates a “connected component”). D is the set where we impose a Dirichlet
boundary condition on our displacement, whereas the boundary of E contains an
arc (or a finite number of arcs) I" on which the external force will be exerted. An
admissible shape will be an open set {2 O DUF, and an admissible displacement of
the shape 2isau € L2 (£2;R?)suchthate(u) := (Vu+VuT)/2 € L?(£2;52*?)
and u = 0 on D. Here S?*?2 denotes the 3—dimensional vector space of symmetric
matrices. Given such an (2, the elastic equilibrium % of the solid is the minimizer
of the energy

1
— [ Ae(u):e(u) — / fu
2Jo r

where A is the Hooke’s law of the linear elastic material and f € H~'/2(I";R?)
is the external force. If 7 exists, the compliance J({?2) is the work of the force f
under the displacement 7, that is, J({2) = jF f - . One checks easily that in this



C* regularity of the free boundary 79

case, J(£2) = —2 (3 [, Ae(u) : e(w) — [, f-7), so that in general we define

J(Q) = —Zinf{;/QAe(u):e(u) - /Ff-u . we LD(D), uEOOHD}.
()

Here we have introduced the space
LD(2) = {u€ L} (2;R?) : e(u) € L*(2;8%%)};

we also point out that in the integrals over I, u has to be understood as the trace of
u| g on I (this precision is meaningful when some part of I" lies in the interior of
the set £2).

The global criterion we want to minimize is the sum of J and of two terms,
one penalizing the total quantity of material used, which is proportional to |{?|
(the Lebesgue measure of the set (2), and the other penalizing the perimeter of
the design, proportional to H*(942) (the Hausdorff one—dimensional measure, or
length, of 0f2). We introduce thus two positive parameters A, i and define

E(R) = J(2) + NQ| + uH'(09).

For technical reasons, only the results in Sects. 2 and 3 will be valid for the
compliance J as it has been just defined. The general result will hold only in the
scalar case, i.e., when J is defined by

J(02) = —2inf{;/Q |Vu(z)|* de — /Ff(a:)u(gc) dH (z) = uw e LY2(),

uzOonD}7 ()

where f € H~'/?(I"), and the space L'%({2) is defined by
LY (2) = {ue L () : Vue L*(12;R?)}.

We consider scalar—valued u and f, although all our results hold if these are vector—
valued functions, as long as the internal energy is of the form [, o |Vul|?.

In the next section we list some elementary properties of sets {2 with finite
energy, and of the corresponding function . In particular we show that in general
the displacement field u exists, as well as a minimizer {2 for £. We then state our
main result, concerning the regularity of a minimizer {2.

2 Preliminary remarks and main result

We begin by enumerating the following list of remarks:

1. If2C @, J2) > J(2).

2. If £(£2) < o0 and 2\ D has some components that do not intersect E, then
if 2 is the union of D and of the components intersecting F, J(§2') = J({2)
and hence £(2') < £(£2). The set {2’ has at most K components, where K is
the total number of components of D U E.
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. If £(£2) < 400 and all the components of {2 touch D U E, then {2 lies inside

the bounded set {dist (x, DU E) < £(£2)/u}.

CIFE(N) < +o0, then E(N2) < E(2).
. Let&£(f2) < 400 and assume {2 has at most /{ components. Then {2 is bounded.

We will show that if {2 has holes whose area is below a certain threshold, then
filling in these holes reduces the energy. Let (C;)Y., (N € Nor N = +00) be
the components of 2° = R2 \ 2. We assume |C;| > |Cy41] for every i < N.
Let ig > 1 be such that i > ig iff |C;] < 47(u/X)?%. We let

o

2 =QuUY. C;.

1=10
Notice first that 9C; N OC; has at most K — 1 points for every i # j. We have

that 2 = ', ° = U,_, Ci, 82 =,_, 9C;, whereas 32 2 U~ 0C;.
Hence

1<ig 1<ig

N
HH(002) > H(00) + Y HHIC).
Also, 2 ¢ QUULL, C;U02and[902] = 0, hence |2’ = |2+ 21, |C;l.
Since J(£2") < J({2) by remark 1 above, we get

) < A (121+ £, 1) + 1 (H(09) - S, H (0C) + J(2)
= E(Q)+ XL, (ACi = pHY(DC3)).
By the isoperimetric inequality, |C;| < H!(0C;)? /4 for every i, hence

ANCi| = pHY(0C;) < NCi| = 2uv/m/[Cs| = AVICi|(VICi| — 2v/mp/ ),

which is negative if i > i, so that £(§2") < £(§2) unless |C;| > 4m(1u/\)? for
every i.

. We claim that J({2) < +o0 if and only if each component A of {2 such that

ANE # () satisfies either AN D # 0, or [, 7 f =0, and it is equivalent to
the existence of a function « realizing the inf in (2) (or in (1) in the vectorial
case). Indeed, assume AN D = () and o« = [, 7 f # 0. Then, choosing in
problem (2) the function equal to zero in {2’ \ A and to ta, t > 0, on A, we find
that J(£2') > ta?. Sending ¢ to infinity we get J(£2') = +oo.

Now for each component A with A N E # (), we can find a path in A con-
necting all components of D and F intersecting A. There exists a (smooth)
neighborhood of this path that is strictly inside A and such that the union G of
this neighborhood and of A N E has a Lipschitz boundary, that contains I" N A.
If DN A # () we have a Poincaré inequality on G: [, [v]* < ¢ [, |Vv|? for
every v € H'(G) withv = 0 on G N D, so that [, = fv < ¢||[Vvl|2(q) <
c[Vollp2(ay. DN A = 0 and [, 5 f = 0, from the Poincaré inequality
Jolv— f5v* < e[, |Vo|? (here f, v is the average of v on G) we also get
Jrem fo < Vol < el Vol ay.



C* regularity of the free boundary 81

Repeating this argument in every component of (2 intersecting F, we find
that [}, fv < ¢|Vol|p2(g) for every v € L*?(£2). This is enough to get the
compactness of minimizing sequences for problem (2) and hence the existence
of a limit ¥ minimizing the energy. The proof for the vectorial case is not
different. We refer to the proof of [8, Lemma 2] for more details.

If we consider now a minimizing sequence ({2,,),>1 for £, we can assume
without loss of generality that the {2, are all contained in some ball Bg, and

that for all n, {2,, has at most K components, {2, = £2,,, and each component
of 2 has measure at least 47(;2/\)2. In particular, for every n, {2, has at most
|Br|/(47(u/X)?) components, and £2¢ has the same or fewer. We deduce that
we can reproduce the proof in [8, Thm 2] and show that (up to a subsequence),
the complements (2¢ converge in the Hausdorff distance to the complement {2¢
of a set {2 that minimizes the energy £. The semicontinuity of the term H!(9(2,,)
is a consequence of Golab’s theorem [11], which holds because the number of
components of the boundaries 9f2,, is uniformly bounded. By remark 6 above, we
also get the existence of a minimizer u for problem (2) (scalar case) or (1) (vectorial

case).
[e]

From remark 4, we will assume that {2 = (2. Notice that if we introduce as in
remark 5 the components C1, . . ., Cy of £2¢ (that are finite in number), by remarks 2
and 5 we have the properties that 9C; N 9C; has at most K — 1 points for every

i, 7 and that 82 = |1, 8C;. Therefore

N
H(002) = Y HN(IC)) 3)
i=1
and a similar additivity property holds for £2 U C}, for all j.
The following result holds for the scalar case only, which we consider in the
sequel. Notice though that the lemmas in Sect. 3 hold in both the scalar and vectorial
cases.

Theorem 1 02\ D U E is C*.

Remark. In general, 92 \ D U FE is a finite number of smooth curves. Notice
however that one may imagine a set D or E with a pathological boundary so that
this is not true anymore (for instance, if the boundary of D is locally like the graph
of an oscillating function such as ¢ fot sign sin(1/s) ds).

In the next section we first show a basic regularity estimate on the boundary
of £2. Up to some technical details, it states that each point of 0f2 belongs to the
boundary of a disc exterior to {2. Since the radius of this disc is uniformly estimated
(as a function of 1/ \), this external sphere condition can be seen as a weak curvature
bound on the free boundary. This regularity yields regularity of the field w itself,
that is shown in Sect. 4 to be locally Lipschitz up to the boundary. Then, the C*°—
regularity is shown through a bootstrap argument. In the last section we explain how
the proofs need to be adapted in order to treat the case of a nonuniform energy (where
the principal term [, |Vu(x)|? dx is replaced with [, (A (x)Vu(x))-Vu(x) d).
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3 An external sphere condition and its consequences

Lemma 1 There exist two radii v and py such that for every x € 0f2 and every
ball B(x,r) withr <y, if C is the component of {2 N B(x,r) containing x, then
every ball B(y, p) C C¢ with p < po meets OC no more than once.

Fig. 2. By Lemma 1, the small ball touches C' at most in one point

Proof. Fix r > 0 and consider € 942 and the component C of 2 N B(z,7)
containing x. Suppose there exists B(y, p) C C° such that dB(y, p) N IC has at
least two points a and b. We consider the chord [a, b] of length I. We claim that
C°\ [a,b] has at least one bounded component that intersects the ball B(y, p).
Otherwise, choose two points inside B(y, p) on either side of the chord, which are
both in the unbounded component of C°\ [a, b]. These points must be connected
by a path in C°\ [a, b]. The union of this path with the segment joining them is a
Jordan curve in C¢ dividing the plane into two components, one containing ¢ and
the other b, which is impossible since C' is connected.

Let A be a bounded component of C°\ [a, b] that intersects B(y, p) (see Fig. 3).
Notice that its boundary contains the chord [a, b]. Let L = H'(0A) — 1. We will

consider adding the set A to {2, forming 2’ = (2 U A, and comparing the energies
of 2 and 2’ we will deduce from the minimality of 2 lower bounds for 7 and p.
By equation (3), replacing {2 with 2’ reduces the perimeter by exactly L —
H([a,b] \ £2), so that the reduction is at least L — [, while it increases the area
by |A\ 2] < |A]. It also reduces the compliance due to remark 1. Hence, by
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i

d

Fig. 3. Merging the area A with C must increase the energy

minimality of {2 it must be that
p(L—1) < AA. “)

Introducing § = L/l > 1, we can rewrite (4) as I < (A\/u)|A|/(0 — 1). The
isoperimetric inequality yields |A| < (L + )% /4w = (6 + 1)%1% /4, hence

2041\
A< £ (9_1) AP

Since |A| < 72, we find that

2u (0 —1
T2 (9 + 1> ' ©)
If  is small enough, we see that # must be close to 1.

Now, if 6 is close to 1, we introduce the arc of circle of length . = 6l and
with extremities a and b, which lies outside of B(y, p). The area A enclosed by
this arc of circle and the chord [a, ] is the largest area bounded by the chord and a
piece of curve of length L, hence |A| < A. This arc lies on a circle 0B(z, o) and
defines an angle of measure 2, i.e., L = [0 = 20«. If 6 is small enough (in fact,
0 < 7/2), then o < p since z must lie somewhere between y and the middle of
[a,b], and o < 7/2. Since | = 20 sin o, we have (sin ) /o = 1/6. On the other
hand, A = ac? — 0% cosasina = (02/2)(2a — sin 2a), and we deduce from (4)

by 2
2uo(a —sina) < %(2(1 — sin 2a),

N 4p [ a—sina
o> —|———.
P ~ A \ 2« —sin 2«

This quantity approaches its infimum, /2, as o — 0.

hence



84 A. Chambolle, C.J. Larsen

Fix ro < (2u/A)(m — 2) /(7w + 2), so that if r < 1, (5) yields that 0 < 7 /2. If
now we fix pg < p/2X, we getthat p > po. Hence if p < pg, any ball B(y, p) C C¢
can meet C no more than once, and the lemma is proven. ]

Lemma 2 Let v < 21/ X and pg be given by Lemma 1, x € 082, v < ro and C the
component of {2 N B(x,r) containing x. Then at each y € OC there exists a ball
B(z, po) C C€ such that 0B(z, po) N IC = {y}.

Proof. Notice that ro < 2u/\ implies that C' is simply connected, otherwise C¢
would contain components of 2° of measure less than 47 (p/N)?, which is ruled
out by remark 5.

We claim that C is exactly the union U of all balls with radius pg that are
contained in C*. Otherwise, let x € U \ dC. If we choose a sequence x,, — ,
x, € U,thenthereexists forevery naball B(y,, po) C C°containing x,,. The limit
of a subsequence of these balls, in the Hausdorff metric, is a ball B(y, pg) C C¢
with z at its boundary. 0B(y, pp) must intersect JC' exactly once, since if the
intersection were empty we could translate the ball slightly towards = while still
not intersecting C, which would imply z € U.

Let {z} = 0B(y, po) N OC. It must be that (z — y)-(x — y) > 0, otherwise
we can translate the ball as above, implying € U. If we rotate the ball around
x, slightly away from z, we get a new ball that does not touch the boundary of C'
but still has x on its boundary. Translating it towards x as above gives z € U, a
contradiction. Hence 90U C 9C.

Now if x € C¢\ U, there exists a continuous path in C'¢ (which is connected)
connecting x to some point in U, and this path must contain a boundary point in
oU NC*¢, which is not in the boundary of C'. We just showed that this is impossible,
so that U = C* as claimed.

We deduce that OU = 90C, and this shows the lemma. ]

Lemma 3 Let x¢ € 9S2. Then there exists an orthonormal basis 1), v of R?, and a
rectangle Q = {xo +tn+sv : —a<t<a,—0<s<pf}, a,f >0, such that
2N Q has one of the two following representations:

— There exists a Lipschitz function h : (—a, ) — (=0, ) such that 2 N Q =
{zog+tn+sv: —a<t<a —F<s<h(t)} moreover, we may assume
that h has at 0 opposite left and right derivatives, respectively p and —p, with
p = 0.

— There exist two Lipschitz functions hy, hs : (—o, o) = (=5, 3), with h;(0) =
R(0) = 0,1 = 1,2 and hi(t) < ho(t) if t # 0, such that 2 N Q is either
{zo+tn+sv: —a<t<ah(t)<s<hy(t)for{zg+tn+sv:0<
t < Oé,hl(t) <s < hg(t)}

The functions h or hy, ho have left and right derivatives at every point, that are
respectively left and right continuous.

Proof. Choose xq € 012, r < rg, and let C be the component of 2 N B(zg,r)
containing xg, as in Lemmas 1 and 2. For every y € 0C define the set of normal
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vectors n(y) = {v € S* : B(y + pov,po) C C¢}, which is not empty by
Lemma 2. We claim that either n(y) = {—v,v} for a given v € S!, or n(y) is
connected and has measure less than 7. Indeed, if n(y) contains two vectors 14 and
v with v + 15 # 0, for any vector v between v and 15 (i.e., on the shortest path
in S! between these two points), there exists p > 0 such that

B(y + pv,p) C B(y+ povi,po) U B(y + pova, po) C C°.

But then also B(y + pov, po) (otherwise there would exist a radius p’ € [p, po
such that B(y + p'v, p’) meets twice 9C), and v € n(y). If |n(y)| > , the same
argument shows that n(y) = S!, which is impossible since it would yield C' = {y}.

Consider now y € 9C and a sequence (yy,)n>1 C 9C, yp, — y. If v, € n(yn),
we can assume (possibly extracting a subsequence) that v, converges to some v €
St asn — oo. The balls B(y,, +povn, po) C C¢ converge in the Hausdorff distance
to the ball B(y + pov, po), hence this ball is also in C¢ and B(y + pov, po) C C°.
This shows that v € n(y), in particular n(y) is closed.

Additionally, we can show that if n(y) is the arc [11, 1] on S!, and y,, # y for
every n, then the limit v can only be either 14 or v5. Indeed, if we let p,, = 2|y —yn|
and define in B(0,1) 2, = {z € B(0,1) : y+ pnz € 2}, zn = (Yn — Y)/Pns
then up to a subsequence f2,, converges as n — oo to some closed set A 3 0 (in
the Hausdorff distance), z,, converges to some zy € A with |z9| = 1/2, and it is
easy to check that A must be contained simultaneously in {z-11 < 0}, {z-v5 <0},
and {(z — z0)-v < 0}. Hence 29 11 <0, z9-1v2 < 0, and —zp-v < 0, which is
impossible unless v € {vy, 5} since v has to be between vy and v in St.

Fig. 4. In the first case, 2 N Q is a Lipschitz subgraph

Assume first we are in the situation where n(zg) = [v1, v2] (possibly v = 1)
and [n(xg)| < 7 (see Fig. 4). Let v = (v1 + 12)/||v1 + =l and § € (0,v-14).
By the continuity property stated above, there exists 7/ > 0, 7/ < r, such that if
y € B(xg,r")and € € n(y), then §-v > 6. If y € OC N B(xp,r’) and £ € n(y),

then &-v > 6 and xg & B(y + poé, po), hence y & B(xg — po, po). In particular,
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we have that

dC N B(xzg,r") C ﬂ B(zo — po&, po)
gen(y)
yedCNB(xo,r’)
(which excludes at least a small triangle below x(). On the other hand, B(xo +
poV, po) C C°. Hence, choosing ) L v (for instance such that 4 < 0), there exist
a, > 0suchthat Q = {xo+tn+sv : —a<t<a,—f <s<f} C Blxg,1),
{zo+tn+p0v: —a<t<a} CCand{zg+tn—Fv: —a<t<a}l cC.
If now ¢ € (—a, ), the intersection 9C N (xg + tn + (—3, B)v), which is not
empty, contains exactly one point, otherwise for at least one intersection point y
there would exist £ € n(y) with {-v < 0. Defining h(t) by zo +tn+ h(t)v € 0C,

we see that 8’ N @ is the subgraph of & in ). We now show that A is Lipschitz.
Given y = xg + tn + h(t)rv € OC and £ € n(y), the sphere OB(y + po&, po)
has equation (near y) xo + t'n + (¢’ )v with

n o v N 5777 !’ _ _M
(') = h(t) + po(€ )(1 \/1+2p0(§.y)z(t t) pg(g-z/)2>’

and we know that near ¢ we must have h(t') < 1 (¢'). The function ¢ (t') is C'*
near ¢ and its first and second derivatives at ¢’ = ¢ are

2
5'77 " 1 §'77 1 1
P'(t) = —>— and " (t) = 1+ (> = < )
) §v () poé-v §v po(§v)? — pod?
This shows that for every € > 0, there exists a neighborhood of ¢ on which the
function ¢ (') — (1 +£)/(pod®) (¢'*/2) is concave, with

, 1+e\ t'? 1+e) t2 &n  l+e ,
W(t) <p063>2 < (1) <p053)2 (f-v+p063t>(t t).
Since h(t") < ¥(¢') and h(t) = ¥(¢), the last inequality also holds with replacing
1 with h. We deduce that the function h(t) — (1 + €)/(pod?) (t?/2) is concave
on (—a, ) for every ¢ > 0 (hence also for ¢ = 0), so that A is (at least locally)
Lipschitz, has a left and right derivative at every ¢ € (—q, ), with continuity (from
the left and the right) of this derivative. We recall that the superdifferential 91 h(t)
of hattis the set of p € R such that h(¢') — h(t) < p(t' —t) +o(t' —t)ast’ — t:
the equation above shows that for every t € (—a, a), 0T h(t) C {—(&-n)/(&-v) :
¢ € n(xo + tv+ h(t)n)} # 0, and the reverse inclusion is easy to establish (for
instance using the left and right continuity of the derivatives, since we also have
Ot h(t) = [A'(t + 0),h'(t — 0)]). In particular, |2/ (¢)| < V1 — 0%/ on (—, ).
Setting p = —(v1-n)/(v1-v) > 0, we also have 91 h(0) = [—p, p|, and the left and
right derivatives of i at 0 must be respectively p and —p.

Eventually, notice that if o and 3 were chosen small enough, @) N CO* =QN{2,
hence (2 is defined as the subgraph of h near xy. This shows the first part of
Lemma 3.
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Fig. 5. In the other cases (cusp and flat point), {2 N @ lies between two Lipschitz graphs

The second situation is when there exists v € n(z) such thatalso —v € n(zy).
Hence either n(z) = {—v, v}, or n(zq) is a half circle delimited by v and —v
(see Fig. 5). The set C'is in the complement of B(xq + pov, po) U B(xo — pov, po)-
Consider 7’ small enough so that for every y # xo in B(x,7’)NIC and £ € n(y),
we have |¢-v| > 1/2. We assume 1’ < py, so that B(zq, ") \ (B(zo + pov, po) U
B(z0 — pov, po)) has two components. If n(x) is a half-circle, then C'N B(xg, ')
lies in one of these two components. First assume we are in this case. We choose
1 L v pointing towards C. We assume that C' meets the boundary of B(zg, '),
otherwise choose a smaller’. Letov > Oand 5 > Obe suchthat Q = {xo+tn+sv :
—a<t<a,—-0<s<pB}CBxy,r"), {zo+tn+pPr: —a<t<a}lC
B(xo + pov, po) and {xog +tn — fv : —a <t < a} C B(xo — pov, po)-

Ift € (0, ) and s is such thaty = z¢ +tn+ sv € IC, then if £ € n(y), either
&v>1/20r& v < —1/2.1nthe first case, B(y + po&, po) C C° shows that for
every ' > s, xg +tn+ s'v € C° (atleast if 7’/ was chosen small enough), whereas
in the second case, for every s’ < s, xg+tn+s'v € C°. This shows that there exist
exactly two values hq (t) < ha(t) such that y; = xo + tn+ h;(t)v € 0C, i = 1,2.
If ¢ € n(y1), wehave &v < —1/2, whileif € € n(yz), we have v > 1/2. We then

have C' N Q={zo+tn+sv:0<t<a,hi(t) <s < ha(t)} The proof that
hi1, ho are Lipschitz and that ) (0) = h4(0) = 0 are similar to the demonstrations
in the first situation.

If C lies in both components of B(zq, ")\ (B(zo+ pov, po) UB(xo— pov; po))
(that is, if n(xo) = {—v,v}), we just reproduce the previous proof in each com-
ponent and then glue together the two functions h; and the two functions hs thus
obtained on both sides of xg.
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Eventually, observe that if « and 3 were chosen small enough, we have again

[e]
that Q N C' = @ N {2, so that the description we have found of C' near z is in fact
a complete description of 2. Lemma 3 is proven. L]

4 An estimate for |Vu)|

Let us first show that we can associate to u a conjugate function v satisfying a
Dirichlet boundary condition on 0{2.

Lemma 4 In each situation of Lemma 3, if Q N D U E = (), then the Junction u
has a conjugate v satisfying Av = 0, and such that v € HY(2NnQ)nC%(2n
Q)NC®(N2NQ),v=00nd2NQ, and |Vu| = |Vuv|.

Proof. We claim that Vu is the limit in L?(§2;R?) of a sequence (¢"),,>1 of C™°
fields with compact support in 2 N @ and zero divergence. A reason for this is
that the orthogonal of these fields in L?(2; R?) is exactly the set {Vv : v €
HY(2NQ),v=0o0n 2NdQ} and Vu is orthogonal to this set (cf [8, Lemma 1]).
Since div ¢™ = 0 and 952 N Q is connected, there exists v, € C°(2 N Q) such
that Vu,, = (—¢%, 7). Let v be the limit of v,, in HZ (2N Q). (This space denotes
the closure of C° (2N Q) in H*(2 N Q).) Clearly Vv = (—dqu, d1u), Av = 0.
The conjugate v is the minimizer of meQ |Vw|? among all w € HE (2N Q)
satisfying a Dirichlet condition w(z¢ & an + tv) = ¥4 (t) on 2N IQ, with ¢,
given by ¢y = 0 on 02 and ¢/, (t) = Vu(xg £+ an + tv)-n for every t < h(+a)
or hi(+a) < t < ha(£a) (depending on the situation). The functions ¥, ¢ _
are continuous and C'*® away from the boundary. We deduce that v is bounded,
v € C*(£2N Q), and by a barrier argument as in [10, Sect. 2.8] (since 2 N Q
satisfies an exterior sphere condition) that v(z) goes to zero as x goes to 92 N Q.

U

Lemma 5 Let B(xg,7) be such that B(xg,7) "D U E = (. Thenu € W1>°(£2nN
B(xg,1)).

Proof. Tt is enough to show that |Vu| remains bounded near each point of the
boundary 912\ D U E. We consider 2y € 962\ D U E and @ as in Lemma 3, not
intersecting D U F. Let v be the conjugate of v as in Lemma 4. It is the same to
show that | V| is bounded near xg.

We let Q' = {zo +tn+ sv : [t| < a/2,|s| < £/2} and choose p <
dist (@', 0Q) /4, such that {2 satisfies an exterior sphere condition of radius p at
each point of 92 N Q. Let M = max{|Vu(z)| : = € Q',dist (z, 2°) > p} <
+00. Choose € Q' such that § = dist (x,002) < pand y € 912 with |y —
x| = ¢. There exists £ such that B(y + p&, p) C 2¢. We consider the harmonic
barrier w(z) = klog(|z — y — p&|/p), which is positive if & > 0 (except at y
where it vanishes) on 92 N @, hence greater than |v| = 0, and if k is larger than
(maxpnag |v])/log2 < +oo, then w is also greater than |v| on 2 N JQ) (since by
construction dist (y + p&, Q) > 2p). Hence, by the maximum principle, |v| < w
on 2NQ.
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Now, we have maxg, 5oy [Vv| < (¢/0) maxg, ) |v], with a constant ¢ that
does not depend on the data. A standard way to check this is to use the fact that
(2) = 757 [ (2.2 v for each 2 € B(z,§/2), hence

v(2') —v(z) < (4/7T62)‘B(276/2)AB(Z/,5/2)‘%1(132() [v]

forz,z' € E(;v,5/2).WededucethatmaxE(xﬁ/Q) [Vl < (¢/§)klog(1+26/p) <
2ck /p, hence |Vo| < max{M,2ck/p} on @’ N §2 and the lemma is proven. [

5 Variations of the boundary

In order to get local information on the boundary of the minimizing set {2, we
will now consider performing small variations of this set. This is related to the
computation of “shape derivatives” introduced in [15, Sect. V] for deriving the
Euler-Lagrange equation of some shape optimization problems.

Lemma 6 Let B(wg,r) be such that B(xg,r) N DUE = (. Let ¢ €
C°(B(zo,7);R?) and for € > 0 small, define 2. = {x +e¢(z) : © € N2}.
Then

HL(092) — HL(912.)

plim sup
e—0 £

< / (A — [Va(@)2)div ¢(x) + 2(Vo(z) Vu(x))-Vu(z) dz.  (6)
B(xo,r) N 2

Proof. Clearly, we have £(£2) < £(f2.) so that

1 _ 1 _ _
OO ZH0%) 10010 | T2 T2

It is not hard to show that (|(2.| — [£2])/e — [, div¢. On the other hand, if we
introduce the solution u,. of the minimization problem defining J({2.) and define
on 2 the function v. by v (z) = us(z + £¢(x)) for every z € (2, we have

J(92.)—J(02) < J(92) + /Q|va(x)|2dx - 2/Ff(x)v5(x) dH ()

and since v = u. on I', this reduces to J(£2:) = J(£2) < [, Vo> = [, [Vue|?.

We have for every x € (2, Vu.(2) = (I +eV(x))Vue(z +e¢(z)), and with
a change of variable we get, letting 7. be the inverse of 2 — = + e¢(x) (for &
sufficiently small),

/\Vve(ﬂf)\Zdl’ :/ (I +eV(T-(y) Vue(y)* | det VT (y)| dy.
9] 02

=

This yields
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J(2) - J(Q) / oy <|detVT€( )|_1>

+ (2 (V¢( T (y)) Ve (y))- Ve (y) + e[ Vo(T:(y)) Vue (y)[?) [ det VI (y)| dy.
Assume we know that Vu,. (extended with the value zero outside of {2.) converges
strongly in L?(R?) to Vu. Since ¢ € C2°(B(zq, 7)), we have that (| det V1. (y)|—
1) /e goes uniformly to —div ¢(y) as € — 0, as well as V(T (y)) to Ve (y), so
that the last integral converges to

/{ = IVuly) v oly) + 2T0() Vals)-Valy) dy

as € goes to zero, and (6) holds.

To show that Vu. converges strongly to Vu in L?(IR?), it is enough to show
that it is bounded. Then, the methods in [6-9] will yield the convergence. Since
J(82.) = |, 0. |Vue|?, itis the same to show that the J({2.) are uniformly bounded.
A way to do so is to reproduce the argument in remark 6, for the construction of the
open set G: we thus build a set {2 C 2 such that '\ DU E CC 2 and J(£2') <
+o0. Then, for e small, we will also have 2. D 2/, so that J(2.) < J(2/). U

Remark 1 If around o the boundary is described as in Lemma 3 by Q N 2 =
{zog+tn+sv: —a<t<a,hi(t)<s< hy(t)}, then the previous lemma also
holds if the displacement ¢ is only applied on one side of xy. More precisely, we
canlet 2. ={z € 2 : (x —xo)n < 0}U{x+ed(x) : z € 2, (x—x0)n > 0}
provided ¢ € C°(Q) and ¢(z)-n > 0 for every x (so that the right-hand side
and the left-hand side of {2. do not overlap). Of course, the integral in (6) must be
computed in this case only on 2 N Q N {(x — x9)-n > 0}.

We then show the following lemma.

Lemma 7 Let B(xg,r), ¢ and 2., ¢ > 0 as in the previous lemma. Let also
k = supp(z,,mne [Vul- Then

1 a1
limsup 7-(02) = H'(002)
e—0 €

< (A+38) / 6(2)| dH (x). (7)

B(xzo,r)NoS2

Proof. First notice that & < +o0o by Lemma 5. Consider an increasing sequence
£2,, of open sets with £2,, CC {2, 912, of class C*°, and such that Un21 2, =10

and H1(992,)) — H(012) as n — 0. By (6),
1 g1

w1 lim sup H(99) = H (09) < lim (A= |Vul*)div p+2(VeVu)Vu

B(zo,r) N 2y

e—=0 € n—00

Integrating by parts (since u € C™(B(zg,7) N §2,,)), we see that the integral is
equal to

/ (A= |Vu|2)¢-u + / (V|Vu|2)-¢+2(V¢Vu)~Vu
B(zg,r)No82,

B(zo,r)N82,
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= / A —|Vul|?)p-v + 2/ V(¢-Vu)-Vu
B(xo,r)N082, B(xo,r)N$2,

- / (A= [Vul)pw + 2 / (6-Vu) (Vu-w),
B(xo,r)N082, B(zo,r)No82,

with v the outer normal to (2,,, and using Au = 0. Hence

(A — |Vul?)dive + 2(VoVu)-Vu < (A + 3k2)/ R

B(xo,r) N 2, B(zo,r) N O,

since that last integral converges as n — oo to || Blao.r)n002 ||, we get the result. [ ]

6 Regularity of the boundary
Lemma 8 02\ DU E is C1L.

Proof.Letxg € 02\D U Eand Q = {zo+tn+sv : —a<t<a, =3 <s < [},
«, 3 > 0 given by Lemma 3. Assume first that there exists a Lipschitz function
h:(—a,a) = (=0,8)suchthat 2NQ ={zpg+tn+sv: —a<t<a, —f<
s < h(t)}. We assume Q N D U E = () and consider ¢y € C2°(—a, «). Defining
£2. (in Q) as the subgraph of i — 1) we get from Lemma 7 that

C WY ; '
Vi dt</ t)\/1+ h'(t dt<c/ P(t)| dt

(with c denoting a generic constant). Since 1) is arbitrary, this shows that the function
B /A/1+ B2 is in WH(—a, ). We easily deduce that / is C and that b’ is
Lipschitz.

In the second situation, there exist h; and ho such that 2N Q) is either {xo+tn+
sV —a<t<a, hi(t) <s<hg(t)},or{zg+itn+sv:0<t<a hi(t) <
s < ha(t)}. In both cases, we will consider (following the remark after Lemma 6)
variations only of the boundary {z¢ + tn + h;v : i € {1,2}, 0 < t < a}, by
smooth displacements ¢ with ¢-n > 0.

We choose ¢ € C°(—a,a), ¥ > 0, and for ¢ > 0 small we let 2. N Q =
{zo+({t+ept))n+sv:0<t<a,hi(t) <s < ha(t)}. Again defining T to
be the inverse of ¢ — ¢ + e¢)(t), the length H!(942.) in Q is

= 12/¢(0) )
/ \/ 1+ w/ ))2(1+ew’(t))dt

hence differentiating at € = 0 together with Lemma 7 yields

112/ \/1j}7<c/
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This holds for every ¢ € C°(—«, ), ¥ > 0, hence also (by approximation) for
a non-negative ¢ € W1°°(—a, ). Choose § > 0 small and ¥ (¢) = (1 —¢/5)".
We get

3 1/‘5 1 _o
1:125 0 \/l—i—h;Q -

Sending 6 — 0 yields 2 < 0, a contradiction. Hence the second situation described
in Lemma 3 cannot occur at x(. This shows the lemma. ]

Proof of Theorem 1. Now we prove the main theorem. A consequence of the
previous lemma is that u € H? up to 2 \ D U E, hence ¢-Vu € H' for each
¢ € C°(B(xo,r)), and equation (6) in Lemma 6 becomes

1 a1
i sup PO~ H(09:)
e—0 £

(A = [Vu(@)[*)¢ (@) n(z) dH' (z),

B(xzg,r) NN
®)

with n(z) the exterior normal to {2 at . The previous lemma states that near each
point zy € 02\ D U E, there is a rectangle Q = {xg +tn+sv : —a <t <
a, —f3 < s < 3} andaCY! function h such that 2N Q coincides with the subgraph
{s < h(t)}. In this setting, (8) is equivalent to

t [e3

2
Y \/W dt < ( — |Vu(zo + tn + h(t)v)|*)w(t) dt

forevery ) € C°(—a, ). Replacing v by —1) we see that this is in fact an equality.
If we consider the conjugate function v of Lemma 4, by [10, Cor. 8.36], we have
that (for any 6 < 1) v € C19(Q N £2), hence also u (since Vv = (—0dqu, Oy u)).
We deduce that h € C*?(—a, a) with

we ) )
8 <1+h<t>> = X — [Vu(zo + tn + h(t))]. ©)

Now we can invoke [10, Thm 9.19]: if 902\ A U E'is of class C*? with k > 2 (which
we have just checked for k& = 2), then u is C*? up to the boundary 02 \ AU E,
hence in (9) we get that h” is C*~1¢ which shows that 92 \ AU E is of class
C*+1.9 Hence 92 \ AU E is of class C* (and u as well, up to the boundary).
This proves Theorem 1. Ll

An alternate way to write (8) and (9) is
pk = A — |Vuf?
on 92\ AU E where & is the curvature of the boundary of (2, positive whenever

{2 is locally concave. We see that the curvature is bounded from above by \/p: this
corresponds to the external sphere condition shown in Lemma 2.
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7 A more general result

In this section we generalize our study (in the scalar case) to nonuniform internal
energies. We assume that given {2 an admissible configuration, the energy is given
by
1
Eo(u) = 4 / (A(2)Vu(z))-Vu(z) de — / F@)u(z) dH (2) -
Q r

forany v € L%2(£2) with u = 0 on D. The 2 x 2 symmetric matrix A (z), defined
for every x € R? (of course it does not need to be really defined very far away from
D and F) is Lipschitz—regular in = and positive. We consider again the compliance
J(2) = —2inf,, F(u), where the inf is among all u admissible, and consider the
minimization of £. All remarks 1-6 apply, and again there exists a minimizer {2

(o]

with 2 = 2. Now, we have

Theorem 2 92\ D U E is C%9, for any 6 < 1. If moreover A is of class C*9, for
k>1and0 < 6 < 1, then 02\ DU E is C*+29,

Proof. We just mention the differences with the proof of Theorem 1. In Lemma 4, the
conjugate v, which is such that Vv = (AVu)*1, satisfies the equation div A’'Vv =
0, with A’ = (1/det A)A. In Lemma 5, we can still (following [10, Sect. 14.1])
define abarrier of the formw(z) = klog(1+k'dist (z, 0B(y+p&, p))), that will be a
supersolution (and not an exact solution as before) of the equation, i.e., div A’ Vw <
0. Then, we also have the estimate MAaXp(, 5/9) (V| < (¢/6) maxg, 5 [v] (cf. 5.
Thm. 9.1]). Thus Lemma 5 also holds in this case.
Then, in Lemma 6, an additional term appears: instead of (6), we get

1 g1
i sup T O2) —H02)

e—0 €

(A= (A(z)Vu(x)) - Vu(z))div ¢(z)
B(xo,r) N N2

= ((¢(z)-VA(2))Vu(x)) - Vu(z)

+2(Vo(x)Vu(zr)) Vu(z) de.

This still yields a bound as in Lemma 7. We deduce once more that 92\ AU E'is
CY! and that u € H? near 92 \ AU F, and after an integration by parts we find
the following variant of (8):

H(002) — H (912,

/,Llimj(l)lp .
< (A = (A(2)Vu(z))-Vu(z))p(z) -n(zx) dH' ().
B(zg,r) NN

We conclude as in the previous section: invoking [10, Cor. 8.36], we get that
the conjugate function v of Lemma 4 is C'+? (for every < 1) up to the boundary
so that |Vu| = |A’Vv| is C*? and the boundary itself is C??.

If moreover A € C*9(02), for k > 1, we invoke [10, Thm 9.19] and find that
if u € C*Y up to the boundary, so that 92 \ AU E is C*¥*1¢ (which is true for
k = 1), then u € C*+1¢ up to the boundary hence 92 \ AU E is C¥*+2¢ This
achieves the proof of Theorem 2. L]
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We see that now the Euler equation for the boundary is

s = A — (AVu)-Vu.
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