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Abstract
Automatic age and gender estimation provides an important information to analyze real-world applications such as human–

machine interaction, system access, activity recognition, and consumer profile detection. While it is easy to estimate a

person’s gender from human facial images, estimating their age is difficult. In such previous challenging studies, traditional

convolutional neural network (CNN) methods have been used for age and gender estimation. With the development of deep

convolutional neural network (DCNN) architectures, more successful results have been obtained than traditional CNN

methods. In this study, two state-of-the-art DCNN models have been developed in the field of artificial intelligence (AI) to

make age and gender estimation on an imbalanced dataset of human face images. Firstly, a new model called fast

description network (FINet) was developed, which has a parametrically changeable structure. Secondly, the number of

parameters has been reduced by using the layer reduction approach in InceptionV3 and NASNetLarge DCNN model

structures, and a second model named inception Nasnet fast identify network (INFINet) was developed by concatenating

these models and the FINet model as a triple. FINet and INFINet models developed for age and gender estimation were

compared with many other state-of-the-art DCNN models in AI. The most successful accuracy results in terms of both age

and gender were obtained with the INFINet model (age: 61.22%, gender: 80.95% in the FG-NET dataset, age: 72.00%,

gender: 90.50% in the UTKFace dataset). The results obtained in age and gender estimation with the INFINet model are

much more effective than other recent state-of-the-art works. In addition, the FINet model, which has a much smaller

number of parameters than the compared models, showed a classification performance that can compete with state-of-the-

art methods for age and gender estimation.

Keywords Deep convolutional neural networks � Model concatenate � FINet � INFINet � Imbalanced dataset �
Age and gender estimation

1 Introduction

Facial age estimation is defined as the automatic estimation

of either the biological age or age group of a person (child,

adult, elderly, etc.), while facial gender estimation is

defined as the classification of a person’s gender as male or

female based on a facial model. Age and gender estimation

has vital importance in applications such as consumer

profile estimation, social media advertising, demographic

profiling, and customized advertising systems [1]. In

addition, age and gender estimation can be useful in many

areas such as the identification of people to prevent fraud,

theft, or anything like that, controlling access to a system,

and human–machine interaction [2]. It also plays an

important role in smart applications such as healthcare and

marketing intelligence [3].

Automatic face and gender estimation, which has

become interesting in recent years, is a challenging

research topic [4]. When race and gender differences are

included, age estimation from a human face image is quite

difficult. The performance of the learning model to be used

for age and gender estimation largely depends on the data

in the dataset. Human face images include many features

such as age, gender, race, emotional expression, and health
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status. Studies on the age estimation problem using facial

images date back to 1994. Since then, many different

studies have been carried out. Despite extensive work on

the age estimation problem, the obtained results still do not

show the accuracy and reliability performance to meet real-

life demands [5]. The issue of age and gender estimation

has been interesting in recent years, both because of the

difficulties in age and gender estimation problems and

because it still does not fully meet the demands.

Image processing and computer vision have become

among the most popular fields with real-world applications

[6] and have been used in many different fields with

supervised and unsupervised deep learning approaches in

recent years [7–14]. After the advent of computer vision

and machine learning, automated computerized age and

gender estimation systems have become more popular [15].

With the advent of deep learning, the study of facial sys-

tems has completely changed. As deep learning has entered

many fields, the techniques based on DCNNs have also

become a research point in the field of facial age and

gender estimation [16]. Estimating age and gender from

human facial images is becoming an exciting business in

the field of computer vision. Compared to traditional

handcrafted methodologies, CNNs and DCNNs, which

have been widely used recently during the categorization

task, performed much better in age and gender estimation

([17–20]). Significant advances in DCNN architectures

such as parallel and hierarchical feature extraction, multi-

tasking and transfer learning, data analysis and pre-

dictability, and computational efficiency have been

effective in increasing performance.

In the literature, many applications of AI methods can

be found to estimate age and gender from human face

images. Lee et al. proposed a deep residual learning net-

work model consisting of three deep neural networks for

age and gender estimation. Model training was done via the

IMDB-WIKI database with images collected (more than

14,000) from the internet. In the proposed model, after the

faces in the images in the dataset were detected, the age

and gender of the faces were estimated. In the augmented

IMDB-WIKI dataset with the proposed model, an accuracy

rate of 52.2% for age and 88.5% for gender was achieved

[21]. Terhörst et al. proposed a new reliability measure

neural network that determines the reliability of model

predictions for reliable age and gender estimation from

face images using the Adience dataset. In their experiments

with age groups consisting of eight classes (0–2, 4–6, 8–13,

15–20, 25–32, 38–43, 48–53, and 60 ?) and gender groups

consisting of two classes (female and male) in the dataset

containing more than 26.5 k images, they found that the

proposed method was successful in measuring the estima-

tion reliability. From the images in the Adience dataset,

they achieved an accuracy of 64.3% in estimating age

groups and 89.8% in estimating gender [22].

Ozbulak et al. proposed DCNN-based generic AlexNet-

like and domain-specific VGG-face CNN models to obtain

age and gender classification in the wild. The models were

used and fine-tuned with the Adience dataset prepared for

age and gender classification in uncontrolled environments.

As a result of the analysis, 57.9% accuracy in age classi-

fication and 92.0% accuracy in gender classification were

obtained [23]. In another study using the Adience dataset, a

new model was proposed by fine-tuning with pre-trained

CNNs. With the proposed model, 62.26% age classification

success was achieved [24]. Duan et al. proposed a hybrid

structure for age and gender classification that integrates

the synergy of two classifiers, including a CNN and an

extreme learning machine (ELM). As a result of the anal-

yses, they made using the MORPH-II and Adience

benchmark datasets, they achieved a success rate in age

classification at 52.3% and in gender classification at

88.2% [25]. Another study using the Morph dataset pro-

posed a face recognition method that does not change

according to age. With the proposed method, 92.8% suc-

cess was obtained [26].

Rwigema et al., in their study, proposed a new hybrid

algorithm consisting of conventional artificial neural net-

works (C-ANNs) and CNN for age and gender classifica-

tion using a decision fusion technique. They combined the

decisions obtained by the two neural networks with prob-

abilistic decision fusion techniques such as majority voting

decision fusion, Naive–Bayes combination decision fusion,

and sum rule decision fusion. They divided 2000 different

images of individuals obtained from the internet into age

groups (1–24, 25–49, 50 years, and over) and gender

groups. Using the created dataset, an 86.1% accuracy rate

in age classification and a 98.4% accuracy rate in gender

classification were achieved [27]. Sharma et al. proposed

CNN approach improved for face-based age and gender

estimation. UTKFace, IMDB-WIKI, FG-NET, and CACD

datasets were used for model evaluations. The proposed

model trained on a large-scale dataset, UTKFace (aligned

and cropped faces), showed 94.01% accuracy for age

estimation and 99.86% accuracy for gender estimation [2].

Additionally, many different applications have been

implemented for age and gender estimation from human

face images using different datasets [28–33, 46].

In addition, many applications of AI methods can be

found in the literature for age estimation from human face

images with training made using the FG-NET aging data-

base discussed in this study. Nithyashri and Kulanthaivel,

in their study using the FG-NET aging database, developed

a system on wavelet transformation (WT) to extract facial

features and an artificial neural network (ANN) to classify

age groups. As a result of their analysis dividing the age
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groups into four groups child (0–12 years), adolescence

(13–18 years), adult (19–59 years), and senior adult (60

years and above), they achieved a 94.28% correct classi-

fication success by using the distance evaluated between

the eye center and the mouth (FPD3) as the feature point

distance and Coif Wavelet [34]. Choobeh, FG-NET aging

database was divided into two groups (child and adult) and

a one-dimensional feature space was created using the

active appearance model (AAM) and then linear discrimi-

nant analysis (LDA), and the minimum distance classifier

on this space was used. As a result of the analysis made

with the image-based method created to separate children

from adults, children, and adults, they were recognized

with an accuracy rate of up to 89% and 90%, respectively

[35]. In another study conducted by dividing the FG-NET

aging database into two groups (child and adult), statistical

modeling of the face was used to separate children from

adults according to their facial images. By applying LDA

to the face parameters, useful features were extracted, and

the Euclidean distance function was used. With the pro-

posed algorithm, an 85% accuracy rate has been achieved

[36]. In another study, Razalli et al. presented a two-stage

image-based method to distinguish children from adults.

According to the face shape elliptical ratio and facial fea-

tures angle distribution, the analyzes performed using SVM

and multi-DVM classification achieved a success rate of

92% [37].

In addition, as a result of the training with different

datasets, many AI methods have been applied in the liter-

ature where the FG-NET aging database discussed in this

study is used as a test dataset. In a study in which FG-NET

aging database was used as a test dataset, age progression/

regression was determined by conditional adversarial

autoencoder (CAAE). It was determined that CAAE

showed superior performance with age groups divided as

0–5, 6–10, 11–15, 16–20, 21–30, 31–40, 41–50, 51–60,

61–70, and 71–80 [38]. In another study, Tyagi and Sood

used FG-NET dataset as a test with machine learning

techniques and examined age groups. An algorithm sup-

porting adaptive features based on local binary patterns and

vector machine classification is proposed. With the pro-

posed model, 56% of classification success was achieved

[39]. Kumar et al. proposed a method (ADMM ?

Gabor ? SVM) based on Seg-Net-based architecture and

support vector machine with machine learning algorithm

for age and gender classification from various face images.

As a result of the analyses, they made by dividing the age

groups into eight classes 0–4, 5–9, 10–14, 15–19, 20–24,

25–44, 45–55, and 56–70, a success of 92.48% was

achieved in age classification with the FG-NET dataset

[40].

Age and gender estimation contribute to many real-

world applications such as controlling access to a system

through human–machine interaction, identification and

activity recognition in case of a crime, consumer profile

detection in the marketing process, and the development of

customized advertising systems. Solving the problems of

age and gender estimation from human face images has

still not been fully met. Since DCNN models perform

better than traditional CNN models, using the DCNN

approach for age and gender estimation served as the

motivation for this study. In this study, several approaches

are presented for age and gender estimation from human

face images in an imbalanced dataset. First, a new model

called FINet was developed. Then, seven different keras

models accepted in the literature were discussed, and these

models were trained using weights previously trained with

ImageNet. From the Xception, InceptionV3, Incep-

tionResNetV2, MobileNet, MobileNetV2, NASNetMobile,

and NASNetLarge models discussed in this study, the

number of parameters was reduced by using the layer

reduction approach to the InceptionV3 and NASNetLarge

model structures, and a new model called INFINet was

developed by concatenate these two models with the FINet

model. To summarize, the FINet model was developed to

modulate the structure parametrically with an understand-

ing of simplicity. The INFINet model was developed to

obtain diversity in the feature space by producing different

features from state-of-the-art DCNNs with the under-

standing of cost-efficiency without the need for very big

data and to prevent overfitting with controls during the

learning process. FINet and INFINet models developed for

age and gender estimation on an imbalanced dataset were

compared with state-of-the-art DCNN models in the field

of AI.

When the studies in the literature were examined, it was

seen that many different methods were used to estimate age

and gender. In this study, two different models are pro-

posed in addition to the studies in the literature. The nov-

elty, contribution, and importance of this study can be

summarized as follows:

• Development of the fast identify network (FINet) model

for age and gender estimation.

• Performing the triple concatenation of two fine-tuned

AI models with the FINet model

• Proposing the inception Nasnet fast identification

network (INFINet) model

• Evaluation of age and gender estimation performance

of DCNN models on human face images.

• Training and testing the two proposed models and seven

different models in the literature using two different

datasets in the same environment and obtaining more

successful results with the proposed model.

The rest of the study is organized as follows: Materials

and methods related to the study are mentioned in
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Chapter 2, results and discussion in Chapter 3, and con-

clusions in Chapter 4.

2 Materials and methods

2.1 Dataset

In this study, face and gesture recognition research network

(FG-NET) aging database has been used for age and gender

estimation from human face images [41]. Data have been

obtained from different sources as the original FG-NET

website no longer provides this publicly available dataset

[42, 43]. FG-NET is a dataset consisting of a total of 1002

images in different pixel sizes, which are used for age

estimation and face estimation between ages and include

82 people between the ages of 0–69. The age distribution in

the dataset is not balanced. Images with individuals at their

more recent ages are the ones for which digital images

were available. For most individuals, images were col-

lected through scanning photographs in personal collec-

tions [44]. In addition, when the dataset is analyzed in

terms of gender distribution, there are 431 images of 34

women and 571 images of 48 men [45]. In Fig. 1, sample

images of different ages of a person in the FG-NET aging

database are given.

Each image in the dataset is named to provide infor-

mation about the image. For example, the meaning of

image ‘‘048A00.JPG’’ is the image of person number 48 at

age 0, and the meaning of image ‘‘048A54.JPG’’ is the

image of person number 48 (the same person) at age 54.

2.2 Image pre-processing

To realize the training process more successfully, image

processing techniques such as face recognition and size

adjustment were applied to the images in the dataset. First,

face recognition was performed using the haar cascade

classifier on all images. Later, the recognized face images

were adjusted to 224 9 224 9 3 pixel dimensions. In

Fig. 2, sample images obtained as a result of pre-process-

ing are given.

The problem can be approached as a classification task

by dividing the age ranges into classes [46]. Therefore,

each image was collected in different folders according to

certain age ranges, age groups were created and labeled

(For example, people aged 0, 1, and 2 were collected in the

folder belonging to the 0–2 age group, and people aged 4,

5, and 6 were collected in the folder belonging to the 4–6

age group). In order to make a comparison with the liter-

ature, age groups are divided into eight classes: 0–2, 4–6,

8–12, 15–20, 25–32, 38–43, 48–53, and 60 ? . Addition-

ally, gender groups are divided into two classes: female

and male. Accordingly, the facial region images obtained

were grouped separately in terms of age and gender. In

Table 1, the number of images in each class according to

age and gender groups is given.

2.3 Work environment and training parameters

With the models used in this study, the Google Colabora-

tory Pro [47] working environment was used to make age

and gender estimation successfully on the imbalanced

dataset. All operations in the Colab environment with

NVIDIA Tesla K80 graphics processor are coded using the

Python programming language.

In this study, state-of-the-art models were preferred to

obtain successful classification results in age and gender

estimation from the imbalanced dataset consisting of

human face images. These models are the Xception [48],

InceptionV3 [49], InceptionResNetV2 [50], MobileNet

[51], MobileNetV2 [52], NASNetMobile, and NASNe-

tLarge [53]. To carry out the training of the preferred

models, the dataset is divided into two datasets 80% train

and 20% test, separately according to both age and gender.

Model training was evaluated with the training dataset, and

model performances were evaluated with the test dataset.

As a result of dataset splitting, train-test dataset image

numbers obtained for each age and gender group are given

in Table 2.

There are many hyperparameters in neural network

models that affect performance. Many trials were made to

determine the hyperparameters to be used in this study.

When one parameter changed, the model performance was

observed by keeping the other parameters constant and the

best hyperparameter value was determined. Therefore, the

train and test of each model were carried out using the

hyperparameters given in Table 3. In this study, the epoch

30, mini-batch size 8, optimization algorithm SGD, and

learning rate were determined as 0.001. Since the age

Fig. 1 Sample images of different ages of a person in the FG-NET aging database
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groups are in eight classes, the activation function was

determined as Softmax and the loss function as categorical

crossentropy in age estimation. Since the gender groups are

in two classes, the activation function was determined as

sigmoid and the loss function as binary crossentropy in

gender estimation. Experiments were conducted using the

same environment and the same training parameters to

determine the success of all models used in this study.

2.4 Model structures

In this study, a new model named FINet was developed,

and a concatenate model named INFINet was created to

make age and gender estimation successfully on the

imbalanced dataset.

2.4.1 FINet model

In this study, a new DCNN model named fast identify

network (FINet), whose schematic diagram is given in

Fig. 3, is developed for age and gender estimation on an

imbalanced dataset.

In the FINet model given in Fig. 3, a convolution

operation with filter, kernel, stride, and padding values of

32, 3, 2, and ‘‘valid’’ in the initial block, respectively, is

applied to the input images, and then, the ReLU activation

function is applied. In the next block, a convolution oper-

ation with filter, kernel, stride, and padding values of 64, 3,

1, and ‘‘same’’, respectively, and after convolution, the

batch normalization and ReLU activation function are

applied twice. After these blocks, the max-pooling layer

with a pool size of 2 and the dropout layer with a drop rate

of 0.15 come. These operations are repeated in the next

blocks by changing the parameter values. The filter size is

increased by 32 in each convolution layer. Other parame-

ters are increased or decreased within a certain logic in

Fig. 2 Sample images obtained as a result of pre-processing in the FG-NET aging database

Table 1 Number of images in

each class according to age and

gender groups in the FG-NET

dataset

Age groups Gender groups

0–2 4–6 8–12 15–20 25–32 38–43 48–53 60 ? Female Male

Number of images 109 123 166 185 89 35 16 8 308 423

Table 2 Number of images of the train-test dataset obtained for each

age and gender group in the FG-NET dataset

Groups Train (%80) Test (%20) Total (%100)

Age 0–2 87 22 109

4–6 98 25 123

8–12 133 33 166

15–20 148 37 185

25–32 71 18 89

38–43 28 7 35

48–53 13 3 16

60 ? 6 2 8

Total 584 147 731

Gender Female 246 62 308

Male 338 85 423

Total 584 147 731

Table 3 Hyperparameters used

for train and test of each model
Hiperparameters Value

Age estimation Gender estimation

Epoch 30

Mini-batch size 8

Activation function Softmax Sigmoid

Optimizer SGD

Learning rate 0.001

Loss function Categorical Crossentropy Binary Crossentropy

Neural Computing and Applications

123



each layer. In this way, a new model with a parametrically

modifiable structure has been developed.

Each layer used in the FINet model can be summarized

as follows:

• Convolution: It was used to obtain an output with new

features by shifting a filter on the input data.

• Batch normalization: It was used to make the training of

the network faster and more stable by rescaling the

input values coming to the neuron in the neural

network.

• ReLU (Rectified linear unit): It was used to determine

an output value in response to the input value coming to

a neuron in the neural network.

• MaxPool: It was used to take the maximum value in the

area covered by the filter to reduce the number of

parameters of the neural network by reducing the size

of the feature map created by the convolution layer.

• Dropout: It was used to prevent overfitting of the neural

network by eliminating random nodes.

• Flatten: It was used to transform the two-dimensional

arrays obtained from the feature map into a single long

vector.

• Dense: It was used to change the size of the vector in a

way that is deeply connected to the previous layers.

• Softmax: It was used in the output layer to perform

classification in the neural network.

2.4.2 INFINet model

It is seen that DCNN models with attribute combinations

perform better than models without attribute combinations

[54]. For this purpose, in this study, block cutting was

applied to the InceptionV3 and NASNetLarge model

structures to create a new and effective model by con-

catenation of state-of-the-art DCNN models in the field of

AI for age and gender estimation on an imbalanced dataset.

A series of ablation studies were carried out to evaluate the

effects of block cutting on the performance of the models

and to show that it is important for the functionality of the

cut section. As a result of many trials, the best performance

was achieved with the InceptionV3 and NASNetLarge

models, so block cutting was applied to these two models.

Figure 4 shows InceptionV3 (left) and NASNetLarge

(right) model structures obtained as a result of block cut-

ting. In the following sections of the study, the effect of the

cut section on the performance of the models, the param-

eter numbers of the models formed as a result of block

cutting, and their comparison with the parameter numbers

of other models are given.

After block cutting from the points shown in Fig. 4, the

cut InceptionV3 and NASNetLarge models and the FINet

model were concatenated. Thus, a new DCNN model

named inception Nasnet fast identify network (INFINet)

was created. The schematic diagram of the INFINet model

is given in Fig. 5.

Fig. 3 Schematic diagram of the FINet model
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In the INFINet model given in Fig. 5, firstly, layer

freezing is applied to the InceptionV3 and NASNetLarge

models, which are processed with pre-trained weights to

classify the input images. Then, blocks are cut from the

points indicated in Fig. 4 in InceptionV3 and NASNe-

tLarge models, and from the classification layer in the

FINet model. As a result of block cutting, outputs with

12 9 12 9 768 shapes in the InceptionV3 model,

14 9 14 9 2016 shapes in the NASNetLarge model, and

7 9 7 9 192 shapes in the FINet model are obtained. By

adding new layers with different values consisting of

convolution, batch normalization, ReLU activation func-

tion, average pooling, and dropout layers to all three

models, a common output of 4 9 4 9 192 shapes with the

Fig. 4 InceptionV3 (left) and

NASNetLarge (right) model

structures as a result of block

cutting

Fig. 5 Schematic diagram of the INFINet model
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(a)

(b)

Fig. 6 Training plots of the models for age estimation in the FG-NET dataset: a accuracy and and b loss

Neural Computing and Applications

123



same feature values is obtained. After all three models have

values of 4 9 4 9 192, the models are concatenated. After

the models are concatenated, layers consisting of convo-

lution, batch normalization, ReLU activation function,

average pooling, global average pooling, dropout, and

softmax blocks are added to the end of the model,

respectively. In this way, a new model with a structure

consisting of these three models, which was not tried to be

concatenated in another study before, has been created.

Each layer used in the INFINet model can be summa-

rized as follows (the layers defined in the FINet model are

not given again, only the layers that are different from the

FINet model are defined):

• AvgPool: It was used to average the values in the area

covered by the filter to reduce the number of parameters

of the neural network by reducing the size of the feature

map created by the convolution layer.

• Global average pool: It was used to reduce all spatial

dimensions by averaging each feature map.

2.5 Evaluation metrics

After the model is created, various evaluation metrics are

needed to measure how its performance works [55].

Evaluation metrics mostly come from the confusion matrix

[56]. The four most common evaluation metrics (accuracy,

precision, recall, and f1 score) were used for age and

gender estimation on an imbalanced dataset of human face

images. Mathematical expressions given in Eqs. 1, 2, 3,

and 4 have been used to determine the accuracy, precision,

recall, and f1 score of each model discussed in this study.

Precision ¼ True Positive

True Positive þ False Positive
ð2Þ

Recall ¼ True Positive

True Positive þ False Negative
ð3Þ

F1 � Score ¼ 2 � Precision � Recall

Precision þ Recall
ð4Þ

The overall performance of the proposed models on the

datasets was evaluated with the accuracy metric. In addi-

tion, the precision metric, used in cases where false posi-

tives are costly, was used to ensure that the proposed

models correctly recognized a particular class, and the

recall metric, used in cases where false negatives were

costly, was used to measure the ability of the proposed

models not to miss a class. The F1-score metric was used to

measure the overall performance of the proposed models in

a balanced way.

3 Results and discussion

In this study, training processes have been carried out with

both the newly developed FINet model and the INFINet

model, which was created as a result of the concatenation

of the InceptionV3, NASNetLarge, and FINet models, for

age and gender estimation using the imbalanced dataset. To

compare the results obtained with state-of-the-art DCNN

models in the field of AI, the same training was conducted

with the Xception, InceptionV3, InceptionResNetV2,

MobileNet, MobileNetV2, NASNetMobile, and NASNe-

tLarge models. The training of the models was carried out

Table 4 Numerical results

obtained from model training

for age estimation in the FG-

NET dataset

Model Accuracy Loss Precision Recall F1-Score

Xception 0.4966 1.3421 0.5350 0.4985 0.4469

InceptionV3 0.5170 1.2407 0.5131 0.5171 0.4904

InceptionV3_CutLayer 0.5442 1.1323 0.5066 0.5431 0.5190

InceptionResNetV2 0.4966 1.3207 0.4441 0.4963 0.4510

MobileNet 0.4896 1.3113 0.4726 0.4918 0.4776

MobileNetV2 0.4286 1.3731 0.3830 0.4229 0.3963

NASNetMobile 0.4694 1.4073 0.4144 0.4685 0.4225

NASNetLarge 0.5034 1.2118 0.4831 0.5061 0.4574

NASNetLarge_CutLayer 0.5238 1.1457 0.5099 0.5247 0.4864

FINet 0.5306 1.4579 0.5214 0.5286 0.5178

INFINet 0.6122 1.0234 0.6014 0.6129 0.6027

Accuracy ¼ True Positive þ True Negative

True Positive þ False Positive þ False Negative þ True Negative
ð1Þ
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separately according to the train-test dataset, which was

first separated according to the eight-class age groups and

then according to the two-class gender groups.

3.1 Results for age estimation

The accuracy and loss graphs obtained because of the

model training for age estimation are given in Fig. 6. In

addition, the numerical results obtained from the models

for age estimation are given in Table 4, and the confusion

matrix plots are given in Fig. 7.

When the accuracy and loss graphs given in Fig. 6, the

numerical results given in Table 4, and the confusion

matrix results given in Fig. 7 are examined, it is understood

that the age estimation has been performed most success-

fully by the INFINet model. In the INFINet model, 61.22%

accuracy and 1.0234 loss values were obtained. In Table 4,

the accuracy rate of the InceptionV3 model, which was
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Fig. 7 Confusion matrix plots obtained from model training for age estimation in the FG-NET dataset: a Xception, b InceptionV3,

c InceptionResNetV2, d MobileNet, e MobileNetV2, f NASNetMobile, g NASNetLarge, h FINet, and i INFINet
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(b)

Fig. 8 Training plots of the models for gender estimation in the FG-NET dataset: a accuracy and b loss
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51.70%, increased to 54.42% with the Incep-

tionV3_CutLayer model obtained after block cutting. In

addition, the accuracy rate of the NASNetLarge model,

which was 50.34%, increased to 52.38% with the NAS-

NetLarge_CutLayer model obtained after block cutting.

Therefore, the block cutting process applied to the Incep-

tionV3 and NASNetLarge models made a significant con-

tribution to the successful results obtained with the

INFINet model in age estimation. In addition, the FINet

model with a success accuracy of 53.06% has been the best

model after the INFINet model. When examined in terms

of age groups, both INFINet and FINet models made the

most inaccurate classification in the 48–53 and 60 ? age

groups. Both models performed better than other models in

terms of age groups.

3.2 Results for gender estimation

The accuracy and loss graphs obtained because of the

model training for gender estimation are given in Fig. 8. In

addition, the numerical results obtained from the models

for gender estimation are given in Table 5, and the con-

fusion matrix plots are given in Fig. 9.

When the results given in Figs. 8, 9 and Table 5 are

examined, it is seen that INFINet has been the most suc-

cessful model in gender estimation. With the INFINet

model, 80.95% accuracy and 0.4050 loss values were

achieved. In Table 5, the accuracy rate of the InceptionV3

model, which was 74.15%, increased to 76.87% with the

InceptionV3_CutLayer model obtained after block cutting.

In addition, the accuracy rate of the NASNetLarge model,

which was 76.19%, increased to 77.55% with the NAS-

NetLarge_CutLayer model obtained after block cutting.

Therefore, the block cutting process applied to the Incep-

tionV3 and NASNetLarge models made a significant con-

tribution to the successful results obtained with the

INFINet model in gender estimation. In addition, the FINet

model with a success accuracy of 78.91% has been the best

model after the INFINet model. As in age estimation, the

two best models in gender estimation were seen as INFINet

and FINet.

3.3 Comparative analysis

To better compare and discuss all the models discussed in

this study, the datasets created for both age and gender

estimation were trained separately under the same condi-

tions. Comparative accuracy and loss graphs, other

numerical results, and confusion matrix results obtained

because of the training show that the proposed models in

both age and gender estimation are better or close to state-

of-the-art DCNN models in the field of AI. In addition to

these remarkable successful results in the proposed models,

the models should also be compared in terms of the number

of parameters. In this direction, the total parameter num-

bers of the models discussed in this study are given in

Fig. 10.

According to the total number of parameters given in

Fig. 10, it is seen that the newly developed FINet model

has the least number of parameters. The second-best

accuracy in both age and gender estimation was achieved

with the FINet model, which has the least complexity. For

this reason, it is predicted that the FINet model can be

competitive with state-of-the-art models in AI in age and

gender estimation. Although the number of parameters of

the INFINet model, which is created because of the con-

catenation of InceptionV3, NASNetLarge, and FINet

models, is 12.06M more than the InceptionV3 model, it is

51.07M less than the NASNetLarge model. The most

successful age and gender estimation was achieved with

the INFINet model. Although it has 33.88M parameters,

which is higher than FINet with 1.80M, MobileNetV2 with

Table 5 Numerical results

obtained from model training

for gender estimation in the FG-

NET dataset

Model Accuracy Loss Precision Recall F1-Score

Xception 0.7415 0.5575 0.7427 0.7393 0.7367

InceptionV3 0.7415 0.5446 0.7442 0.7419 0.7310

InceptionV3_CutLayer 0.7687 0.4925 0.7700 0.7714 0.7636

InceptionResNetV2 0.7347 0.5257 0.7411 0.7324 0.7225

MobileNet 0.7211 0.5252 0.7220 0.7205 0.7220

MobileNetV2 0.6803 0.6032 0.6910 0.6784 0.6847

NASNetMobile 0.7551 0.5382 0.7653 0.7508 0.7467

NASNetLarge 0.7619 0.5423 0.7605 0.7620 0.7663

NASNetLarge_CutLayer 0.7755 0.4684 0.7922 0.7739 0.7667

FINet 0.7891 0.5127 0.7969 0.7888 0.7836

INFINet 0.8095 0.4050 0.8105 0.8105 0.8105
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2.27M, MobileNet with 3.24, NASNetMobile with 4.28M,

Xception with 20.88M, and InceptionV3 with 21.82M,

comparing the performance of the INFINet model with

these models still makes the trade-off reasonable. To log-

ically support such a claim, smaller models only achieved

an overall accuracy of\ 54% for age estimation and only

\ 79% for gender estimation, whereas the proposed

INFINet model reached 61.22% for age estimation and

80.95% for gender estimation. In addition, compared to

larger models such as InceptionResNetV2 (age: 49.66%,

gender: 73.43%) and NASNetLarge (age: 50.34%, gender:

76.19%), the proposed INFINet model exceeds the per-

formance reached by these models.

It is quite difficult to make high-success age and gender

estimations in imbalanced datasets. Although the success

rates are not very high, it is seen that the developed FINet
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Fig. 9 Confusion matrix plots obtained from model training for gender estimation in the FG-NET dataset: a Xception, b InceptionV3,

c InceptionResNetV2, d MobileNet, e MobileNetV2, f NASNetMobile, g NASNetLarge, h FINet, and i INFINet
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and concatenated INFINet models are more successful than

other models when considering the number of parameters

in both age and gender estimation. This shows that the

developed models are better than the compared models.

3.4 Testing models using different datasets

To test the models discussed in this study on different data,

model training was carried out using a dataset called

UTKFace. UTKFace is a large-scale dataset containing

more than 20k ? cropped face images with age, gender,

and ethnicity. This dataset can be used in various tasks

such as age and gender estimation, face detection, and age

progression/regression [61, 62]. Age groups are divided in

this dataset as described in the previous section. Age

groups are divided into eight classes 0–2, 4–6, 8–12,

15–20, 25–32, 38–53, 48–53, and 60 ? , and gender

groups are divided into two classes female and male. In

Table 6, the number of images in each class according to

age and gender groups is given.

After applying the same pre-processing described in the

previous sections of the study to this dataset, all model

training was carried out. Numerical results obtained from

the models as a result of extensive experiments using the

UTKFace dataset are given in detail in Table 7. In addition,

confusion matrix plots obtained from models for age and

gender estimation are given in Figs. 11 and 12,

respectively.

When the numerical results given in Table 7, Figs. 11

and 12 are examined, the proposed INFINet model was the

most successful compared to other models in both age and

gender estimation, even when a different dataset was used.

The INFINet model achieved 72.00% accuracy, 0.7408

loss in age estimation, and 90.50% accuracy, 0.2274 loss in

gender estimation on the UTKFace dataset. It is seen that

the proposed INFINet model is successful not only on a

single dataset but also on a different datasets. In terms of

age groups, the INFINet model made the most inaccurate

classification in the 38–43 and 48–53 age groups. The

proposed FINet model achieved the best success rate after

the INFINet model in both age and gender estimation. This

shows that the FINet model is competitive with other

models in age and gender estimation. Therefore, the pro-

Fig. 10 Total number of parameters of the models

Table 6 Number of images of the train-test dataset obtained for each

age and gender group in the UTKFace dataset

Groups Train (%80) Test (%20) Total (%100)

Age 0–2 1284 321 1605

4–6 480 120 600

8–12 624 156 780

15–20 981 245 1226

25–32 5417 1355 6772

38–43 1338 334 1672

48–53 1034 259 1293

60 ? 2152 538 2690

Total 13,310 3328 16,638

Gender Female 6472 1618 8090

Male 6838 1710 8548

Total 13,310 3328 16,638
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posed FINet and INFINet models were introduced to the

literature as new models.

3.5 Discussion

In the studies conducted with the FG-NET dataset in the

literature review in the introduction chapter of this study,

the dataset was used in training and classified according to

different age groups such as 2–4, and successful results

were achieved [34–37]. High successes have also been

achieved in studies in the literature where training is made

with different datasets and only testing is done with the

FG-NET dataset [38–40]. Additionally, there are other

studies using datasets other than the FG-NET dataset

[28–30, 33, 46]. In our study, the FG-NET dataset was

divided into eight groups. Moreover, it was used not only

in the testing process but also in the training–testing pro-

cesses. In this regard, recent works in which training–

testing processes were performed with the FG-NET dataset

and age groups were used similar to our work were

examined, and the results are presented comparatively in

Table 8.

When Table 8 is examined, it can be seen that the

proposed INFINet model performs much better than other

methods. We can say that the proposed FINet model

exhibits a competitive performance with other methods.

4 Conclusions

In this study, an imbalanced dataset of human face images

was used for age and gender estimation. Two new DCNN

models have been developed for age and gender estimation

with an imbalanced dataset of human face images. The first

of the developed models, the FINet model, is a new model

design with a parametrically modifiable structure. The

second developed model, the INFINet model, is a model

created because of the concatenation of InceptionV3,

NASNetLarge, and FINet models after improvements.

Both models were designed for the first time and have

unique structures.

The FINet and INFINet models developed for age and

gender estimation have been compared with many models

that have shown significant success in the field of AI in

recent years. FINet, INFINet, Xception, InceptionV3,

InceptionResNetV2, MobileNet, MobileNetV2, NASNet-

Mobile, and NASNetLarge models were trained under the

same conditions and compared. As a result of the com-

parisons, the highest accuracy (age: %61.22, gender:

%80.95 in the FG-NET dataset, age: 72.00%, gender:

90.50% in the UTKFace dataset) and lowest loss (age:

1.0234, gender: 0.4050 in the FG-NET dataset, age:

0.7408, gender: 0.2274 in the UTKFace dataset) values

were achieved with the INFINet model developed for both

age and gender estimation. It is one of the important

achievements of the study that the INFINet model, which is

Table 7 Numerical results

obtained from models using the

UTKFace dataset

Model Accuracy Loss Precision Recall F1-Score

Age Xception 0.6439 1.0291 0.5937 0.6431 0.5740

InceptionV3 0.6391 1.0062 0.5913 0.6411 0.5924

InceptionResNetV2 0.6409 0.9918 0.5852 0.6400 0.5820

MobileNet 0.6535 0.9589 0.6019 0.6525 0.6049

MobileNetV2 0.6478 1.0210 0.6018 0.6488 0.6004

NASNetMobile 0.6154 1.0883 0.5385 0.6161 0.5461

NASNetLarge 0.6340 1.0157 0.5731 0.6360 0.5802

FINet 0.6986 0.8502 0.6638 0.6984 0.6560

INFINet 0.7200 0.7408 0.6877 0.7208 0.6885

Gender Xception 0.8368 0.3595 0.8397 0.8357 0.8351

InceptionV3 0.8380 0.3511 0.8349 0.8354 0.8351

InceptionResNetV2 0.8453 0.3494 0.8457 0.8443 0.8449

MobileNet 0.8540 0.3279 0.8549 0.8554 0.8551

MobileNetV2 0.8215 0.3919 0.8243 0.8217 0.8203

NASNetMobile 0.8248 0.3708 0.8249 0.8254 0.8251

NASNetLarge 0.8585 0.3239 0.8597 0.8606 0.8551

FINet 0.8810 0.2655 0.8846 0.8808 0.8803

INFINet 0.9050 0.2274 0.9092 0.9062 0.9051
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brought to a parameter between the combined InceptionV3

model and the NASNetLarge model, has achieved higher

success than both these two models and other AI tech-

nologies. Another remarkable achievement is that with the

FINet model, which has much fewer parameters than all

the AI technologies discussed in this study, more suc-

cessful accuracy values are achieved than all other models

except for INFINet.

It has been concluded that FINet and INFINet models

developed for age and gender estimation are competitive

with other models in cases where it is difficult to obtain

successful results with imbalanced datasets. Future studies

planned to be carried out include several objectives:

• Application of the developed FINet model with differ-

ent parameters
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Fig. 11 Confusion matrix plots obtained from models for age estimation using the UTKFace dataset: a Xception, b InceptionV3,

c InceptionResNetV2, d MobileNet, e MobileNetV2, f NASNetMobile, g NASNetLarge, h FINet, and i INFINet
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• Developing the FINet model and producing its second

version

• Creating new and better models by combining the FINet

model with different AI technologies

• Estimating age on the selected gender dataset, after

determining the gender

• Estimating age based on specific ages

• Creating models for object recognition using the

Transformer approach

• Testing the developed models on many different

balanced/imbalanced datasets

• Evaluating model performance by applying balancing

techniques and augmentation methods

• Application of the developed models to real-world

problems
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Fig. 12 Confusion matrix plots obtained from models for gender estimation using the UTKFace dataset: a Xception, b InceptionV3,

c InceptionResNetV2, d MobileNet, e MobileNetV2, f NASNetMobile, g NASNetLarge, h FINet, and i INFINet
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