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Abstract
Diagnosis of autism considers a challenging task for medical experts since the medical diagnosis mainly depends on the

abnormalities in the brain functions that may not appear in the early stages of early onset of autism disorder. Facial

expression can be an alternative and efficient solution for the early diagnosis of Autism. This is due to Autistic children

usually having distinctive patterns which facilitate distinguishing them from normal children. Assistive technology has

proven to be one of the most important innovations in helping people with autism improve their quality of life. A real-time

emotion identification system for autistic youngsters was developed in this study. Face identification, facial feature

extraction, and feature categorization are the three stages of emotion recognition. A total of six facial emotions are detected

by the propound system: anger, fear, joy, natural, sadness, and surprise. This section proposes an enhanced deep learning

(EDL) technique to classify the emotions using convolutional neural network. The proposed emotion detection framework

takes the benefit from using fog and IoT to reduce the latency for real-time detection with fast response and to be a location

awareness. From the results, EDL outperforms other techniques as it achieved 99.99% accuracy. EDL used GA to select the

optimal hyperparameters for the CNN.
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1 Introduction

This section discusses some important issues such as aut-

ism spectrum disorder, emotion recognition problem with

people with autism, and assistive technology.

1.1 Autism spectrum disorder

A neurological ailment called autism spectrum disorder

(ASD) affects behavior and communication. Although

Kanner was the first to recognize it in 1943 [1], our

knowledge of ASD has greatly increased in terms of

diagnosis and treatment. The initial indicators of this

developmental syndrome can be seen in a child’s early

years, even though it can manifest at any age. The DSM-5

(diagnostic and statistical manual of mental disorders) [2]

states that a person with autism exhibits ineffective

behavior, social, and communication abilities. Even though

it is a permanent handicap, therapy and support can help a

person perform some tasks more successfully. Some

autistic individuals have trouble falling asleep and behave

rudely. It is simpler to diagnose ASD in children than in

adults since some symptoms in adults may be confused

with those of other intellectual disorders, such as attention

deficit hyperactivity disorder (ADHD).

They maintain a constant demeanor and show no signs

of wanting to socialize. Autism is a disorder with a wide

range of symptoms, depending on the person’s symptoms.

The word ‘‘spectrum’’ is included in the disorder’s name

since it can range from mild to severe [3]. A person with

severe autism is typically nonverbal or has speaking diffi-

culties. They struggle to understand their emotions and

express them to others. A person with autism therefore

struggles to do routine chores. A real-time emotion iden-

tification system for autistic children is essential to

detecting their feelings and assisting them when they

experience pain or rage.
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1.2 Autism-related issues with emotion
recognition

Empathy is referred to as the capacity for comprehending

and reciprocating the feelings of another. Sympathy, on the

other hand, is the ability to share comparable feelings with

another individual. People with ASD may not be able to

empathize or sympathize with others [4]. When someone is

harmed, they may express gladness, or they may show no

emotion at all. As a result of their inability to respond

correctly to others’ emotions, autistic people may appear

emotionless. Several studies, however, have looked into if

someone with autism can genuinely express their emotions

to others.

Empathy requires a careful examination of another

person’s body language, speech, and facial expressions in

order to comprehend and interpret their sentiments. People

with ASD lack the necessary social skills associated with

interpreting body language and reciprocating feelings,

whereas youngsters learn to understand the facial expres-

sions needed to demonstrate empathy by seeing and emu-

lating people around them. In people with ASD, the

majority of social skills needed to engage with others are

significantly hampered.

ASD is linked to a specific social and emotional deficit

that is characterized by cognitive, social semiotic, and

social understanding deficits. Autism typically prevents a

person from understanding another person’s emotions and

mental state through facial expressions or speech intona-

tion. They may also have trouble anticipating other peo-

ple’s actions by analyzing their emotional

conditions. Facial expressions are heavily used in emotion

recognition studies. The ability to recognize emotions and

distinguish between distinct facial expressions is normally

developed from infancy [5].

Children with ASD frequently neglect facial expressions

[6]. Additionally, children with autism perceive facial

expressions inconsistently [7], suggesting that they lack the

ability to recognize emotions. When interpreting emotions,

multiple sensory processing is frequently necessary [8].

The measurements of the face, body, and speech can all be

used to interpret emotion. The capacity to divide attention

and concentrate on pertinent facial information is necessary

for the recognition of emotions; this sort of processing is

largely subconscious.

1.3 Assistive technology’s role in the lives
of individuals with ASD

Assistive technology is any piece of equipment or gear that

enables people with ASD to do things they could not do

before. Such technological aids assist people with

disabilities in carrying out daily tasks. There has been a

surge in the development of technology that assists people

with autism in recent years. This technology ranges from

low-level to powerful and evolving [9]. Assistive technol-

ogy’s main goal is to help people with special needs. The

creation of technology-based therapeutic rooms could

result from a collaborative effort between such centers,

schools, and the government. The majority of academics

agree that, depending on the severity of the disease, it is

critical to pick appropriate assistive technology for people

with autism in a systematic manner [10].

As a result, not all assistive technology is appropriate for

everyone. Each person with ASD has their own collection

of characteristics. As a result, it is clear that there is no

uniform set of assistive technologies. Only professionals

are capable of recognizing the distinctions and providing

the necessary support. Basic techniques to advanced

computing technologies are used in assistive technology

[10]. It can be classified into three main categories:

(i) Basic assistive technology refers to pictorial cards that

are used to communicate between the child and the

instructor; (ii) medium assistive technology refers to

graphical representation systems; and (iii) advanced tech-

nology refers to human–computer interaction applications

such as robots and gadgets.

Assistive technology encompasses a wide range of tools

that help people with autism overcome their functional

limitations. Augmented and Alternative Communication

(AAC), which consists of a plan of actions that could

enable a nonverbal person to engage with others [12], is

another technological application that is used to improve

communication for people with ASD. Additionally, the use

of computer-based adaptive learning can improve the

methods for teaching such exceptional people to learn in

order to improve their lives. This medium could be hard-

ware, software, or a hybrid of the two.

1.4 Problem statement

Dynamic assistive technology incorporates control appa-

ratus, touch displays, and augmented and virtual reality

applications, among other advanced technological com-

puter gadgets that have evolved. These technologies can be

used for both diagnosis and treatment. Pictures and images

have piqued the interest of people with ASD [13]. They

have proven to be efficient visual learners, and pictorial

cards have proven to be an effective tool to teach children

how to conduct daily duties.

The aim of this study is to develop real-time emotion

recognition system that based on DL CNN model. Emotion

detection using face images is a challenge task, the con-

sistency, number and quality of images that used for

training model have a significant impact on the model
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performance. From the images used in training, model

should be able to distinguish between different emotions. It

was a challenge due to several reasons including (i) face

images have different characteristics, for example some of

them have shorter face, boarder face, wider image, small

mouth, etc. (ii) some faces may indicate emotions that

different from their actual emotions. (iii) Sad emotions

may sometimes overlap with anger emotions, and the same

for joy and surprise. The results showed that the higher

accuracy is for the natural class.

The main contributions can be summarized as:

1. Proposing a real-time emotion identification system for

autistic youngsters.

2. Face identification, facial feature extraction, and fea-

ture categorization are the three stages of emotion

recognition.

3. A total of six facial emotions are detected by the

propound system: anger, fear, joy, natural, sadness, and

surprise.

4. This research presents a Deep Convolutional Neural

Network (DCNN) architecture for facial expression

recognition.

5. The proposed emotion detection framework takes the

benefit from using fog and IoT to reduce the latency for

real-time detection with fast response and to be a

location awareness.

6. The suggested architecture outperforms earlier convo-

lutional neural network-based algorithms and does not

require any hand-crafted feature extraction

The remaining work is organized as follows. In Sect. 2,

some of the recent related work in the emotion recognition

techniques is presented. In Sect. 3, the proposed method is

presented. Experimental evaluation is provided in Sect. 4.

And in Sect. 5, we conclude this work.

2 Literature review

Researchers and technology professionals have long stud-

ied a facial detection system that not only recognizes faces

in an image but also estimates the type of emotion based on

facial traits. Bledsoe [14] documented some of the first

research on automatic facial detection for the US Depart-

ment of Defense in 1960. Since then, software has been

developed specifically for the Department of Defense,

although little information about the product is given to the

general public. Kanade [15] developed the first fully

effective autonomous facial recognition system. By dis-

criminating between features retrieved by a machine and

those derived by humans, this system was able to measure

sixteen distinct facial features.

One of the studies [16] shows how using visual cues can

help autistic youngsters learn about emotions. They made a

series of movies and activities to teach children about

various emotions and track their progress. Another study

[17] offered a web application that provides a platform for

such special youngsters to engage using a simulated model.

In addition, a project called ‘‘AURORA’’ used a robot and

allowed interaction between the child and the robot,

resulting in a human–computer interaction interface [18].

Another study [19] supports human–computer connection

by showing a series of short movies of various types of

emotions to teach emotions to youngsters with special

needs. The writers of [20] look into the various possibilities

for using robots as therapeutic instruments.

Despite several studies on teaching emotions to autistic

children, a number of obstacles remain. An autistic indi-

vidual has a hard time deciphering emotions from facial

expressions. In a study [21], the application of giving an

emotional hearing aid to special-needs individuals was

proven. The facial action coding system (FACS), intro-

duced by Ekman and Friesian [22], is one of the approaches

used to recognize facial expressions. Depending on the

facial muscular activity, the facial action coding system

depicts several sorts of facial expressions.

This method allows for the quantitative measurement

and recording of facial expressions. Facial recognition

systems have advanced significantly in tandem with

advances in real-time machine learning techniques. The

study [23] presents a detailed review of current automatic

facial recognition technologies and applications. According

to the research, the majority of existing systems recognize

either the six fundamental facial expressions or different

forms of facial expressions.

When it comes to recognizing emotions, emotional

intelligence is crucial. Understanding emotions entails

biological and physical processes as well as the ability to

recognize other people’s feelings [24]. By watching facial

expressions and somatic changes and converting these

documented changes to their physiological presentation, an

individual can reliably predict emotions. According to

Darwin’s research, the process of detecting emotions is

thought to entail numerous models of behavior, resulting in

a thorough classification of 40 emotional states [25]. On the

other hand, the majority of studies on facial attribute

stratification, on the other hand, refer to Ekman’s classifi-

cation of six primary emotions [26]. Happiness, sadness,

surprise, fear, disgust, and anger are the six primary emo-

tions. However, six other fundamental emotions were later

added to the neutral expression.

The ease with which various groupings of emotions may

be identified is a big advantage of using this approach. A

variety of computer-based technologies have been devel-

oped to better read human attitudes and feelings in order to
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improve the user experience [27]. To anticipate meaningful

human facial expressions, they mostly use cameras or

webcams. With moderate accuracy, one can deduce the

emotions of another person who is facing the camera or

webcam. Meanwhile, several machine learning and image

processing experiments have shown that face traits and

eye-glazing behaviors may be used to identify human

moods [28]. The Facial Action Coding Method (FACS) is a

classification system for facial impressions based on facial

affectation. It was first proposed in 1978 by Ekman and

Friesen, and it was modified in 2002 by Hager [29].

Using a convolutional neural network and a modified

version of particle swarm optimization, the authors of [30]

provide an efficient dynamic load balancing technique

(EDLB) that examines the FC architecture for applications

in healthcare systems. Authors in [31] proposed a new

Table 1 Different techniques for facial emotion recognition

References Year Used technique Description Advantages Disadvantages

[25] 2019 One of the most popular

SDKs for categorizing

emotional states is the

chosen program, Affdex by

Affectiva (in partnership

with iMotions)

The facial action coding

system (FACS), an

intricate and popular

objective taxonomy for

coding facial behavior, is

employed by Affdex

The examination of the

facial analysis system’s

recorded reactions is the

main topic of this study

50 college students were

used as a sample for the

experiment

Each student saw 100

random images, and their

responses to each one were

noted

The recorded responses were

then contrasted with the

anticipated response to the

visual

The experiment’s findings

revealed a number of flaws

in the face analyzing

system

The algorithm has trouble

categorizing facial

expressions and is unable

to recognize and detect any

underlying emotions that a

viewer may feel when they

view the image

Face analysis software can

only identify emotions that

are physically displayed on

the face by observing

physiological changes in

certain facial regions

[28] 2016 The following factors were

included in the full

factorial design: face sex

(female, male); intensity

(10%, 55%, 90%); kind of

expression (anger, disgust,

fear, joyful, sad, surprise);

and observer gender

(woman, man) as a

between subject factor

With 10 trials each

condition, a total of 360

trials were shown

This study examines the

effects of these variables

on the dwell duration on

the two most important

features of the face—the

eyes and the mouth—as

well as the speed and

accuracy of expression

recognition

Participants were asked to

categorize the six facial

expressions (angry,

disgust, fear, happiness,

sorrow, and surprise), each

with three levels of

intensity, on both male and

female faces (low,

moderate, and normal)

We were able to investigate

the impact of reduced

intensity on eye scan

routes as well as whether

participants were sensitive

to very low levels of

emotional content thanks

to this methodology

The degree to which

different expressions serve

as a vehicle for social

engagement or as a

byproduct of an emotional

experience may vary

Neutral replies that were

90% neutral and 10%

expressive for extremely

low intensity expressions

were recorded as erroneous

[27] 2019 Visualizations In a programming course,

we have used ten different

sorts of visualizations that

authors have offered to

help us understand the

learners’ current state of

effectiveness

The low level data of users’

interactions with various

technological educational

tools were processed to

create these visuals, which

represent high level

information

Four categories have been

established for the

visualizations: time-based,

context-based, emotional

changes, and cumulative

information

Small dataset (limited scale)
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effective hyperparameters optimization algorithm for

CNN.

In order to secure the home, authors in [32] suggest

innovative and adaptable ways. The major goal of this

essay is to influence the burglar’s mindset and prevent him

from carrying out these duties. The Raspberry Pi and

Arduino Uno are modified to function as the system’s

master controllers.

An online video of people crossing the street is used to

test the suggested method, IFRCNN [33]. The number of

persons in a location who maintain social distance is

tracked in this paper using social distance violation data

and live updates of recorded video. Updates will be kept in

a cloud-based storage system, where any company or

organization can access real-time updates on their digital

devices.

Table 1 summarizes different techniques for facial

emotion recognition.

3 Problem definition

This section proposes a real-time emotion identification

system for autistic youngsters. Face identification, facial

feature extraction, and feature categorization are the three

stages of emotion recognition. A total of six facial emo-

tions are detected by the propound system: anger, fear, joy,

natural, sadness, and surprise. This research presents a

Deep Convolutional Neural Network (DCNN) architecture

for facial expression recognition. The suggested architec-

ture outperforms earlier convolutional neural network-

based algorithms and does not require any hand-crafted

feature extraction.

3.1 Proposed emotion detection framework

The proposed emotion detection framework is based on 3

layers which are: (i) Cloud Layer, (ii) Fog Layer, and (iii)

IoT Layer. The two main layers are: (i) IoT and (ii) Fog. In

IoT, there are the proposed assistant mobile application

which is used to capture an image of the child while using

the smart device and then sends this face image to the fog

layer. In Fog layer, there are a controller which is the fog

IoT Layer

Parent SideChild Side
Emotion Detection Assistant (EDA) Application

Cloud Layer
Cloud Layer contatins 

data centers to store the 
overall received data

Controller

FS DB

Alert SignalSent FaceImage

Fog layer has a DB 
containing the 

pretrained 
dataset to 
detected 
emotion. 

Fog Layer

FS is responsible 
for getting this 
face image and 
detecting the 

emotion.

Fig. 1 Proposed emotion detection framework
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server (FS) responsible for getting this face image and

detecting the emotion depending on the proposed DL

technique. In Fog layer, there is also a database (DB)

containing the pretrained dataset. After detecting the

emotion, the fog server sends an alert message to the parent

device in case of detected emotion is anger, fear, sadness,

or surprise.

The main controlling and managing is implemented at

the controller at the fog layer to reduce the latency for real-

time detection with fast response and to be a location

awareness. The overall proposed framework is shown in

Fig. 1.

3.2 Cache replacement strategy using fuzzy

There will be a difficulty with the fog server’s cache

memory due to the enormous amount of collected images

that will be transferred to the fog per second. Therefore,

after a predetermined amount of time, we should employ

an effective cache replacement mechanism to release the

memory from the old collected images.

As shown in Table 2, the fog server has a table that lists

information about each image that was taken, including the

following: (i) Image ID, which is a sequence number; (ii)

Arrival time; (iii) Current Time; and (iv) TTL, or Time To

Live, which is determined by combining the arrival time

and current time; (v) Priority: based on the place where the

photograph was taken. If the picture was shot far away

from where the parent was, then it is very important. If the

acquired image was taken at the same location as the

parent, it has a low priority. (vi) Available: To determine if

the photograph should be kept or destroyed.

Fuzzy logic is used to determine if an image should be

kept around for a while longer or should be removed. When

compared to computationally precise systems, the reason-

ing process is frequently straightforward, saving processing

power. Particularly for real-time systems, this is a really

intriguing aspect. Typically, fuzzy approaches require less

time to design than traditional ones. The following con-

secutive steps are used to carry out the fuzzy inference

process: (i) Fuzzified Inputs, (ii) Applying regulations, (iii)

Crips values. These steps are demonstrated in Fig. 2.

Each image is ranked based on the following 3 char-

acteristics: (i) Arrival time (AT), (ii) Time To Live (TTL),

which are determined by the arrival time and the current

time, (iii) Priority (P): This factor is determined by where

the photograph was taken. Each photograph receives a

Ranking (R) value from the Fuzzy by taking into account

its three preset attributes (AT, TTL, and P). The fuzzy

process takes into account each of those characteristics.

The ranking is quickly and accurately determined by a

fuzzy algorithm. Insofar as they are less sensitive to

shifting settings and incorrect or forgotten rules, fuzzy

algorithms are frequently robust.

a. Arrival Time (AT): has values: Early, Medium, or

Late.

b. Time To Live (TTL): Small, Medium, or Large.

c. Priority (P): Low, Medium, or High.

The rating value is R1, meaning that the photograph is

significant and will require additional time (15 min). If a

photograph has a rating value of R2, it has a low priority

and can be deleted to make room for another.

a. Fuzzified inputs

The considered three features for each image are

fuzzified. The Fuzzified Arrival Time (FAT), Fuzzified

Time to Live (FTTL), Fuzzified Priority (FP) are used to

predict the value of R. They are calculated as shown in

Eq. (1), (2), and (3) [34], 35.

FAT ¼ AT ; lFAT ATð Þ
AT�T

� �
; ð1Þ

lFAT ATð Þ�½0; 1�

where AT = {Early, Medium, Late}, T = [0,100]. FAT:

Fuzzified Arrival Time.

FTTL ¼ TTL; lFTTL TTLð Þ
TTL�TL

� �
; ð2Þ

lFTTL TTLð Þ�½0; 1�

where TTL = {Small, Medium, Large}, TL = [0,100].

FTTL: Fuzzified Time To Live.

Table 2 Images information table

Image ID Arrival time Current time TTL Priority Available

1 10 11 7 High Available

2 10 11 7 High Available

3 10 11 7 Low Available

4 11 18 7 Low Deleted

5 11 19 7 Low Deleted

Fuzzifica�on

Fuzzy Rules

Defuzzifica�on

Ranking (R): 
Crisp output

AT

TTL

Priority

Crisp inputs

Fuzzy System

): 

Fig. 2 The steps of the fuzzy process
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FP ¼ P; lFP Pð Þ
P�p

� �
; ð3Þ

lFP Pð Þ�½0; 1�

where P = {Low, Medium, High}, p = [0,100]. FP:

Fuzzified Priority.

b. Applying regulations

The rules in this stage explain the connection between

the output and the specified input variables (AT, TTL, and

P) (R). The fuzzy language rules are founded on IF THEN

statements like these:

If TTL is small and P is low and AT is early THEN R

is R2

If P is high THEN R is R1

iii. Crips values

It will be chosen whether to delete the image or keep it

for longer than was originally determined based on the

fuzzy output value (R).

3.3 Proposed application

The proposed application can be implemented in any smart

device such as smartphones and tablets. When the appli-

cation captures a photograph for the kid, it can detect his

feeling as shown in Fig. 3. The Emotion Detection Assis-

tant (EDA) Application can be active in the background

while the child uses another application. EDA is used to

detect the emotion of the kid. If the detected emotion is

natural or joy, then there is no problem. If the detected

emotion is anger, fear, sadness, or surprise, it will send an

alert signal to a connected application installed on the

parent’s device.

In normal, the child with autism has not enough ability

to express his feeling. Hence, EDA is very useful and

essential to help his parent to be notified when he is not

okay. The child with autism has no ability to ask for help.

There are two main sides in this system as shown in Fig. 4:

(i) Child Side, and (ii) Parent Side.

3.4 Proposed DL framework

This section proposes an Enhanced Deep Learning (EDL)

Technique to classify the emotions using Convolutional

Neural Network. The overall architecture of the proposed

model is shown in Fig. 5. It consists of two steps: the first

step is a hyperparameters optimization followed by an

Inception-ResnetV2 training model (trained model). The

second step is the segmentation process with the U-net

model for a for more fast and more precise detection pro-

cess. To improve the performance of the algorithm to

classify the input image efficiently, the proposed algorithm

contains autoencoder for feature extraction and feature

selection. The proposed Enhanced Deep Learning (EDL)

Technique is based on two sub modules; (i) CNN hyper-

parameters optimization followed by a trained Model. (ii)

Segmentation U-net model.

3.4.1 CNN hyperparameters optimization

The optimization of the CNN hyperparameters is based on

using the Genetic Algorithm (GA) as shown in Algorithm

1.

Fig. 3 Emotion detection assistant (EDA) application

Fig. 4 Emotion detection assistant (EDA) system
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3.4.2 3D U-net architecture segmentation model

U-Net [36] is a network that is used for fast and accurate

image segmentation. It comprises an expanded pathway

and a contracting pathway. The contracting pathway

adheres to the standard convolutional network design. The

structure of the 3D U-Net is shown in Fig. 6.

As shown in Fig. 7, for the segmentation process the

data set is partitioned into a train, validation, and test

datasets.

4 Implementation and evaluation

This section introduced the used dataset and the evaluation

of the proposed model.

4.1 Used dataset

This paper uses a set of cleaned images for autistic-children

with different emotions [37]. The duplicated images and

the stock images have removed. Then, dataset has been

categorized into six facial emotions: anger, fear, joy, nat-

ural, sadness, and surprise. The six primary used emotions

are shown in Fig. 8.

U-net 
segmenta�on 

model

2

Dataset

Images 
Extrac�on

Labels 
Extrac�on

Image 
Preprocessing

Data 
Par��oning

+

Training and 
Valida�on

Test set

Final modelNetwork 
Training

Incep�on-
ResnetV2

Hyper parameters 
op�miza�on

Performance 
Computa�on

1

Fig. 5 The proposed EDL

model steps
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This paper used 758 images for training (Anger: 67,

Fear: 30, Joy: 350, Natural: 48, Sadness: 200, Surprise: 63)

and 72 images for testing (Anger: 3, Fear: 3, Joy: 42,

Natural: 7, Sadness: 14, Surprise: 6).

4.2 Evaluation of the proposed model

The performance of the CNN with the used data without

optimization is shown in Fig. 9.

As shown in Table 3 and in Fig. 10, the effectiveness of

the suggested approach (EDL) is evaluated in comparison

with the previously widely used classifiers Decision Tree

(DT), Linear Discriminant (LD), Support Vector Machine

(SVM), and K-Nearest Neighbor (K-NN).

From Table 3 and Fig. 10, it is shown that the EDL as a

classifier achieved the best results due to the enhancement

of the performance of the CNN after the optimization of the

hyperparameters of the CNN. EDL outperforms other

techniques as it achieved 99.99% accuracy. EDL used GA

to select the optimal hyperparameters for the CNN.

4.3 Discussion

A data flow generators are used to divide the data into

batches and feed it to the proposed models (MobileNet,

Xception and ResNet). There were 1200 images in training

and 220 image in testing. Model hyperparameters are

enhanced and provided in Table 4. Accuracy and loss

percentage in training and validation stage are shown in

Figs. 11 and 12.

5 Conclusion

This research presented a deep convolutional neural net-

work (DCNN) architecture for facial expression recogni-

tion. Assistive technology has proven to be one of the most

important innovations in helping people with autism

improve their quality of life. A real-time emotion identi-

fication system for autistic youngsters is a vital issue to

detect their emotions to help them in case of pain or anger.

A real-time emotion identification system for autistic

youngsters was developed in this study. Face identification,

facial feature extraction, and feature categorization are the

three stages of emotion recognition. A total of six facial

Fig. 6 Structure of the 3D

U-Net [34]

Fig. 7 Dataset distribution for segmentation

Fig. 8 The six primary used emotions
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Fig. 9 The results of the CNN

Table 3 The performance of the

proposed method (EDL) vs.

previous classifiers

Method Performance metrics

Precision (%) Recall (%) Accuracy (%) Specificity (%)

EDL 99.97 100.00 99.99 99.98

CNN 99.65 100.00 99.82 99.65

SVM-Linear 99.93 98.72 99.33 99.93

SVM-Gaussian 99.93 99.43 99.68 99.93

SVM-Cubic 99.93 99.65 99.79 99.93

K-NN 99.64 98.44 99.04 99.65

LD 99.64 97.38 98.51 99.65

DT 95.69 95.96 95.82 95.67
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Fig. 10 The results of the CNN
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emotions are detected by the propound system: anger, fear,

joy, natural, sadness, and surprise. This research presents a

deep convolutional neural network (DCNN) architecture

for facial expression recognition to help medical experts as

well as families in the early diagnosis of autism. The

limitation of the proposed technique is that it uses small

dataset (limited scale) as the large number of real dataset is

not available. In the future work, we intend to use a large

real dataset.
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Table 4 Results of the pretrained models

Model Acc P R F1 K AUC

MobileNet 0.8812 ± 0.0231 0.9138 ± 0.0281 0.9027 ± 0.0101 0.9002 ± 0.0256 0.813 ± 0.0264 0.892 ± 0.0312

ResNet 0.9143 ± 0.0338 0.9028 ± 0.0335 0.9311 ± 0.005 0.9162 ± 0.0227 0.8021 ± 0.0315 0.8625 ± 0.0103

Xception 0.9523 ± 0.0278 0.932 ± 0.0318 0.9421 ± 0.0134 0.9331 ± 0.0219 0.853 ± 0.0312 0.9134 ± 0.0121

Fig. 11 Deep learning model results, a Training and validation accuracy, b training and validation loss

Fig.12 Comparison of the pretrained models
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