
REVIEW

A review on crowd analysis of evacuation and abnormality detection
based on machine learning systems

Alala Bahamid1 • Azhar Mohd Ibrahim1

Received: 6 April 2022 / Accepted: 18 August 2022 / Published online: 5 September 2022
� The Author(s), under exclusive licence to Springer-Verlag London Ltd., part of Springer Nature 2022

Abstract
Human crowds have become hotspot research, particularly in crowd analysis to ensure human safety. Adaptations of

machine learning (ML) approaches, especially deep learning, play a vital role in the applications of evacuation, detection,

and prediction pertaining to crowd analysis. Further development in the analysis of crowd is needed to understand human

behaviors due to the fast growth of crowd in urban megacities. This article presents a comprehensive review of crowd

analysis ML-based systems, where it is categorized with respect to its purposes, viz. crowd evacuation that provides

efficient evacuation routes, abnormality detection that could detect the occurrence of any irregular movement or behavior,

and crowd prediction that could foresee the occurrence of any possible disasters or predict pedestrian trajectory. Moreover,

this article reviews the applied techniques of machine learning with a brief discussion on the used software and simulation

platforms. This work also classifies crowd evacuation into data-driven methods and goal-driven learning methods that have

attracted significant attention due to their potential to adopt virtual agents with learning capabilities. This review finds that

convolutional neural networks and recurrent neural networks have shown superiority in abnormality detection and pre-

diction, whereas deep reinforcement learning has shown potential performance in the development of human level

capacities of reasoning. These three methods contribute to the modeling and understanding of pedestrian behavior and will

enhance further development in crowd analysis to ensure human safety.
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1 Introduction

People gatherings on a large-scale are vulnerable to

adverse incidents when constricted with limited space and

exit routes. In booming urban centers, crowd safety and

analysis become major concerns especially in public places

or in events where the possibility of catastrophic incidents

increases and might lead to serious injury or death. The

study of human crowd is a continual and interdisciplinary

research, involving different disciplines, such as technol-

ogy, mathematics, computational science, and psychology

[1]. Several factors affect the behaviors and movement

patterns (like walking strategy) of the crowd. The study of

previous research shows that evacuation drills and

simulations have been conducted for better analysis to

achieve a more comprehensive understanding of crowd

behaviors. However, evacuation drills are cost-intensive

procedures and do not reflect the natural behavior of people

in emergencies. Crowd behavior simulations [2] can

overcome the shortcomings of mechanized evacuation

drills in emergencies due to their time and cost efficiency

and repeatability. However, it is still a challenge to match

the simulation with the observed actual behavior in sce-

narios where human behavior is affected by external

circumstances.

Despite several years of progress in crowd research,

simulation mapping is still lacking due to the shortcomings

in consideration of individual behavioral variations.

Moreover, people make their own choices so their behav-

iors cannot be accurately described by equations as well as

the laws of physics [3]. Artificial Intelligence (AI) tech-

niques such as fuzzy logic [4], neural network (NN) [5],

and game theory [6] have been implemented into crowd
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simulation to address individual perception and behaviors.

However, these methods of AI are rule-based (not learning

agent) and need extensive justifications to explain them-

selves in real scenario applications. Notably, attention to

the significant role of data where models can be validated

with empirical data with humans is definitely increasing

but it still continues to remain largely unexplored [7].

Recently with the evolution of big data and techniques for

automatic sensing of crowd behaviors [8], ML has become

a hotspot for crowd analysis due to its ability to learn,

adapt, and perform robust classification and detection [9].

Machine learning plays a vital role in crowd analysis

because it enables researchers to explore real data of crowd

assemblies [10] or adopt agents with virtual behavior that

interact with the environment.

The role of machine learning in crowd analysis has not

been significantly explored in previous studies. Accord-

ingly, this review work attempts to address this gap to

enable further development in crowd analysis. Several

surveys related to crowd analysis have been done recently

[11]. Zhan et al. [12] and Jacques et al. [13] reviewed

crowd analysis methods covering the techniques of crowd

recognition, tracking, and density estimation. While Sjarif

et al. [14] surveyed the crowd analysis with emphasis on

abnormality detection in crowded scenes. Swathi et al. [15]

reviewed studies on crowd behavior analysis that involve

density estimation, motion detection, tracking, and behav-

ior recognition. However, these surveys paid excessive

attention to the computer vision approach. Ibrahim et al.

[16] surveyed prediction techniques of crowd disasters

briefly along with evacuation models that provide efficient

evacuation routes. Bi et al. [17] reviewed the evacuation

algorithms in crowded sites while Zhou et al. [18] surveyed

the approach of guided crowd evacuation. Sodemann et al.

[19] surveyed anomaly detection approaches in automated

surveillance and shortly introduced the anomaly detection

machine learning techniques, such as support vector

machine, clustering, and decision trees. Recently, Sreenu

et al. [20] surveyed the applications of deep learning

techniques in crowd counting. However, none of these

reviews have fully addressed the applications of ML

techniques toward crowd evacuation, abnormality detec-

tion, and crowd prediction. Table 1 summarizes the topics

covered in the previously conducted surveys in crowd

analysis.

This article aims to answer the following research

questions: Q1. How do machine learning-based systems

impact crowd analysis? Q2. Which machine learning-re-

lated techniques do achieve better performance? and what

types of problems do they seek to address? Moreover, this

article aims to derive a clear picture of the crowd analysis

machine learning-based systems which are categorized into

crowd evacuation, abnormality detection, and prediction.

As such, crowd counting, and density estimation have been

excluded here. The main objective of this article is to

review crowd analysis machine learning-based systems,

consisting of a combination of the following key aspects:

(I) relevant machine learning techniques in crowd analysis,

(II) related crowd evacuation studies that provide efficient

evacuation routes, (III) pertinent studies of abnormality

detection and crowd prediction that could detect or foresee

the occurrence of any possible disasters and predict

pedestrian route choices, and (IV) relevant platforms for

crowd simulation.

The remainder of this article is organized as follows:

Sect. 2 discusses the common and widely applied ML

techniques for crowd analysis, Sect. 3 elaborates on the

approaches and types of crowd analysis machine learning-

based systems, Sect. 4 briefs the relevant software and

platforms used in surveyed papers, Sect. 5 addresses the

current challenges of crowd analysis, and the subsequent

section concludes this article.

2 Machine learning techniques in crowd
analysis

Crowd analysis-oriented research has largely focused on

machine learning models due to their outstanding capa-

bility of learning, adapting, and performing good detection

and classification. Machine learning methods are catego-

rized generally into supervised learning, unsupervised

learning, and reinforcement learning. Currently, unsuper-

vised learning has been overshadowed by the successes of

supervised learning [21]. However, in the long term,

unsupervised learning is expected to emerge as more sig-

nificant because humans explore the world through

autonomous observation (unsupervised learning), and not

by being informed. This section discusses the most widely

used ML models in crowd analysis, viz. traditional models

of machine learning, reinforcement learning, deep rein-

forcement learning, convolutional neural network, and

recurrent neural network due to their huge potential.

2.1 Traditional models of machine learning

Learning methods such as support vector machine (SVM),

decision tree (DT), K-Nearest Neighbor (k-NN), and arti-

ficial neural network (ANN) become obvious in more

complex scenarios in anomaly detection [19] and crowd

movement pattern categorization under emergency evacu-

ation [22]. Kuang et al. [23] developed a data-driven path

planning model for crowd where SVMs have been used for

route choice classification. Each learning method of

machine learning demonstrates distinctive features and

advantages in specific contexts. However, these ML
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techniques demonstrate limited ability to process raw data

and require engineering skills and expertise to design a

feature extractor that transforms the raw data into a feature

vector from which the learning methods could detect or

classify patterns in the input [21].

2.2 Reinforcement learning (RL)

The reinforcement learning (RL) has the property of uti-

lizing a trial-and-error learning process to achieve certain

goals, which can enable advanced progression toward

building a human-level agent [24]. The RL has been a

hotspot of intensive research in diverse fields like industrial

automation, robotics, and control. It is also an effective

learning approach to study crowd evacuation. RL supports

multi-agent systems and enables goal-driven learning

where individuals are treated as intelligent and independent

agents who learn the main features of crowd motion.

Traditional multi-agent methods are useful in capturing the

dynamics of the human crowd. However, evacuation routes

and agents’ behaviors are predefined in the traditional

approaches by the model [25]. RL can enhance a better

understanding of human behavior and handle situations

that occur in real emergencies frequently. Many research

studies have used the RL algorithm as a mechanism for

human evacuation [26] in dynamic environments. RL is an

algorithm that can solve sequential decision-making prob-

lems where the concept of RL optimal policy can generate

anticipatory behaviors, which is a desirable character in

crowd simulation [27], intelligent control, analysis, and

prediction [28]. In the pedestrian simulation, the multi-

agent RL applications have several advantages including

low computational cost regarding the agents’ behavior,

variability and heterogeneity of individual behaviors which

affects crowd flow, the free model design where the agent

behavior and environment are not assumed, and availability

of collective behaviors as consequences of individual

decisions [29]. Multi-agent RL algorithm has two key

challenges: Firstly, dimension dilemma due to the rise of

agents in different situations. Secondly, the level of com-

plexity which is affected by how agents might interact and

explore the environment.

2.3 Deep reinforcement learning (DRL)

Deep learning (DL) has emerged as the new tendency of

machine learning approach due to its sophisticated pattern

recognition and classification where raw sensory data is

directly fed into deep neural networks that learn features

automatically and provide more accurate classification

compared to traditional ML techniques which have limited

capability to process raw data directly. Several DL

frameworks have been widely adopted for various crowd

analysis as discussed here and in the following two sub-

sections.

Deep reinforcement learning (DRL) is an integration of

RL with deep neural networks (DNNs). It has shown

astonishing results for several challenges in sequential

decision-making [30, 31]. DRL approaches have been

adopted in crowd simulation [32–36] due to their capability

to deal with a dynamic environment that affects the deci-

sions of agents [27]. The advantages of DRL are more

obvious in scenarios, wherein the environment is repre-

sented by a large number of states. Mnih et al. [30]

developed a virtual agent via deep Q-network (DQN)

which directly learns effective policies from high-dimen-

sional inputs. DRL shows better performance in compar-

ison to RL for path planning evacuation due to its strong

nonlinear approximation and a generalization of neural

networks [24, 37]. To some extent, DRL contributes

Table 1 Previous surveys in crowd analysis

References Applications Techniques

Evacuation Anomaly detection Prediction Crowd counting Machine learning Deep learning

Jacques et al. [13] n/a H n/a n/a n/a n/a

Zhan et al. [12] n/a H n/a n/a n/a n/a

Sjarif et al. [14] n/a H n/a n/a n/a n/a

Ibrahim et al. [16] H n/a H n/a n/a n/a

Bi et al. [91] H n/a n/a n/a n/a n/a

Zhou et al. [18] H n/a n/a n/a n/a n/a

Sodemann et al. [19] n/a H n/a n/a H n/a

Sreenu et al. [20] n/a n/a n/a H n/a H

Swathi et al. [15] H H n/a H n/a n/a

This review H H H n/a H H
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toward solving the dilemma of dimensionality. However,

this dilemma is still an open question [24].

2.4 Convolutional neural network (CNN)

The CNN models have been widely adopted for crowd

behavior categorization and detection of abnormal activi-

ties or emotions. CNN has significant advantages in vision-

based tasks specifically in crowd counting [38] due to its

auto capability of high-level features extraction in large-

scale images with a single [39] or multiple objects. The

CNNs include a convolutional layer, activation function,

and pooling layer that reduces the dimension of input data

but retains the most important information [40]. The CNN

approaches have been studied to demonstrate effectiveness

in crowd counting. Existing CNN applications present

challenges for several parameters and the need for large

storage space. Correspondingly, precise control becomes

possible with visual inputs and power of the CNNs [27].

2.5 Recurrent neural network (RNN)

Several works have implemented RNNs for the prediction

of pedestrian trajectories. RNNs can process sequential

information and maintain the previous information updated

to the current state. However, it is difficult to store infor-

mation for longer durations [41]. In long sequence learn-

ing, RNNs experience deficiency due to the vanishing

gradient problem. So, Long Short-Term Memory (LSTM)

[42] and Gated Recurrent Unit (GRU) [43] were introduced

to overcome the vanishing gradient problem. They have

achieved an outstanding performance due to their ability in

capturing long-term dependencies. GRU is like LSTM but

with fewer parameters. Hence, RNNs with LSTMs have

been exceedingly applied in long sequence processes [40].

In comparison to conventional RNNs, LSTM is proved to

be more effective [44]. Table 2 provides a summary on the

applied machine learning techniques in the surveyed arti-

cles in crowd analysis. Table 2 also shows that DRL

techniques have advantages in path planning and evacua-

tion while RNN shows significance in crowd prediction

applications. CNN is considered a breakthrough in visual

tasks related to crowd detection.

3 Crowd analysis

Crowd analysis has been flourishing and garnering the

focus of several researchers. It involves diverse research

aspects including visual surveillance, artificial intelligence,

crowd dynamics and pattern recognition, etc. Based on

their objective and purpose, this article categorizes crowd

analysis studies as follows: Crowd evacuation, abnormality

detection, and prediction (see Fig. 1).

3.1 Crowd evacuation

Evacuation constitutes one of the main concerns in study-

ing emergency crowd situations where time is very crucial

for human safety. Providing an optimal route for evacua-

tion continues to remain a big challenge which requires

optimization and quick handling of high-dimensional data.

As such, the pedestrian or agent in the simulation must

have the learning capability to control its velocity and

avoid collision with obstacles and other pedestrians. For

better elaboration, this article categorizes crowd evacuation

into data-driven methods [48] and goal-driven learning

methods [26].

3.1.1 Data-driven methods

Traditional crowd evacuation methods strive to improve

evacuation efficiency using several assumptions which

make the crowd simulation less realistic. Correspondingly,

researchers have employed data-driven methods to pro-

mote the visual reality of the crowd simulation. Several

optimization algorithms [62–64] have been used to tune

parameters of the social force model (SFM) [65] and

Reciprocal velocity obstacles (RVO) [66] in order to gen-

erate plausible simulations with similar observed trajectory

behaviors in a video. Kim et al. [67] proposed an adaptive

data-driven algorithm and extracted trajectory behaviors

from videos to obtain feasible simulations. However, these

methods consider only the social attributes which are

insufficient to describe the cohesive characteristics of

crowds. Yao et al. [48] proposed a RL-based data-driven

algorithm for crowd evacuation in dynamic environments

where the position and velocity were extracted from videos

to describe the crowd cohesiveness. A crowd cohesiveness-

based K-means algorithm was proposed to merge the tra-

jectories of individuals into groups to improve the effi-

ciency of path computation. Then, a path planning

mechanism was proposed with two layers. Wherein, the

Q-learning algorithm was employed in the top layer to train

the control policy using trajectories. The bottom layer was

for obtaining individual routes and avoiding collision via

RVO model. This proposed method has shown a more

realistic crowd evacuation simulation. Wang et al. [9]

proposed evacuation path planning by combining an

improved multi-agent RL algorithm with the improved

SFM to support the authority in managing a large-scale

crowd. SFM has been continuously optimized since its

birth and as such, visual parameters were added to SFM.

The intersections of pedestrian trajectories were extracted

from video and used as a state space for Q-Learning
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algorithm employing two-layer mechanism. The upper

layer was used for processing the leader’s decision to select

a route based on the improved multi-agent RL. Improved

SFM was applied in the bottom layer for individuals’

evacuation. This method addressed the dimensionality

problem of RL and improved the convergence speed. The

leaders exchanged information to attain the optimal policy.

Li et al. [54] proposed a novel pedestrian detection method

that combined SFM with Region-based CNN (R-CNN).

The pedestrian positions were acquired by the R-CNN from

a video and converted into actual coordinates. After which,

the SFM was applied to simulate evacuation based on these

actual coordinates. The results showed a more logical and

plausible simulation than the pure SFM.

The deep learning techniques were used for crowd

detection with the purpose to overcome the evident lack of

the SFM in handling individual variations and unplanned

events. Herein, the SFM was adopted to enhance the

Table 2 Common ML techniques for crowd analysis

Model Architecture

example

Suitable problem Model characteristics Crowd

applications

Example references

Traditional

ML

models

SVM Non-sequential

models

(Labeled data)

SVM is good for behavior and

abnormality detections

Behavior

categorization

and

abnormality

detection

[22, 23, 45–47]

k-means

clustering

Unlabeled data It is suitable for hierarchical

clustering and identifying all

unknown patterns in data

Crowd

clustering and

merging

trajectories

[48, 49]

RL / DRL Q-learning/

DQN, Deep

deterministic

policy

gradient

Sequential

decision-

making

problems

RL and DRL are ideal for

modeling high-dimensional

environment and intelligent

agents

Human

behavior,

intelligent

agents, and

path planning

[48, 9, 27, 26, 50, 51, 52, 49, 53, 32]

CNN n/a Spatial data

modeling

CNN is perfect for visual

missions where convolution

layers consume huge

computations and large

training is required

Feature

detection and

classification

[54, 53, 47, 55, 56]

RNN LSTM, GRU Sequential data

modeling

RNN is useful for temporal
prediction of high

dimensional/complex

structure, and it is good in

time-dependent data

applications

Human activity

recognition

and mobility

prediction

[57–61]

Fig. 1 Schematic representation

of the crowd analysis categories

in this survey
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computational accuracy of deep learning for a dense crowd.

Also, the data-driven method aims to imitate the trajecto-

ries of crowd in real videos to describe social attributes

sufficiently which is an efficient method to promote the

realism of crowd simulation. However, these methods lack

consideration of scenario variation and dynamic changes.

3.1.2 Goal-driven learning methods

The simulations of traditional crowd evacuation behaviors

often ignore individual differences and lack local details.

The reinforcement learning is considered one of the most

effective methods to learn or plan human evacuations.

Humans are mostly driven by goals (desires) and led by

self-beliefs. The RL methods can be also used as a goal-

driven learning method that enables agents to interact with

surrounding environments and make a decision indepen-

dently. Lee et al. [27] proposed an agent-based deep rein-

forcement learning (DRL) approach for navigation. A wide

variety of scenarios (like Obstacle, Hallway, Crossway,

Circle) were successfully simulated and there was no

necessity to define complex rules or tune parameters for

each scenario. However, the resultant trajectories in some

cases did not coincide with the shortest and fast route. Lee

[26] proposed a look-ahead crowded estimation approach

embedded RL algorithm to find the shortest and less

crowded path to the exit by avoiding crowdedness that

might pose a serious concern during evacuation. Notably,

RL algorithm with look-ahead crowded estimation method

showed good performance, while the pure RL algorithm

generated evacuation routes faster. Sharma et al. [50]

proposed an environment under effect of fire, uncertainty,

and bottlenecks for evacuation training of agents using

tabular Q-learning and deep Q network (DQN). The main

intuition underpinning the use of Q-learning pre-trained

DQN model was to offer prior updates for increasing sta-

bility and convergence. After comparisons, this method

was able to outperform RL algorithms, such SARSA and

actor-critic methods. Tian et al. [51] studied time for safe

evacuation based on RL in the immersed tunnel under fire

with multiple exit routes to measure the true evacuation

speed of pedestrians. The congestion due to the rushed

crowd movement toward the exits may generate serious

harm. Therefore, including the crowdedness factor in the

evacuation modeling is essential in the evacuation control

framework. Fragkos et al. [52] developed ESCAPE service

based on the RL and game theory to promote effective

evacuation. The agent’ behavior was modeled as a non-

cooperative minority game. The selection of evacuation

route was recommended based on RL, and agents via the

concept of minority games to make the final decision

whether to follow the initially selected and recommended

route or not. The function was based on past decision

experience and updates from the disaster zone. The

ESCAPE service was evaluated under various scenarios.

Zheng et al. [49] proposed a collaborative evacuation

approach based on DRL and two layer-mechanism to

minimize the complexity of training and achieve global

path planning. A multi-agent deep deterministic policy

gradient (MADDPG) was used to enhance the collaborative

path planning performance of the leader agent. RVO

algorithms [66] and k-means algorithm [68] were imple-

mented for collision avoidance and crowd clustering.

Moreover, Wang et al. [22] adopted the conventional

machine learning models to examine their potential at

studying crowd behavior to extract rules that govern exit

finding of pedestrians in multi-exit places. Traditional ML

approaches such as decision tree, support vector machine,

and k-nearest neighbor have been applied to classify

movement patterns, while principal component analysis

(PCA) was used as a data-reduction tool. These machine

learning techniques have illustrated comparable accuracy

in prediction. However, the approach becomes insufficient

with high dimensional data. Wan et al. [53] proposed a

robot-assisted evacuation system for pedestrians regulation

based on DRL where CNN was also applied for the fea-

tures’ extraction from high-dimensional images. Also, the

Q-learning was used to control a robot, based on specific

features to maximize the outflow of pedestrians. SFM with

human–robot interaction (HRI) forces were used for the

simulation of pedestrian motion. DRL has shown good

progress in robotics. However, applications of robots

influencing human behavior have not attracted much

attention. One of the significant aspects of goal-driven

methods is the speed learning of pedestrians or agents.

Martinez et al. [32] addressed this issue by proposing

iterative and incremental learning strategies based on the

combination of vector quantization with Q-learning

(VQQL) in pedestrian simulation to speed up the learning.

The iterative VQQL deals with a fixed number of agents in

every learning iteration where the incremental VQQL starts

in the first iteration with one agent then one agent increases

each iteration till the last iteration as such impacting

gradual learning of the interactions among the agents.

Table 3 provides a summary of the reviewed articles on

crowd analysis indicating the applied ML techniques,

scenarios, platforms, and the number of agents. It also

clearly shows that crowd evacuation research has received

the most attention due to the significant impact of DRL

approach in evacuation followed by the interest in crowd

abnormality detection and crowd prediction subsequently.

3.2 Abnormality detection (anomaly)

Crowd behavior analysis is still a challenging problem

[69]. Despite the fact that much research has been
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Table 3 Summary of surveyed papers in crowd analysis

References Evacuation Abnormality

detection

Prediction ML technique Scenario Simulation

techniques

platform

Total agents

Wang et al.

[9]

H n/a n/a Two-layer mechanism, the

upper layer was to process

the leader’s decision in

selecting a route based on the

improved RL, and the bottom

layer was for individuals’

evacuation via improved

SFM

Complex office

with one, two,

and four exits

Visual Studio

2012 OSG

100–500

Martinez

et al. [32]

H n/a n/a Iterative and Incremental

VQQL algorithms

Two scenarios: (1)

closed room with

an exit

(bottleneck) and

(2) narrow

corridor

(crossing)

C ? ? (1) 18

agents and

(2) 2

groups

(each 4

agents)

Wan et al.

[53]

H n/a n/a DRL for Robot-assisted

pedestrians’ regulation and

CNN were also applied for

the features’ extraction from

visual inputs

Pedestrian

regulation in a

bottleneck exit

Python and

Unity 3D

engine

n/a

Tian et al.

[51]

H n/a n/a Evacuation based on RL Immersed tunnel

under fire with

four escape

routes

MATLAB 48 and 158

Lee et al.

[60]

H n/a n/a RL was used for path planning.

The look-ahead crowded

estimation method was to

extract the less crowded

directions

A building with

one exit and 5

fire locations

AnyLogic-

2015

500

Lee et al.

[27]

H n/a n/a Deep reinforcement learning

approach

Four scenarios: (1)

20–30 static

obstacles (2)

hallway (3)

crossway (4)

circle

C ? ? ,

Python, and

TensorFlow

(1) one

agent, (2)
(n/a), (3)

(n/a), and

(4) 8 to 24

agents

Yao et al.

[48]

H n/a n/a K-means algorithm was

applied for crowd trajectories

grouping while Q-learning

for the policy training via

trajectories. RVO was used to

obtain individual paths and to

avoid collision

Data-driven crowd

evacuation on a

campus road

n/a Very small

scale

Zheng et al.

[49]

H n/a n/a Deep deterministic policy

gradient and RVO

Office hall scene

with two exits

OpenAI Gym,

MATLAB,

and Visual

Studio 2012

200

Li et al. [54] H n/a n/a SFM was used for evacuation

simulation. Where region-

based CNN was used to

extract the actual position of

pedestrians

Hall entrance with

three doors and

one obstacle

Scikit-learn

and Redis

50
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Table 3 (continued)

References Evacuation Abnormality

detection

Prediction ML technique Scenario Simulation

techniques

platform

Total agents

Sharma et al.

[50]

H n/a n/a Q-learning pre-trained DQN

model

A complex

building under

the effect of fire

spread and

uncertainty

Open AI gym,

Python,

TensorFlow,

and Keras

n/a

Wang et al.

[9]

H n/a n/a Decision tree (DT), SVM, and

k-NN have been applied for

movement patterns

classification

Emergency

evacuation at

multi-exit place

n/a 150

Fragkos et al.

[52]

H n/a n/a ESCAPE service is based on

the principles of

reinforcement learning and

game theory

Four possible

evacuation routes

n/a 301

Alsalat et al.

[57]

n/a H n/a Long short-term memory

(LSTM) was used as time

series classification detection

algorithm

Hajj case Keras and

Python

89

Jiang et al.

[58]

n/a H n/a Short-term memory model Dataset collected

during the 2016

Kumamoto

earthquake in

Japan

Keras

framework

with

TensorFlow

n/a

Direkoglu

et al. [45]

n/a H n/a SVM was utilized for abnormal

crowd behavior detection

The UMN and

PETS2009

datasets

n/a n/a

Iwahashi

et al. [46]

n/a H n/a Disaster detection via Support

vector domain description

(unsupervised learning)

Dataset n/a n/a

Varghese

et al. [47]

n/a H n/a CNN was used for crowd

emotions detection and

multiclass SVM was applied

to predict the type of crowd

behavior

Datasets: UMN,

Motion Emotion,

and ViolentFlows

n/a n/a

Xu et al. [61] n/a n/a H LSTM was used to model

motion information for all

pedestrians for displacement

prediction

Human trajectory

datasets

PyTorch 750–12,600

Nagananthin

et al. [55]

n/a n/a H CNN for crowd density

estimation then sending

Warning alert message

Datasets:

PETS2009,

UCSD, and

UFC_CC_50

MATLAB n/a

Duives et al.

[59]

n/a n/a H Next movement prediction of a

pedestrian by means of RNN

with GRU

Dataset

(Mysteryland

2017 festival

event)

n/a n/a

Bi et al. [91] H n/a n/a Path recommendation based on

Markov decision process

where auto-encoder

algorithm was used for data

reduction

Meteorological

data of 6

provinces in

Japan

n/a n/a

Lee et al.

[60]

n/a n/a H RNN was used for trajectory

prediction in Dynamic scenes

KITTI and

Stanford Drone

Dataset

TensorFlow n/a

Yi et al. [56] n/a n/a H Behavior-CNN for destination

prediction

Datasets n/a n/a
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conducted on the individual behavior analysis vision-based

[70], crowd abnormality detection is a significant aspect of

the crowd analysis. Various methods have been applied for

anomaly detection such as SFM [71], spatio-temporal

motion pattern model [72, 73], high frequency and spatio-

temporal feature [74], and local pressure model [75].

However, the anomaly detection problem continues to

remain open widely and research efforts are dispersed in

approaches, interpretation of the problem, assumptions,

and objectives [19]. Based on the available research on

crowd abnormality and detection methods, the abnormality

can be globally or locally detected [76]. Machine learning

has been widely adopted to address the problems associ-

ated with abnormal pedestrian behaviors.

3.2.1 Local abnormality detection

Alsalat et al. [57] proposed a real-time detection system for

crowd abnormal behavior during Hajj pilgrimage via

Internet of Things (IoT). Herein, RNN particularly LSTM

and GRU were applied for classification and detection.

Wearable wristband sensors which contained heart rate and

motion sensors, GPS, and a wireless connection were used

for abnormal behavior detection via heart rate and motion.

Clearly, local abnormal detection methods are a very sig-

nificant factor for individuals in crowd, but these methods

do not reflect the crowd distribution dynamics, and as such,

minimal research has been conducted in the detection of

local abnormality.

3.2.2 Global abnormality detection

This sub-section focuses on global abnormal crowd

behavior detection methods for abnormal group behavior.

Jiang et al. [58] adopted LSTM model [42] for crowd

distribution prediction in a specific zone at a particular time

in the short and long term. The method was demonstrated

using high dimensional dataset with spatial and temporal

crowd dynamics collected in Japan during the 2016

Kumamoto earthquake disaster. The results indicated that

LTSM is practical and achieved higher accuracy in the

prediction of crowd dynamic estimation compared to tra-

ditional regressive models. However, performance can be

enhanced by deploying convolutional-LSTM [77]. The

convolutional layer CNN performed as filters to identify

further sophisticated spatial structures to feed into LSTM

layers for temporal prediction. Direkoglu et al. [45]

detected an abnormality in crowd behavior based on the

angle difference at each location between the optical flow

vectors. SVM was used and showed competitive results in

learning normal behavior. Moreover, the UMN [78] and

PETS2009 [79] datasets have also been used for evalua-

tion. Iwahashi et al. [46] presented a disaster detection

algorithm based on the Emergency Rescue Support System

(ERESS). Acceleration and angular velocity sensors were

used to detect disaster by analyzing crowd behavior via

support vector domain description. Varghese et al. [47]

employed a 3D CNN-based crowd emotions to extract

spatio-temporal features. A multiclass SVM was intro-

duced to categorize and predict multiple heterogeneous

crowd behavior as normal, abnormal, fight, panic, cheerful

and congested based on emotions such as happy, excited,

angry, scared, sad, and neutral. The approach effectiveness

was evaluated and validated with three benchmark datasets.

In addition, personality traits have been observed to be

significant in behavior detection to address the lack

between high-level crowd behaviors and low level features

[80]. SVM has been successful in predicting six different

behavioral classes. Studies on crowd abnormality detec-

tions via machine learning techniques have shown good

performance and promising results for further future

progress.

3.3 Crowd prediction

Prediction is a very significant factor for crowd safety.

Though, it continues to remain a challenging task specially

in large-scale events such as religions, festivals, enter-

tainment, and sports which happen more frequently.

Recently machine learning techniques have been adapted

for crowd forecasting. More specifically, critical crowd

conditions can be identified by features such as crowd

density, speed, and flow [81]. This article classifies crowd

prediction into crowd disaster prediction [16] and trajec-

tory pedestrian prediction.

3.3.1 Crowd disaster prediction

Studying the critical conditions of the crowd is very

important to predict the crowd disaster earlier as possible in

order to prevent any potential disaster. Nagananthini et al.

[55] developed an algorithm based on CNN for crowd

density estimation that sends early and automatic warning

messages to authorities to avoid a certain disaster. The

proposed method is observed to work well in a varying

illumination environment [82]. The datasets were used for

evaluation and the results indicated a good performance,

but the scale was very small where a warning message was

displayed when crowd counting exceeded 25 people.

3.3.2 Pedestrian trajectory prediction

Prediction of a continuous location of a pedestrian is very

insightful for crowd safety and management. Trajectory

prediction is an important task and has shown some

potential in several applications such as behavioral
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prediction [83, 84], traffic flow clustering [85], motion

analysis of crowd [86], crowd segmentation [87], and

abnormality detection [88]. Indeed, trajectory prediction of

a pedestrian is still a challenging mission due to the nature

of human behaviors. Duives et al. [59] developed a real-

time forecasting method [89] for the next movement pre-

diction of a pedestrian in a large-scale crowd. The available

historical sequence was used by means of RNN with a

Gated Recurrent Unit (GRU). The dataset was collected

from Mysteryland 2017 large music festival event in

Netherlands where the movement of pedestrians translated

into a sequence of cells. Prediction of the next cell was

slightly better at the end of a sequence than at the begin-

ning of a sequence. Social LSTM [90] was also proposed

for trajectory prediction. A social pooling layer was

designed for capturing dependencies among multiple cor-

related sequences and interactions that might occur in the

future. However, it ignored the importance of differences

between pedestrians. Lee et al. [60] utilized RNN to cap-

ture previous histories of motion, the scene (roads and

crosswalks), and agents’ interactions (pedestrian and cars)

for future trajectory predictions of an agent in dynamic

scenes. This proposed method showed some improvement

in accuracy prediction. Xu et al. [61] proposed crowd

interaction DNN for displacement prediction considering

all pedestrian motion and interaction. LSTM was used for

the motion modeling of pedestrians. Bi et al. [91] employed

Markov decision process (MDP), which is a basic rein-

forcement, for optimal route prediction for evacuation The

method demonstrated good efficacy while evaluation using

the meteorological data. The main objective was to provide

a safe evacuation route for people during a disaster. Yi

et al. [56] proposed a Behavior-CNN to model pedestrians’

behaviors in the dense crowd to capture the route history.

CNN was used to model pedestrians’ interactions. How-

ever, this proposed model ignored the pedestrians in the far

future. Clearly, several works have been done in crowd

prediction which plays a significant role in human safety.

However, there is still a significant gap to fulfill. The

increase of mega events and the fast growth of urban cities

will attract much interest to the field of crowd prediction.

4 Simulation platforms

The research of crowd simulation has been gaining more

attention recently due to the advancements of Graphics

Processing Units (GPUs) and Machine Learning where

GPU accelerates agents’ training and simulation. Com-

mercial crowd simulation platforms such AnyLogic, FDS,

EXODUS, and SIMULEX, which are based on multi-agent

methods have been found useful for capturing the human

crowd dynamics. However, they are rule and target-based

where most of the evacuation routes and agent behaviors

are predefined by models and simulations, so sudden or

unplanned situations which occur frequently in crowd are

ignored in these commercial platforms.

Researchers have developed simulation models using

native languages such as C? ? and Python or using soft-

ware packages such as Visual Studio. Most of the surveyed

articles did not provide any details on the used software in

their works. TensorFlow [92] and Torch [93] are open

source libraries for machine learning models containing a

wide range of deep neural networks. Keras is a high

abstraction level for TensorFlow. Lee et al. [27] used

C? ? platform for the agents’ simulation, Python for

learning a policy, and TensorFlow for DNN process. PC

with CPU (i7-6850 K) was used for computations. Wang

et al. [9] carried out the simulation of crowd evacuation

experiment on Visual Studio 2012 Open Scene Graph. Wan

et al. [53] used one CPU (12-core i7-6800 K) and two

GPUs (NVIDIA TITAN Xp) for training and testing. The

DNN was implemented with Python, however, PyCUDA

was used for the implementation model of pedestrian

motion. The evaluation was conducted in a 3D environ-

ment built by Unity engine. Zheng et al. [49] built a con-

tinuous environment in the OpenAI Gym to train the

optimal path of the leader agents. MATLAB, Microsoft

XNA Game Studio 4.0, Microsoft Visual Studio 2012, and

Open Scene Graph were adopted for the development of

the crowd evacuation simulation platform. X. Li et al. [54]

conducted the experiment on Ubuntu 16.04, via Scikit-

learn 19.1 and Redis 4.08. Jiang et al. [58] implemented

LSTM model using Keras framework with TensorFlow

[94]. Alsalat et al. [57] used Ubuntu environment, Keras

[35], and Python. A CPU (Intel (R) Core TM i7-3630QM)

and a GPU (NVIDIA Quadro K2000M) were used for

model training and classification. Nagananthini et al. [55]

employed MATLAB 2013a for evaluation with datasets.

Lee et al. [60] utilized TensorFlow for all model imple-

mentation and (NVIDIA Tesla K80) GPU for end-to-end

training. Xu et al. [61] used a GPU (NVIDIA GeForce

TITAN) and a CPU (Intel(R) Xeon(R)) respectively for

model training. Sharma et al. [50] built a complex building

environment containing 91 rooms in the OpenAI gym [95]

wherein for model testing. The models have been devel-

oped in Python with TensorFlow and Keras. NVIDIA GTX

1050Ti GPU was used for agent training, each for 500

episodes. Clearly, TensorFlow has been used widely in as

indicated in the surveyed papers here. It uses graphical

representations and allows the developer to visualize NN

models. There are several libraries that are specialized in

training RL-based agents such as OpenAI gym [95] and

Unity [96]. OpenAI Gym supports the Python interface. It

is also compatible with TensorFlow, Keras, and Scikit-
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learn. However, no real learning environment has been

reported yet for emergency evacuation.

5 Current challenges of crowd analysis

Some issues remain as challenges in crowd simulations and

demand further development and research such as agent

behavioral characteristics where human decisions and

mobility are usually affected by human relation and social

attachment and their individual characteristics such as

gender, age, speed, level of familiarity, and knowledge,

traits of leadership [97]. It is also evident that there is also a

lack of real data on evacuation [98]. Waqar [99] attempted

to survey the available datasets on crowd dynamics. The

survey indicated a lack of datasets on events of entry and

exit surveillance which play a crucial role in critical

behavior. Besides that, monitoring evacuees’ behavior

during real evacuation is very challenging. Moreover, it is

very costly to set up a real evacuation experiment as such a

scenario can impose ethical and hazardous implications.

High-dimensional data is another challenge that has been

addressed by researchers where methods have been pro-

posed for data reduction such as auto-encoder and PCA

which transform correlated features into a smaller size of

independent features with maintaining the most important

feature.

RL algorithms for multi-agent systems still suffer

because of the computational complexity, and thus, it

becomes significant to address an important aspect corre-

lated to circumstances that require pedestrians’ communi-

cation and cooperation [100] to solve complicated missions

[101]. Several novel algorithms have been developed to

overcome this issue such as sparse interaction-based RL

which allows agents to act aggressively, and negotiation-

based MARL with sparse interactions which allows agents

to select a strategy for their joint actions [102]. RNN and

CNN have shown good performance in various crowd

applications such as predictions of trajectory, destination,

and disaster and detection of pedestrian personality and

abnormal event detection. Existing works in crowd pre-

diction and abnormality detection have been validated by

extensive experiments on publicly available datasets.

However, these works indicate a lack of significant factors

that can ensure crowd safety such as crowd pressure, crowd

flow, and effect of uncertainty and threat which could help

much in very precise and effective detection of abnormal

events or prediction of location or time where there is a

possibility of incident or disaster to happen.

There is increasing attention to the significant role of

data regards the study of crowd dynamics [103]. However,

crowd research still faces difficulties with validation due to

the lack of available sufficient data [104]. Data acquired by

means of crowd monitoring systems and related to past

crowd incidents such as the Love Parade disaster could

enhance research on crowd analysis machine learning-

based systems by providing valuable sources for validation

of models and theory. IoT tracking systems besides

machine learning techniques will play a significant role in

measuring, analyzing, modeling, and optimizing crowd

behaviors [5].

6 Conclusion

Research on crowd analysis is undoubtedly flourishing and

it includes diverse research aspects such as visual surveil-

lance, artificial intelligence, pattern recognition, etc. Crowd

analysis has been successfully used for evacuation,

abnormal detection, and prediction. DRL has demonstrated

prominent results in sequential problems of decision-

making and allows agents’ navigation in diverse scenarios.

While CNNs enable more realistic crowd simulation with

visual inputs. This article reveals that few studies on

pedestrian trajectory prediction have been conducted in

real-time on large-scale events. Furthermore, CNNs have

brought about a breakthrough in processing and analysis of

images and videos of crowd scenes, whereas RNNs have

shone a light on sequential data applications such as pre-

dicting crowd movements. This review concludes that

CNN and RNN have shown superiority in abnormality

detection and prediction, whereas DRL can develop

human-level capacities of reasoning. These methods con-

tribute to the modeling and understanding of human

behavior and will enhance further development to ensure

human safety.

The main contributions of this work can be summarized

as follows:

• A review on crowd analysis machine learning-based

systems as a combination of three categories, which are

crowd evacuation, crowd abnormality detection, and

crowd prediction.

• A brief review on the implemented machine learning

techniques in the surveyed works. Moreover, the article

also presents a related analysis of crowd behaviors and

activities.

• State-of-the-art of crowd evacuation with an overview

of data-driven methods and goal-driven learning

methods.

• An up-to-date review on the crowd studies of abnor-

mality detection and prediction.

• Useful tables are presented indicating current progress,

advantages, and an overview of the aspects of crowd

analysis.
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Potential directions for future research are expected in

crowd analysis vision-based systems that combine CNNs

with RNNs and utilize RL to determine where, when, and

what to monitor. As stated before, much development is

still in need to ensure effective crowd management and

human safety.
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82. Silva C, Bouwmans T, Frélicot C (2015) An extended center-

symmetric local binary pattern for background modeling and

subtraction in videos. In: 10th international conference on

computer vision theory and applications, vol 1, pp 395–402.

https://doi.org/10.5220/0005266303950402

83. Cancela B, Iglesias A, Ortega M, Penedo MG (2014) Unsu-

pervised trajectory modelling using temporal information via

minimal paths. In: Proceedings of the IEEE computer society

conference on computer vision and pattern recognition,

pp 2553–2560. https://doi.org/10.1109/CVPR.2014.327

84. Yi S, Li H, Wang X (2015) Understanding pedestrian behaviors

from stationary crowd groups. In: Proceedings of the IEEE

computer society conference on computer vision and pattern

recognition, pp 3488–3496. https://doi.org/10.1109/CVPR.2015.

7298971

85. Wang X, Ma X, Grimson WEL (2009) Unsupervised activity

perception in crowded and complicated scenes using hierarchi-

cal bayesian models. IEEE Trans Pattern Anal Mach Intell

31(3):539–555. https://doi.org/10.1109/TPAMI.2008.87

86. Zhou B, Wang X, Tang X (2012) Understanding collective

crowd behaviors: learning a mixture model of dynamic pedes-

trian-agents. In: Proceedings of the IEEE computer society

conference on computer vision and pattern recognition,

pp 2871–2878. https://doi.org/10.1109/CVPR.2012.6248013

87. Zhang C, Li H, Wang X, Yang X (2015) Cross-scene crowd

counting via deep convolutional neural networks. In: Proceed-

ings of the IEEE computer society conference on computer

vision and pattern recognition, pp 833–841. https://doi.org/10.

1109/CVPR.2015.7298684

88. Mehran R, Oyama A, Shah M (2009) Abnormal crowd behavior

detection using social force model 2: 935–942

89. Choi S, Yeo H, Kim J (2018) Network-wide vehicle trajectory

prediction in urban traffic networks using deep learning. Transp

Res Rec 2672(45):173–184. https://doi.org/10.1177/

0361198118794735

90. Alahi A, Goel K, Ramanathan V, Robicquet A, Fei-Fei L,

Savarese S (2016) Social LSTM: human trajectory prediction in

crowded spaces. In: Proceedings of the IEEE computer society

conference on computer vision and pattern recognition,

pp 961–971. https://doi.org/10.1109/CVPR.2016.110

91. Bi C, Pan G, Yang L, Lin CC, Hou M, Huang Y (2019) Evac-

uation route recommendation using auto-encoder and Markov

decision process. Appl Soft Comput J 84:105741. https://doi.

org/10.1016/j.asoc.2019.105741

92. Abadi M, et al. (2016) TensorFlow: large-scale machine learn-

ing on heterogeneous distributed systems. http://arxiv.org/abs/

1603.04467

93. Collobert R, Kavukcuoglu K, Farabet C (2011) Torch7: a mat-

lab-like environment for machine learning. BigLearn, NIPS

Work, pp 1–6. http://infoscience.epfl.ch/record/192376/files/

Collobert_NIPSWORKSHOP_2011.pdf.

94. Chollet F, Long J, Robie T (2015) Keras. https://github.com/

keras-team/keras

95. Brockman G, et al. (2016) OpenAI Gym. CoRR, pp 1–4. http://

arxiv.org/abs/1606.01540

96. Juliani A, et al. (2018) Unity: a general platform for intelligent

agents. CoRR, vol. abs/1809.0, pp 1–28, 2018. http://arxiv.org/

abs/1809.02627

97. Chen A, He J, Liang M, Su G (2020) Crowd response consid-

ering herd effect and exit familiarity under emergent occasions:

a case study of an evacuation drill experiment. Phys A Stat

Mech its Appl 556:124654. https://doi.org/10.1016/j.physa.

2020.124654

98. Gao J, Zhang J, He J, Gong J, Zhao J (2020) Experiment and

simulation of pedestrian’s behaviors during evacuation in an

office. Phys A Stat Mech its Appl 545:123749. https://doi.org/

10.1016/j.physa.2019.123749

99. Waqar S, Khan UG, Waseem MH, Qayyum S (2022) The utility

of datasets in crowd modelling and analysis: a survey. Multimed

Tools Appl. https://doi.org/10.1007/s11042-022-13227-x

100. Cheng Y, Zheng X (2018) Can cooperative behaviors promote

evacuation efficiency? Phys A Stat Mech Appl 492:2069–2078.

https://doi.org/10.1016/j.physa.2017.11.124

101. Nguyen TT, Nguyen ND, Nahavandi S (2020) Deep reinforce-

ment learning for multi-agent systems: a review of challenges,

solutions and applications. IEEE Trans Cybern 50(9):3826–3839

102. Zhou L, Yang P, Chen C, Gao Y (2017) Multiagent reinforce-

ment learning with sparse interactions by negotiation and

21654 Neural Computing and Applications (2022) 34:21641–21655

123

https://doi.org/10.1109/VR.2016.7504685
https://doi.org/10.1109/VR.2016.7504685
https://doi.org/10.2307/2346830
https://doi.org/10.1109/TCSVT.2014.2358029
https://doi.org/10.1109/TCSVT.2014.2358029
https://doi.org/10.1145/1922649.1922653
https://doi.org/10.1145/1922649.1922653
https://doi.org/10.1109/CVPRW.2009.5206641
https://doi.org/10.1109/CVPRW.2009.5206641
https://doi.org/10.1109/CVPRW.2009.5206771
https://doi.org/10.1109/TIFS.2013.2272243
https://doi.org/10.1109/TIFS.2013.2272243
https://doi.org/10.1007/s00138-011-0341-0
https://doi.org/10.1007/s00138-011-0341-0
https://doi.org/10.1016/j.patcog.2012.11.021
https://doi.org/10.1155/2018/6184713
http://mha.cs.umn.edu/proj_events.shtml#crowd.
http://cs.binghamton.edu/~mrldata/pets2009.
http://cs.binghamton.edu/~mrldata/pets2009.
https://doi.org/10.1186/s40064-016-2786-0
https://doi.org/10.1142/S0219525908001854
https://doi.org/10.1142/S0219525908001854
https://doi.org/10.5220/0005266303950402
https://doi.org/10.1109/CVPR.2014.327
https://doi.org/10.1109/CVPR.2015.7298971
https://doi.org/10.1109/CVPR.2015.7298971
https://doi.org/10.1109/TPAMI.2008.87
https://doi.org/10.1109/CVPR.2012.6248013
https://doi.org/10.1109/CVPR.2015.7298684
https://doi.org/10.1109/CVPR.2015.7298684
https://doi.org/10.1177/0361198118794735
https://doi.org/10.1177/0361198118794735
https://doi.org/10.1109/CVPR.2016.110
https://doi.org/10.1016/j.asoc.2019.105741
https://doi.org/10.1016/j.asoc.2019.105741
http://arxiv.org/abs/1603.04467
http://arxiv.org/abs/1603.04467
http://infoscience.epfl.ch/record/192376/files/Collobert_NIPSWORKSHOP_2011.pdf
http://infoscience.epfl.ch/record/192376/files/Collobert_NIPSWORKSHOP_2011.pdf
https://github.com/keras-team/keras
https://github.com/keras-team/keras
http://arxiv.org/abs/1606.01540
http://arxiv.org/abs/1606.01540
http://arxiv.org/abs/1809.02627
http://arxiv.org/abs/1809.02627
https://doi.org/10.1016/j.physa.2020.124654
https://doi.org/10.1016/j.physa.2020.124654
https://doi.org/10.1016/j.physa.2019.123749
https://doi.org/10.1016/j.physa.2019.123749
https://doi.org/10.1007/s11042-022-13227-x
https://doi.org/10.1016/j.physa.2017.11.124


knowledge transfer. IEEE Trans Cybern 47(5):1238–1250.

https://doi.org/10.1109/TCYB.2016.2543238

103. Haghani M (2020) Empirical methods in pedestrian, crowd and

evacuation dynamics: Part II. Field methods and controversial

topics. Saf Sci 129:104760. https://doi.org/10.1016/j.ssci.2020.

104760

104. Wijermans N, Conrado C, van Steen M, Martella C, Li J (2016)

A landscape of crowd-management support: an integrative

approach. Saf Sci 86:142–164. https://doi.org/10.1016/j.ssci.

2016.02.027

Publisher’s Note Springer Nature remains neutral with regard to

jurisdictional claims in published maps and institutional affiliations.

Springer Nature or its licensor holds exclusive rights to this article

under a publishing agreement with the author(s) or other rightsh-

older(s); author self-archiving of the accepted manuscript version of

this article is solely governed by the terms of such publishing

agreement and applicable law.

Neural Computing and Applications (2022) 34:21641–21655 21655

123

https://doi.org/10.1109/TCYB.2016.2543238
https://doi.org/10.1016/j.ssci.2020.104760
https://doi.org/10.1016/j.ssci.2020.104760
https://doi.org/10.1016/j.ssci.2016.02.027
https://doi.org/10.1016/j.ssci.2016.02.027

	A review on crowd analysis of evacuation and abnormality detection based on machine learning systems
	Abstract
	Introduction
	Machine learning techniques in crowd analysis
	Traditional models of machine learning
	Reinforcement learning (RL)
	Deep reinforcement learning (DRL)
	Convolutional neural network (CNN)
	Recurrent neural network (RNN)

	Crowd analysis
	Crowd evacuation
	Data-driven methods
	Goal-driven learning methods

	Abnormality detection (anomaly)
	Local abnormality detection
	Global abnormality detection

	Crowd prediction
	Crowd disaster prediction
	Pedestrian trajectory prediction


	Simulation platforms
	Current challenges of crowd analysis
	Conclusion
	Acknowledgements
	References




