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Abstract
Feature vectors are extracted to represent objects in many classification tasks, such as text classification. Due to the high

dimensionality of these raw feature vectors, the classification efficiency and accuracy are reduced. Therefore, reducing the

size of feature vectors by selecting the relevant features that better represent the objects is an important aspect in text

classification. Feature selection not only reduces the dimensionality of the feature vectors, but also produces more efficient

classification models with higher predictive power. In this paper, we propose ARTC, which is an effective feature selection

method that is based on the extraction of association rules to classify text documents. The extracted association rules

discover the hidden relationships and correlations between the relevant words within the textual documents of a class and a

cross different classes. Consequently, each class of documents is represented by a small set of contrasting features that are

more effective in text classification. Our experiments show that ARTC outperforms other relevant techniques in terms of

classification performance and efficiency.
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1 Introduction

The increase in the number of online data necessitates the

automatic classification of text. Classifying text is the

process of labeling a given text based on the extracted

features from the text [1]. The web is rapidly making most

of the human knowledge available to us. Therefore, auto-

matic text classification is gaining a lot of interest among

researchers in the field of data mining. It is concerned with

the effective and efficient use of natural language text

processing and classification to maximize the usefulness of

information extracted from the web. Text classification task

is required in several applications such as spam detection

[2], recommendation systems [3], sentiment analysis [4],

and event detection [5].

Text classification methods map textual data into pre-

defined classes that are useful to some application [6]. By

mining these classes of document, interesting patterns that

define each class can be discovered. However, due to the

large size of these online documents, efficient feature

selection methods that can be used in text classification are

required.

Machine learning tools were utilized to classify docu-

ments based on their textual content. Such tools are com-

monly used by information retrieval systems (IRSs) to

answer user queries. These machine learning tools require

large number of labeled documents to learn the classifica-

tion patterns. IRSs represent each textual document by a set

of features. Typically, these feature vectors are highly

dimensional that cause performance issues. The main

issues are lower time performance and lower classification

accuracy.

To improve the time performance and classification

accuracy of the IRS systems, a feature selection method

should be carefully designed to filter out the irrelevant

features from the feature vectors. After the feature selec-

tion process, the feature vectors that represent the textual

documents will be lower in dimensionality and contain the

most effective features. Moreover, the selected features

require less memory and will be processed more efficiently

by a classifier.
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Data mining algorithms, such as association rules, can

be utilized in feature selection. Association rules can dis-

cover relationships between apparently unrelated data

items in large databases. Typically, association rules are

used to find hidden associations or patterns between items

in a large database. They are made up of an antecedent

(head) and consequent (body), e.g., bread milk means that

customers who buy bread (antecedent of the rule) are likely

to buy milk (consequent of the rule) as well. Although this

is an example of market basket analysis, the applications of

association rules extend beyond that of the scope of market

analysis.

Several methods have proposed text classification algo-

rithms based on extracting association rules from the docu-

ments’ feature space. These algorithms represent textual

documents by feature vectors, where the features are the

words in these documents. Furthermore, these methods

extract association rules from the frequent features in those

feature vectors. The main aim of these methods is to reduce

the number of features that represent a text

document, which will lead to a reduction in the classi-

fication time. However, these feature vectors still produce

relatively large number of features that represent a text

document.

In this paper, we propose a robust feature selection

method from text documents that filters out irrelevant

features and retain the contrasting features. The proposed

feature selection method leverages association rules to

select the effective features for text classification. As

shown in Fig. 1, the training set of text documents is pre-

processed, where the text documents undergo noise

cleaning, word stemming, and text structuring, and then

each text document is represented by a binary vector. Next,

the frequent words are extracted from the set of text doc-

uments of each class. That is, each class of documents is

represented by a small set of contrasting features that are

more effective in text classification. These frequent words

are then used to generate representative association rules

for each class of documents. The produced binary feature

vectors representing the documents are smaller and yet

more contrasting. In the phase of classifying unseen doc-

uments, an unseen document goes through the prepro-

cessing steps similar to those of the training set. Then, the

unseen document is represented by a binary vector, which

is matched with the association rules of each class.

Accordingly, the unseen text document is classified based

on the majority vote.

This paper is divided into the following sections: In

Sect. 2, we discuss the related work. In Sect. 3, we present

the proposed ARTC method for finding association rules.

We discuss the text classification in Sect. 4. In Sect. 5, we

discuss the experiments and comparisons to peer methods.

The conclusion is presented in Sect. 6.

2 Related work

Feature selection methods for text classification can be

classified into three categories [8], wrapper, embedded and

filtered. Wrapper methods employ a greedy search

approach to compare all possible combinations of features

in terms of classification accuracy [9]. Therefore, their

computational complexity is high. On the other hand, the

embedded methods are developed as part of the classifier

[10], e.g., decision tree algorithm. A filtered method is

typically a separate component of classification model.

These methods are faster than wrapper methods since they

do not have to undergo training. Therefore, our proposed

feature selection method is catered to the filtered approach

to be able to process large number of text documents

efficiently.

The work in [11] presented a feature selection method

that uses the relative document frequencies. It selects the

features according to true positive rate and false positive

rate. In [12], the authors presented a feature selection

method that can extract effective memetic features. The

work in [8] proposed feature selection techniques for

employing new parameters to the relevance frequency

methods. On the other hand, a feature selection method that

utilized relevancy and redundancy of features is proposed

by [13].

Text classification requires high computational power in

the training phase of a classifier due to the high dimen-

sionality of the textual documents. Therefore, reducing the

dimensionality by feature selection methods of textual

documents is of critical importance before training the

classifier. Association rules method have been used to filter

out the irrelevant features and extract meaningful ones. The

method in [7] proposes a text classification algorithm,

which uses association rules that are extracted using binary

operations.

A vertical mining method to generate all candidate rules

was proposed by [18]. The rules are ranked based on their

confidence, support and number of features in the ante-

cedent. Then, the highly ranked rules are selected. How-

ever, this method is computationally expensive due to the

large number of generated candidate rules. To reduce the

number of generated association rules, the method in [19]

divided the training set into several categories equal to the

number of expected classes. Then, they generated associ-

ation rules from each category separately.

The approach in [14] is based on the heuristic that in a

dataset containing textual documents that belong to one

domain, relevant terms are likely to be associated with

other relevant terms, while irrelevant terms are distributed

randomly among documents. In [15], the paper identified

several problems in IRS that may result in the wrong
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information being presented to the user. To address this,

they offer SemanQE; a new semantic query expansion

algorithm. It is made up of three components: a component

for association rule-based query expansion, a feature

selection component, and an ontology-based expansion

component. The method in [16] reduced the dimensions of

feature vectors by mining association rules. The association

rules help to select the optimal set of features that influence

the class category. Similar work was carried out by [17],

whose experimental results also showed that association

rules mining for feature selection dramatically reduces the

cost for classification.

The method in [20] proposed a technique to reduce the

number of generated association rules using Naive Bayes

algorithm. To improve the classification of textual docu-

ments, [21] developed a compact classification model

based on association rules. The model is based on evi-

dentiary evidence and support, which represent the inter-

estingness of the rules. On the other hand, [32] developed

an educational data mining algorithm to build and visualize

concept maps.

The idea of integrating fuzzy sets with association rule

mining to classify text was proposed in [22] to improve the

classification performance. The work in [23] extracted

fuzzy association rules to represent the financial risk indi-

cators. The method generated the fuzzy association rules

using a parallel algorithm, where the rules meet the mini-

mum credibility. Fuzzy association rules were also used to

mine multi-search data from wireless sensor network data

[24].

The method in [25] proposes an association rule-based

classification model from imprecisely labelled data. The

method represents training instances as belief functions. It

argues that it can extract accurate and interpretable results.

A similar method [26] is based on the integration of the

following three modules: Apriori-based evidential associ-

ation rule mining, rule pruning, and belief reasoning. The

paper argues that the combination of these three phases

create an accurate and compact classifier. In [27], a clas-

sifier based on association rule mining is proposed. The

method reduces the number of extracted rules and inte-

grates the confidence and support of the rules on the one

hand and the class imbalance level on the other hand.

[28] proposes a novel methodology to mine association

rules from distributed medical data sources (hospitals and

clinics), where these medical data resources cannot be

moved to other network sites. The desired global compu-

tation of association rules must be decomposed into local

computations to match the distribution of data across the

network. In [29], an explainable prediction model was

developed using class association rules to identify veterans

at risk of persistent post-traumatic stress disorder. The

generated association rules serve as precursors to the long-

term crisis in veterans. A model based on association rule

mining [30] to explore the medical comorbidities of mental

disorders is proposed. It was suggested based on the find-

ings of the results that nurses should be provided with

professional knowledge of comorbid conditions to better

care for patients with mental illnesses. In [31], a model that

consists of a combination of the association rules method

and fuzzy soft set was proposed. The proposed model uses

fuzzy soft set association rules to generate accurate clas-

sifiers for text documents

Fig. 1 ARTC workflow for classifying unseen documents
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The methods presented above, which are summarized in

Table 1, suffer from the high-dimensional feature vectors

that represent text documents. This leads to a large number

of association rules and therefore degrades the classifica-

tion accuracy of unseen text documents. As shown in

Table 1, most prior approaches suffer from high dimen-

sionality of representative feature vectors. That is due to

the large number of generated association rules. In this

paper, we propose ARTC that represents a text document

by a compact binary feature vector that led to a relatively

small number of association rules. These rules are utilized

to produce highly contrasting feature set for each class of

documents.

3 ARTC method for finding association rules

Naturally, text data must undergo a sequence of prepro-

cessing step before it can be ready for analysis tasks such

as classification. For example, raw text has a large number

of features, which is the number of words that represent the

text. Such a large number of features degrade the perfor-

mance of text classification. This is due to the fact that such

a large number of features consist of irrelevant words to the

topic. Moreover, the features of a text document may have

high dependencies between them. Therefore, preprocessing

of text documents is essential for effective classification.

ARTC method preprocesses text documents of the training

set in several steps as shown in Fig. 2: noise cleaning, word

stemming and text structuring.

3.1 Noise cleaning

In the pre-processing phase punctuation, emojis, URLs,

newlines, tabs, stop words, etc., are considered textual

noise and irrelevant to the classification of textual docu-

ments. Also, HTML tags, if they exist, are removed since

they do not contribute to the contrasting features. There-

fore, ARTC’s first preprocessing step is to remove such

noise.

3.2 Word stemming

Words are used in their different forms in a text document

depending on their grammatical context. These different

forms of a word would greatly degrade classification of

text. Therefore, a known technique in natural language

processing (NLP) is called word stemming is used to solve

this problem. Word stemming transforms the different

forms of a word into their root, which is a unified repre-

sentation of all forms. For example, a stemming algorithm

might reduce the words fishing, fished, and fisher to the

stem fish. Also, the stem need not be a word, for example

the words argue, argued, argues, arguing, and argus are

stemmed to argu.

Therefore, stemming is a type of normalization that

standardizes some words into their stems. Although stem-

ming results in loss of some of the original information of a

word, it eases the processing a text document and improves

its classification.

3.3 Text structuring

To structure text documents in the dataset, they are con-

verted to binary forms, where each document is represented

by a sparse binary vector. A binary vector that represents a

certain text document is created by applying the following

steps:

Table 1 Comparison between main related works

Paper Data type Document representation Representative feature vector

Dimensionality Method Feature type

[11] Text Word vector High relative document frequencies Frequent words

[12] Text Word vector High Feature filter ? wrapper Memetic

[8, 13] Text Word vector High Relevance frequency Frequent words

[7] Text Binary vector High Association rules Frequent words

[14–19, 27] Text Word vector High Association rules Frequent words

[20] Text Word vector High Association rules ? Naı̈ve Bayes Frequent words

[22–24, 31] Text Fuzzy word vector Low Association rules ? fuzzy sets Frequent words

[21, 25, 26] Text Fuzzy word vector Low Association rules ? belief reasoning Frequent words

[28–30] Text Word vector of clinical data High Association rules Frequent words

ARTC Text Binary vector Low Association rules Contrasting
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• Count the occurrences of every word in a document. As

a result, a frequency list of all the words in the text

document is generated.

• Remove the infrequent words. That is remove from the

frequency list wordswhose frequency values are less

than a specified threshold, called support, s, where

s indicates whether a word is frequent in the text

document or not. A frequency value of a word the is

less than s indicates that the word is infrequent and thus

cannot be used to represent the text document.

• A binary vector is created to represent all frequent

words of a text document after noise cleaning and

stemming. Words that are removed due to their low

frequency value in the text document will be repre-

sented by a ’’0’’ in the binary vector. On the other hand,

words that are frequent will be represented by ’’1’’ in

the binary vector.

• The dataset of text documents is then represented in a

table format (see Table 2), where each row is the binary

vector that represents one text document. The column

headers of this table are the different words in the

dataset.

• A number of columns equivalent to the number of

classes in the datasetare appended to the table. Each of

these columns is labeled with the class name. For the

purpose of creating a training set, each text document is

labeled by a class it falls into by putting a ’’1’’ in the

column of the relevant class. However, the other class

columns will be ’’0’’ for this text document. Eventually,

each class column Ccol is a binary vector that indicates

which text documents in the training set falls into this

class.

4 Text classification

Classifying a text document into one of several predefined

classes, requires the selection of a set of features that dis-

tinguishes the classes from each other. A more effective

feature selection is finding a contrasting set of features for

each class. The set of contrasting features for class Ci may

not necessarily be the same set of features that best dis-

tinguishes class Cj. These distinguishing feature sets for the

different classes, called contrasting sets, which have been

applied by [9] on visual data, are discovered to represent

the different textual classes.

In the proposed ARTC, the distinguishing feature sets

are represented by the sets of frequents words for each

class, as explained below. From these frequent words,

ARTC generates a set of association rules for every class.

The method generates the rules from the frequent words of

a certain class, which means that the rules are the most

distinguishing for this class. This process is depicted in

Fig. 3.

4.1 Class-related frequent words identification

In this step, ARTC identifies the frequent words of the set

of documents of a certain class. These frequent words

effectively represent the class. That is, theseidentified fre-

quent words have the most distinguishing power in pre-

dicting the class of a new text document.

To find the set of frequent words that represent a class,

we perform a binary AND operation between each class

column Ccol and each of the frequent word columns. For

example, the AND operation of the ’’sale’’ word column

Fig. 2 Preprocessing phase of

text documents

Table 2 Showing occurrences of words in text documents

DID Sale Unit Unveil Visit Warner Year Bus. Class Ent. Class Pol. Class Sprts Class Tech Class

1 1 0 0 0 0 1 0 1 0 0 0

2 0 0 0 1 0 0 0 1 0 0 0

3 1 0 0 0 0 0 0 0 1 0 0

4 0 0 0 0 0 1 0 0 1 0 0

5 0 0 0 1 0 0 0 0 0 1 0
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and ’’Pol’’ class (see Table 2) would result in a ’’1’’ for

document ID number 3 (DID number 3) and ’’0’’ under the

rest of the DIDs. This makes the total of ’’1’’s of ANDing

’’sale’’ with ’’Pol’’ equal to one. After ANDing the class

column Ccol with the column of each word, the total of

resulting ’’1’’s for each word is computed. The words with

totals of ’’1’’s that is above a specified threshold are

included in the contrasting set of the class.

On the other hand, those words whose total is below

the threshold are discarded. That is these words are

considered non-frequent in the documents of a class and

thus not representative of the class. Thus, the process of

ANDing a class column with all the words’ columns and

then adding the results of ANDing for each word, the

contrasting set of words (features) are determined for each

class. Such contrasting set of words improve the ability of

these words to distinguish the class they represent. Thus,

each class will be represented by a set of contrasting

words.

4.2 Creating rules

Once the contrasting set of a class has been identified, the

association rules are generated from this set. To extract

association rules from the contrasting set, subsets of word

are generated. That is for each class, different subsets, or

combinations, of the set of frequent words are generated.

Then, the Apriori algorithm is applied to determine

whether each of the generated subsets is frequent. That is

each of the generated subsets is ANDed with the frequent

words of each document (Table 2). If the ANDing oper-

ation results in a total of ’’1’’s that is greater than a

certain threshold of generating a rule, then the subset is

kept and will be considered for producing association

rules.

Each kept frequent subset is used to produce an asso-

ciation rule, where the frequent word(s) in the antecedent

of a rule and the class label in the consequent of the rule.

Non-frequent subsets are discarded. The generated rules

will then be used to predict that respective class. At the end

of this step, a number of association rules will be generated

for every class. Note that the number of generated asso-

ciation rules for each class will be relatively small. Con-

sequently, the total number of association rules for all

classes of text documents will be small. This leads to a low

number of features representing each class.

4.3 Classifying unseen documents

As shown in Fig. 4, given an unseen text document, the

same preprocessing steps are applied to the unseen docu-

ment. Then, the unseen text document is represented by a

structured binary vector by a similar process as that applied

to the training set. The binary vector of the unseen docu-

ment is fine-tuned by ANDing it with the association rules

of each class. That is if a word in the rule is found in the

unseen document, the corresponding cell of the binary

vector of the unseen document remains ’’1’’, otherwise it

becomes a ’’0’’. Then, the total of ’’1’’ is computed, which

represent the matching words between the binary vector of

the unseen document and the rules of the class. This total

value indicates the relevance P (bik) of the unseen docu-

ment to a class. The more matching rules of a class Ci to

the unseen text document, the bigger the total value and

thus the higher the relevance value P (bik) between the

unseen text document and the class Ci. Finally, the unseen

document is classified to the class that gave the highest

relevance value P (bik).

5 Experimental results

ARTC was implemented using MATLAB. In this section,

we discuss the dataset used and the experiments conducted

to verify the feasibility of our approach.

5.1 Dataset

A dataset consisting of 2226 articles is collected from

different sources such as Wikipedia, News agencies,

sports websites, technology news, and business website.

The collected articles belong to 5 classes: entertainment,

politics, business, technology, and sports. The number of

collected articles in each category are as follows: 328

Fig. 3 Association rules generation to represent each class

Fig. 4 Classifying unseen text documents
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entertainment articles, 360 politics articles, 570 business

articles, 370 technology articles, and 598 sports articles.

These articles differ in size based on their source, where

the size each document is in the range 60 to 600 words.

The performance of ARTC was demonstrated by dividing

the dataset into training and testing subsets. The training

subset (70% of original dataset) is used to generate the

association rules, while the testing subset (30% of the

original dataset) is used to measure the accuracy of

ARTC.

5.2 Effect of text preprocessing

The preprocessing step removes noise from raw text

documents, such as stop words, punctuation, URL,

emojis, etc. Then, it applies stemming to every word in

the textual document. We show the effect of the pre-

processing step through the below example. The exam-

ple shows a raw document (text before preprocessing)

and the same text after the preprocessing step. Note that

noise has been removed and the words are stemmed. We

used the Porter stemmer, which is in the NLTK package

of python.

5.2.1 Sample text before pre-processing

Ad sales boost Time Warner profit Quarterly prof- its at US

media giant TimeWarner jumped 76% to $1.13 bn

(38223600 m) for the three months to December, from

$639m year-earlier. The firm, which is now one of the

biggest investors in Google, benefited from sales of high-

speed internet connections and higher advert sales. Time-

Warner said fourth quarter sales rose 2% to $11.1 bn from

$10.9 bn. Its profits were buoyed by one-off gains which

offset a profit dip at Warner Bros, and less users for AOL.

Time Warner said on Friday that it now owns 8% of

search-engine Google. But its own internet business, AOL,

had has mixed fortunes.

5.2.2 Sample text after pre-processing

Ad sale boost Time Warner profit Quarterli profit at US

media giant TimeWarn jump 76 to 113 bn 38223600 m

for the three month to Decemb from 639m yearearli The

firm which is now one of the biggest investor in Googl

ben- efit from sale of highspe internet connect and higher

advert sale TimeWarn said fourth quarter sale rose 2 to

111 bn from 109 bn It profit were buoy by oneoff gain

which offset a profit dip at Warner Bro and less user for

AOL Time Warner said on Friday that it now own 8 of

searchengin Googl But it own internet busi AOL had ha

mix fortune

5.3 Effect of representing text by binary vector

For each document, the word frequency list is computed.

Words whose frequency value is below a threshold are

discarded from the list. The threshold value indicates

whether a word is frequent or non-frequent. Below, we

show an example list of word frequency of a document.

{’giant’: 1, ’expectations’: 1, ’stake’: 3, ’rose’: 2, ’sales’:

4, ’fourth’: 3, ’performance’: 2,etc.}

Then, if the user sets the threshold to 2, for example,

words whose frequency value below two are removed from

the list as shown below.

{’stake’: 3, ’rose’: 2, ’sales’: 4, ’fourth’: 3, ’perfor-

mance’: 2, etc.}

The frequency list of frequent words is converted into a

binary vector. Each word in the frequency list, which is a

frequent word, is represented as ’’1’’ in the cell corre-

sponding to that word. All other cells are filled with ’’0’’s.

The binary vectors representing the documents in the

training set are stored in a table (see Table 2), where each

row represents one document.

In Table 2, we only show six words of the first five

documents and hiding most columns for readability. Also,

in Table 2, the five classes are indicated by the five right

most columns, where a ’’1’’ in column of a certain class Ci

indicates that the corresponding document belongs to Ci.

5.4 Class-related frequent words

To identify the frequent words that represent a certain class

Ci, a binary AND operation between class column Ccol of

Ci and each of the frequent word’s column of Table 2.

Table 3 shows the result of ANDing Ccol of CBusiness and

each of the frequent word’s column. Then, the sum of

resulting ’’1’’s for each word is computed. The word with a

sum of ’’1’’s that is above a specified threshold is added to

the set of frequent words of the class. This set of words

(features) is considered a contrasting set for each class.

Table 4 shows an example of the frequent words that dis-

tinguishes each of the classes.

Table 3 Result of binary AND between frequent words and class

column’’Business’’

Advert Advertis Advic Advis Aerospac Affair Affect

0 1 0 0 0 0 0

0 1 0 0 0 0 0

0 0 0 1 0 0 0

0 0 0 0 1 0 0

0 0 0 0 0 0 0
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5.5 Class-related association rules

To generate class-related rules, subsets of the frequent

words are produced. Each of these subsets is then tested for

becoming a rule by making the frequent words an ante-

cedent of a rule and the class label becomes the conse-

quent. In our dataset, there are 2840 possible frequent

words. Among these, several hundred are marked as fre-

quent for each class. Rules with different number of subsets

are generated. In Table 5, we show the generate single-

word subsets for every class that represent the possible

subsets for the ‘‘Tech’’ class of the sample shown in

Table 4. Due to the large number of possible subsets, we

restricted our antecedent of the rules to only 2-itemset.

Next, we perform a binary AND between the generated

subsets and the frequent words of each document. If the

result is the same as the original subset, it is a match.

However, if the result is greater than or equal to the

threshold (which we have set to 2), then the subset is saved

as a rule. The number of saved rules for each class is shown

in Table 6.

5.6 Classifying unseen documents

We have split the dataset of text document into two sub-

sets, 70% and 30% of the total size. Of the 2226 text

documents, 1542 documents are used for training and the

remaining 684 documents are used to test the performance

of the proposed system. The test documents were prepro-

cessed and converted into binary format.

An unseen document is binary ANDed with all the rules

generated during the training phase. Then, the number of

result matches between the binary vector of the unseen text

document, bi, and the rules of a certain class Ck indicate the

probability, P (bik), of the unseen document being in the

class. Therefore, we apply a voting algorithm to classify bi
based on the probability P (bik). The class with the highest

value of P (bik) is assigned to the unseen document rep-

resented by bi. That indicates the number of votes (number

of rule matches) received by the unseen document bi from

the rules of class Ck. The following is an example of an

unseen document text classified correctly as ’Business’:

5.6.1 Sample unseen document

Peugeot deal boosts Mitsubishi Struggling Japanese car

maker Mitsubishi Motors has struck a deal to supply

French car maker Peugeot with 30,000 sports utility vehi-

cles (SUV). The two firms signed a Memorandum of

Understanding, and say they expect to seal a final agree-

ment by Spring 2005. The alliance comes as a badly-

needed boost for loss-making Mitsubishi, after several

profit warnings and poor sales. The SUVs will be built in

Japan using Peugeot’s diesel engines and sold mainly in the

European market.

5.7 Classification accuracy

We tested ARTC using the collected dataset that belong to

5 different classes: business, entertainment, politics, sport

and technology.

The average accuracy of the ARTC classifier was

82.2%. Meanwhile, the average precision was 86.9%,

recall was 80.6%, and the F-Measure was 83.6%. Table 7

shows the confusion matrix of classifying the test docu-

ments to the five classes. As can be seen from Table 7, the

test documents were classified with high true positives.

Some false positives occurred due to the reason that some

Table 4 Frequent words for

every class
Advert Advertis Advic Advis Aerospac Affair Affect

Business 0 1 0 1 1 0 1

Entertainment 0 0 0 0 0 0 0

Politics 0 0 1 1 0 1 0

Sports 0 0 0 0 0 0 0

Tech 1 1 0 0 0 0 1

Table 5 Possible subsets for’’Tech’’ frequent words

Advert Advertis Advic Advis Aerospac Affair Affect

1 0 0 0 0 0 0

0 1 0 0 0 0 0

0 0 0 0 0 0 1

Table 6 Generated association rules

Class Number of rules

Business 44

Entertainment 32

Politics 51

Sports 78

Tech 63
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text documents can be classified into more than one class.

This is expected, since text documents usually discuss

more than one topic.

Table 8 shows the precision P , recall R, F-measure F 1,

and accuracy ACC, which are measured by Eqs. 1, 2, 3 and

4, respectively, for each class.

P ¼ TP

TPþ FP
ð1Þ

R ¼ TP

TPþ FN
ð2Þ

F1 ¼ 2TP

2TPþ TPþ FN
ð3Þ

ACC =
TP + TN

TP + FP + TN + FN
ð4Þ

where TP represents the true positives, FP represents false

positives, TN represents true negatives, and FN represents

false negatives.

ARTC was compared with the TF-IDF-based method for

extracting association rules [33] in terms of performance.

Particularly, we compared the average Precision, Recall,

F1 measure, and Accuracy of both system on the whole

dataset as shown in Figure 5. Note that ARTC outper-

formed the TF-IDF-based method due to the precise and

compact representation of the binary vectors of their cor-

responding text documents.

We compared the proposed ARTC classification algo-

rithm with the SVM-based classifier [34] as shown in

Fig. 6. ARTC outperformed the SVM-based classifier since

ARTC extracts contrasting set of features that have more

distinguishing power in classifying the unseen documents.

5.8 Discussion

The ARTC technique several advantages that can be

summarized as follows:

• It represents each text document by a binary vector that

corresponds to the frequent words of the text document.

• It leverages association rules to extracts a set of

contrasting features (words) to represent the text

document class of documents. This set of contrasting

features is a small subset of the frequent words that

represent the class of documents. That is achieved by

removing the irrelevant features that do not contribute

to the classification accuracy.

Table 7 Confusion matrix
Business Entertainment Politics Sports Tech

Business 96.0% 0.6% 2.5% 0.6% 1.3%

Entertainment 36.2% 58.6% 0.0% 1.8% 3.4%

Politics 18.7% 0.9% 78.6% 0.9% 0.9%

Sports 8.9% 1.2% 1.2% 88.7% 0.0%

Tech 13.3% 1.6% 2.3% 0.8% 82.0%

Bold values indicate the correct classification

Table 8 Precision, Recall, F-measure, and Accuracy for each class

Precision Recall F-Measure Accuracy

Business 61% 94% 76% 84%

Entertainment 92% 59% 73% 93%

Politics 91% 79% 83% 94%

Sports 96% 88% 91% 97%

Tech 93% 83% 87% 96%

Fig. 5 Effect of feature representation on Precision, Recall, F-mea-

sure, and Accuracy for each class

Fig. 6 Effect of classifier on Precision, Recall, F-measure, and

Accuracy for each class
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• Therefore, each class of documents is represented by

binary feature vectors are small size and yet more

contrasting, which leads to reducing classification time

and improving the classification accuracy.

• It is independent of language. That is ARTC can be

applied on feature vectors of frequent words represent-

ing text documents regardless of the language of the

text.

• As compared to deep learning-based classification

methods, ARTC is more memory efficient since it uses

compact binary vectors to represent text documents.

Moreover, deep learning-based methods are not inter-

pretable since it is not possible to explain why one deep

learning architecture is outperforming another.

On the other hand, ARTC has some limitations that can

be summarized as follows:

• It does not take into consideration the semantic

similarity between the frequent words. If taken into

consideration, the binary feature vectors can be made

more compact.

• It does not consider n-gram features since the features

are single words. Considering n-gram features may

improve the classification of text documents.

6 Conclusion

The proposed ARTC technique, initially, represents each

text document by a compact binary vector that corresponds

to the frequent words of the text document. A robust

technique is developed to process the binary feature vectors

of each class to extract a set of contrasting features, where

this set is effectively small in size and yet improves the

prediction of the class of an unseen text document. ARTC

utilizes association rules mining to identify the effective

distinguishing features of every class. The proposed ARTC

method is independent of the language of the text docu-

ments. Moreover, ARTC learning time is quite fast since it

only requires one pass through the training dataset to learn

the rules. As compared to other peer systems, ARTC out-

perform them in terms of precision, recall, F1 measure, and

accuracy. However, different language would require

specific preprocessing to clean the documents and remove

unnecessary content, such as stop words, digits, URLs,

punctuations, etc. Once documents are cleaned by a lan-

guage-specific pre-processor, ARTC can be easily applied.
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