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Abstract
Understanding users’ requirements are essential to developing an effective AI service system, in which requirement

expressions of users can be resolved into intent detection and slot filling tasks. In a lot of literature, the two tasks are

normally considered as independent tasks and obtain satisfactory performance. Recently, many researchers have found that

intent detection and slot filling can benefit each other since they always appear together in a sentence and may include

shared information. Most of the existing joint models employ the structures of encoder and decoder and capture the cross-

impact between two tasks by concatenation of hidden state information from two encoders, which ignore the dependencies

among slot tags in specific intent. In this paper, we propose a novel Double-Bi-LSTM-CRF Model (DBLC), which can fit

the dependency among hidden slot tags while considering the cross-impact between intent detection and slot filling. We

also design and implement an intention chatbot on the tourism area, which can assist users to complete a travel plan

through human-computer interaction. Extensive experiments show that our DBLC achieves state-of-the-art results on the

benchmark ATIS, SNIPS, and multi-domain datasets.

Keywords Intent detection � Slot filling � LSTM � Conditional random fields

1 Introduction

The ability to understand users’ requirements accurately in

a conversation is essential to develop an effective AI ser-

vice system, e.g., task-oriented order system, intelligent

customer service system, and recommendation systems.

For example, in the customer service of travel domain, ‘‘I

want to book a taxi from Beijing Olympic Center to

Changan Hotel today’’, an AI system should correctly

understand that the user’s intention is ‘‘booking taxi’’.

Meanwhile, the AI system also should know ‘‘Beijing

Olympic Center’’,‘‘Changan Hotel’’ and ‘‘today’’ are the

departure, destination, and date of the travel respectively.

As shown in Table 1, these precise requirements are typi-

cally represented through semantic format tags, and

extracting such format information tags involve two tasks:

intent detection and slot filling.

In the early time, the two tasks are normally considered

as independent tasks. The intent detection task can be

considered as utterance classification problem [1–4], which

can be addressed by classical machine learnings, such as

support vector machines [5] and boosting-based classifiers

[6]. Latter, deep neural network-based intent detection

attracts the attention of researchers because of the state-of-

art performance, e.g., Convolution Neural Networks [7],

Recurrent Neural Networks [8], Long Short-Term Memory

Network [9], Gated Recurrent Unit [10], Attention Mech-

anism [11] and Capsule Networks [12]. At the same time,

the slot filling task can be formulated as a sequence tagging

problem. And the conditional random fields (CRFs) [13]
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and recurrent neural networks (RNN) [14] are the common

approaches.

In recent years, many researchers have found that intent

detection and slot filling can benefit each other [15, 16],

since they always appear together in a sentence and may

include shared information. There are two common routes

for the joint model. The first one is that one unified encoder

is used to read input utterances, and two decoders generate

sequential intent and semantic tags, respectively. The

second way is using two encoders and two decoders, and

the cross-impact between two tasks can be captured by

concatenation of hidden state information from two enco-

ders. Wang et al. [17] propose a Bi-model based RNN

structure to utilize the cross-impact between intent detec-

tion and slot filling tasks. The Bi-model builds two task

networks to detect intents and semantic slots. The rela-

tionship between two tasks can be captured by the con-

catenation of hidden states of two task networks. Although

Bi-model has achieved good performance, it cannot capture

the dependencies and constraints among slot tags in

specific intent. As shown in Table 1, when existing models

make a prediction, these slot tags with the highest score are

selected as the final labels. But in fact, the label with the

highest score is not the most appropriate label necessarily.

If two-slot words can be semantically recognized as an

object (Beijing Olympic Center Changan Hotel), existing

models always make a mis-predicting.

In this paper, we proposed a novel Double-Bi-LSTM-

CRF Model (DBLC), which can fit the dependency among

slot tags while considering the cross-impact between intent

detection and slot filling. Specifically, the DBLC model

constructs two networks to handle the intent detection task

and slot filling task separately. Each task network employs

a Bi-LSTM as the encoder and an LSTM as the decoder.

The cross-impact between two tasks can be captured by the

concatenation of hidden states from two encoders. The

conditional random fields (CRFs) structure can be adopted

to learn the dependency and constraints among different

slot tags. We also employ the way of asynchronous training

to infer DBLC, which trains two task networks with

varying functions of cost.

The main contributions of this paper are as follows:

• We propose the DBLC model to construct two coop-

erative task networks to handle the intent detection task

and slot filling task together. The DBLC model can

analyze and obtain more accurate users’ requirements

from their utterances.

• We use conditional random fields (CRFs) structure to fit

the dependency among slot tags while considering the

cross-impact between intent detection and slot filling.

• We adopt the asynchronous training method to infer the

DBLC model, which can keep the independence of the

two tasks and capture more useful information while

training two task networks with different cost functions.

• Experiments conducted on three real-world data sets

show that the proposed DBLC model is effective and

outperforms the state-of-the-art methods.

• We design and implement an intention chatbot, which

can assist users to complete a travel plan through

human-computer interaction.

The rest of the paper is organized as follows. In Sect. 2 we

introduce the brief related works for the intent detection,

slot filling, and joint model. In Sect. 3, we mainly discuss

more details about Double-Bi-LSTM-CRF Model, includ-

ing model structure and training process. In Sect. 4, we

design the experiments to evaluate DBLC and analyze the

experimental results from different perspectives. In Sect. 5,

We design and implement an intention chatbot, which can

illustrate the performance of our DBLC model on tourism

domain. Finally, we draw conclusions and plan our further

works in Sect. 6.

2 Related work

This section provides a brief overview of several related

works which are most relevant to the proposed method.

There are intent detection tasks, slot filling tasks, and joint

models for both.

Table 1 Semantic format of a

utterance
Utterance Book Taxi Form Beijing Olympic Center

True slot O O O B-dept I-dept I-dept

Mis-predicting slot O O O B-dept I-dept I-dept

Utterance to Changan Hotel today

True slot O B-des I-des B-date

Mis-predicting slot O O B-des B-date

Intent Book_Taxi

Domain Travel

Bold indicates the contents of these cells are important
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2.1 Intent detection

Many researchers consider the intent detection tasks as the

first step to analyze the user’s requirements. They employ a

great number of classical machine learning or deep learn-

ing-based methods to deal with. In the early time of the

study, support vector machines [5], or boosting-based

classifiers [6] are common methods. In recent years, sev-

eral Deep Learning-based methods have been explored

because of the state-of-art performance, such as word

embedding, Convolution Neural Networks (CNN), Recur-

rent Neural Networks (RNN), Long Short-Term Memory

Network (LSTM), Gated Recurrent Unit (GRU), Attention

Mechanism and Capsule Networks. Kim et al. [18] use

word embedding as the initial representation of words and

build LSTM for intent detection. Hashemi et al. [7] employ

CNN to extract semantic features to identify the user’s

query intents in a dialog system. Bhargava et al. [8]

investigate the intent detection work using the RNN?CRF

model. Ravuri et al. [10] propose a word encoding based on

character n-grams and employ LSTM and GRU to under-

stand the user’s intents. Lin et al. [11] introduce a self-

attention mechanism to weight intent representation. Xia

et al. [12] proposed an intent capsule model to discriminate

emerging intents via knowledge transfer from existing

intents. Although these methods conducted good results,

they just consider intent detection as a text classification

problem. Many specific intention points still cannot be

revealed.

2.2 Slot filling

The slot filling tasks are seen as the second step to analyze

the user’s requirements, which can determine the specific

points of intention. The slot filling tasks can be addressed

by supervised sequence labeling methods, e.g., Maximum

Entropy Markov Models (MEMMs), Condition Random

Field (CRF), Recurrent Neural Networks (RNNs), or a

combination of these models [19]. Guo et al. [20] proposed

RecNN model, which provides a better mechanism for

incorporating both discrete syntactic structure and contin-

uous-space word and phrase representations. Liu et al. [21]

introduce label dependencies in RNN model training by

feeding previous output labels to the current sequence state.

Xu et al. [22] combine the convolutional neural networks

and triangular CRF model to exploit dependencies between

the intent label and the slot sequence. Kurata et al. [23]

proposed encoder-labeler LSTM to encode input sequence

into a fixed-length vector and predict the label sequence.

Deoras et al. [24] employ deep belief networks (DBN) to

tag the semantic sequence. Sukhbaatar et al. [25] introduce

a neural network with a recurrent attention model for lan-

guage modeling and slot tagging.

2.3 Joint model for intent detection and slot
filling

Despite intent detection and slot filling having achieved

excellent performance independently, many researchers still

consider that they can benefit each other since the two tasks

always appear together in a sentence and may include shared

information. Early classic work is CNN?Tri-CRF model

[22], which uses convolutional neural networks as a shared

encoder for both tasks and then CRF model to exploit

dependencies between both tasks. Guo et al. [20] use the

node representation on the syntactic tree of the utterance as a

shared encoder among intent detection and slot filling. Zhang

et al. [26, 27] share a bi-GRU encoder and a joint loss

function between two tasks. Liu et al. [28] employ bi-di-

rectional LSTM as a shared encoder and two different

decoders for joint tasks. They also use the attention mecha-

nism to learn relations between slot labels in the decoder and

words in the encoder. Goo et al. [29] considering that slot and

intent have a strong relationship and use a slotted gate to

learn the relationship. Recently, Wang et al. [17] proposed a

bi-LSTM structure-based joint model to learn the depen-

dencies between intent detection and slot filling. They adopt

two independent bi-LSTM to read the input sentences, then

the encoded information can be shared with other tasks. The

Bi-model [17] use asynchronous training with two different

loss function and achieve excellent performance. Qin et al.

[30, 31] proposed two self-attentive-based models that can

produce better context-aware representations to guide the

slot filling task and detect intent at the word level. Most

recently, large-scale pre-trained language models, such as

BERT [32], ERNIE [33] and XLNet [34] have shown great

improvements in many NLP service system. Chen et al. [35]

investigate a transformer mechanism for joint tasks by fine-

tuning a pre-trained BERT model, in which the BERT model

employs a context-dependent sentence representation and

builds a multi-layer bidirectional transformer encoder to

receive the input. Zhang et al. [36] employ a multi-task

learning model-based transformer encoder-decoder frame-

work to conduct joint training for joint tasks. The model

encodes the input sequence as context representations using

bidirectional encoder representation from transformers and

implements two separate decoders to handle the intent

detection and slot filling.

2.4 Chatbots

Intent Detection and Slot Filling are the first steps to

understanding users’ requirements. If an AI system wants

to mimic human conversation and serve users, it should
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build a Human-Computer Interaction program [37], which

is an intent chatbot. Most of the early chat robots are

conversation robots [38]. Personal voice assistants like Siri,

Xiaodu, or Alexa are typical conversation chatbots, which

can talk to the user like another human being. The key

factor of a conversation-based chatbot is understanding the

context of sentences and responding correctly to the con-

versation that it met. Although conversation chatbots have

attracted great attention in academia and industry with the

emergence of commercial, personal assistants, they are

incapable of holding a multi-turn conversation to perform a

specific task such as booking a restaurant or serving users.

Papaioannou et al. [39] employ Reinforcement Learning to

create an effective approach to combining chat and task-

based dialogue for multimodal systems and deal with

unforeseen user input. Li et al. [40] implement a task-ori-

ented chatbot as a speaking teaching assistant, which

allows users to continuously improve their language flu-

ency in terms of speaking ability by simulating conversa-

tional situational exercises. Focusing on a particular

domain or task, these chatbots seem to hold tremendous

promise for providing users with quick and convenient

service responding specifically to their questions.

3 Methodology

In this section, we will first formulate the joint intent

detection and slot filling tasks. Then, we present the novel

Double-Bi-LSTM-CRF Model (DBLC), which can fit the

dependency among hidden slot tags while considering the

cross-impact between intent detection and slot filling.

3.1 Problem formulation

Intent detection and slot filling can be formulated as a joint

prediction task as follows: Given an input sequence

x ¼ fx1; . . .; xng, where each xi 2 x represents the input

vector of the ith word, The x will predict an intent objective

yintent and a sequence of tags y ¼ fy1; . . .; yng. The yintent

indicates intent of input sentence and each label yi 2 y is

slot tag or Non-tag (not semantic slot) which corresponds

to xi. The formulation of our joint predicting task takes into

account two factors to generate state of art prediction. One

is the correlations between intent detection task and slot

filling task. And another is the correlations among neigh-

boring tags (semantic slots).

3.2 Joint model

Figure 1 shows the network structure of the proposed

joint model, in which two bidirectional LSTMs

(Bi-LSTMs) work together to predict intents and semantic

slots. The top part of the network is used for intent

detection. In the top part, a Bi-LSTM reads and encodes the

input sentence x ¼ fx1; . . .; xng not only forwardly but also

backwardly, and generates two forward and backward

hidden states as ht
!

and ht
 

. A concatenation of ht
!

and ht
 

can generate a final hidden state ht ¼ fht
!
; ht
 g at time step

t. Then another LSTM layer can be employed as the

decoder, which adopts N vs. 1 strategy and predicts the

intent of the input sequence. The bottom part of a network

is used for slot filling, which has a similar structure as the

top part and utilizes N vs. N strategy to identify the slot

tags. In addition, the bottom network adds a CRF layer to

capture the correlations among neighboring tags in the

sequence, which improves the performance of the slot

filling task obviously.

Specifically, we define that the bidirectional LSTM

applies fið:Þ to generate a sequence of hidden states

ðhi1; hi2; . . .; hinÞ, where i ¼ 1 corresponds the top part net-

work (intent detection task) and i ¼ 2 is for the bottom part

network (slot filling task).

In the intent detection task, the f1ð:Þ can read the sen-

tences word-by-word and generate an hidden representa-

tion h1
t . Then h1

t and h2
t (representation from slot filling

network) can be used as input for the decoder g1ð:Þ.
Finally, the intention y1

intent can be predicted by LSTM

g1ð:Þ. Let s1
t be the state of g1ð:Þ at time step t:

s1
t ¼ xðs1

t�1; h
1
t�1; h

2
t�1Þ ð1Þ

y1
intent ¼ argmax

ŷ1
n

Pðŷ1
nks1

n�1; h
1
n�1; h

2
n�1Þ ð2Þ

where ŷ1
n includes the predicted probabilities for all intent

labels at the last time step n.

To fill the semantic slot, a composite network structure

is constructed with a bidirectional LSTM f2ð:Þ, a LSTM

g2ð:Þ and CRF network c2ð:Þ. Similarly, f2ð:Þ can receive

the input sequence. The g2ð:Þ can generate a intermediate

label sequence l2�. Finally, the slot tag sequence y2
t can be

identified by CRF c2ð:Þ at time step t:

s2
t ¼ uðh1

t�1; h
2
t�1; s

2
t�1; y

2
t�1Þ ð3Þ

l2t � ¼ argmax

l̂
2

t �
Pðl̂2t � kh1

t ; h
2
t ; s

2
t�1; l

2
t�1�Þ ð4Þ

y2
t ¼ argmax

l2t

PN

i¼1

lnPðl2t;iklt;i�1Þ ð5Þ

3.3 Training procedure

To train the proposed model, we employ the way of

asynchronous training, which trains two task networks with
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different cost functions. The reason for adopting separate

cost functions is obvious. Because intent detection and slot

filling are different NLU tasks, using the same cost func-

tion for both two networks will cause the differences

between the tasks to be ignored, and much useful infor-

mation may not be captured. Let L1 be the loss function for

the intent detection network and L2 be the loss function for

the slot filling network. And they can be defined as follows:

L1 ¼
D �

Xk

i¼1

ŷ1;i
intent logðy1;i

intentÞ ð6Þ

Xm

i¼1

ŷ2;i
j logðy2;i

j Þ ð7Þ

where k is the number of intention types, m is the number

of slot-tag types, and n is the number of words in a sen-

tence. In each training epoch, we split the whole data into

batches and processed one batch at a time. Each batch

includes several sentences, and the size of a batch can be

set to 32, which means that the total length of sentences in

a batch is less than 32. Next, we run Bi-LSTM f1ð:Þ and

f2ð:Þ to read the input batch and generate a group of hidden

representation h1
t and h2

t at time step t. Then, the intent

detection network combine hidden states s1
t with ht to

predict intent label ŷ1
intent. After that, we use L1 to compute

the cost of intent to detect the network, by which all

parameters of the network can be trained. Furthermore, we

employ a similar step to train a slot filling network. Finally,

the CRF model is trained by maximizing the conditional

log-likelihood:

�x ¼ arg max
x

PN

i¼1

ln pðyikxi;xÞ ð8Þ

where x is model’s parameters including the transition

weights of CRF and the slot filling network.

4 Experimental analysis

4.1 Datasets

In this section, we conduct three real-world datasets to test

the performance of the proposed Bi-LSTM-CRF model.

The first one is the public ATIS (air travel information

system) dataset, which is widely used in SLU research

tasks. The ATIS contains sentences annotated with respect

to intents and slots in the airline domain, in which there are

120 slot tags and 21 intent types. The second dataset is

SNIPS (customintent-engines2) dataset, which is collected

from the snips personal voice assistant. The snips data set

contains 72 slot tags and 7 intent types. SNIPS dataset

shows a more realistic scenario compared to the single

domain of ATIS dataset. The details of ATIS and SNIPS

datasets can be shown in the left part of Table 2. The third

dataset is collected for three domains: food, home, and

movie. Each domain contains three intents, and there are 15

slot tags in the food domain, 16 slot tags in the home

domain, 14 slot tags in the movie domain. The details of

the multi-domain dataset can be shown in the right part of

Table 2, and the split is 70% for training, 10% for devel-

opment, and 20% for the testing.

Fig. 1 Network structure of the

double Bi-LSTM-CRF model

Neural Computing and Applications (2022) 34:13639–13648 13643

123



4.2 Experimental setup

We mainly compare with the six recently introduced SLU

models [17, 20, 22]. These models can simultaneously

handle intent classification and slot filling. They all pro-

duced state-of-the-art results in the literature. For the set-

ting of experimental parameters, we choose 200 as the size

of the LSTM and Bi-LSTM networks. The number of

hidden layers is set to 2. The size of the word embedding is

300, which are initialized randomly at the beginning of the

experiment. The details of the hyper-parameters set can be

shown in Table 3. As the report in literature [4, 17], we use

accuracy to estimate the intent detection task and F1-Score

to measure the slot filling task.

4.3 Experimental on ATIS and snips dataset

Our first experiment was conducted on the ATIS and Snips

benchmark datasets. A detailed performance result is

shown in Table 4. Compared with current state-of-the-art

algorithms, the proposed model achieved the best perfor-

mance on both intent detection tasks and slot filling tasks.

We observe 0.2–0.3% absolute improvement in slot filling

task. The reason for this advantage is that the CRF struc-

ture can capture the correlations among neighboring slot

tags in sentences, which improves the performance of slot

filling tasks obviously. We also see that the proposed

model has the same performance in the intent detection

task compared with the Bi-model. The possible reason for

this phenomenon is that both Bi-model and our DBLC

model build the same network structure to detect users’

intentions which may generate similar results. In addition,

Bi-model and our DBLC model obtain performance of

98.76% and 96.99% on the accuracy of intention detection

task, which is quite high and difficult to be further

improved.

4.4 Experimental on multi-domain dataset

To show the performance of the proposed model, we fur-

ther conduct the experiment on a multi-domain dataset.

Table 5 demonstrates that Double-Bi-LSTM-CRF model

outperforms all comparing methods on slot filling task, in

which we obtain 2.2% absolute improvement in the food

domain, 0.5% absolute improvement in the movie domain,

and 0.4% absolute improvement in the home domain. It is

obvious that the proposed model can learn more informa-

tion through correlations among slot tags. Firstly, the slot

filling task has been the greatest improvement in the food

domain. The possible reason for this phenomenon is that

there are not many exact rules for the naming of food.

Some names of food are long and strange, the existing

model may not learn the relationship among name words.

On the contrary, our model can identify these slot tags

accurately, which can significantly improve the effective-

ness of the actual scene. Secondly, the improvements in the

movie domain and home domain are not very big. Since the

naming of entities in these two areas is more regular than

the food domain, the DBLC model only can correct little

mispredicting of the decoder.

5 Application of intention chatbot

In order to illustrate the performance of the proposed

model in a real-life scene, we design and implement an

intention chatbot, which can help service providers and

platforms to understand what are the user’s exact requests

and what they should offer [41–43]? As shown in Fig. 2,

the intention chatbot consists of four functional modules,

including user interface, spoken language understanding,

dialogue management, and response generation.

The workflow of the intention chatbot starts with the

user interface module, e.g., an user’s query, ‘‘I want to

book a taxi from Beijing Olympic Center to Changan Hotel

today’’. Then, the spoken language understanding module

will receive and analyze the user’s request to infer the

user’s intention and slot tags (intent:‘‘book_taxi’’,

slots[departure:‘‘Beijing Olympic Center’’, destina-

tion:‘‘Changan Hotel’’, date:‘‘today’’]). After the chatbot

understands the best request, it must determine how to do

next. The dialogue management module will perform the

requested actions or retrieve the knowledge base to find

Table 2 Details of three real-world datasets

ATIS SNIPS Movie Food Home

Vocabulary size 722 11,241 121 125 127

Slots 120 72 14 15 16

Intent 21 7 3 73 3

Training set size 4478 13,084 685 688 482

Development set size 500 700 98 98 69

Testing set size 893 700 196 197 138

Table 3 Hyper-parameters

setting
Parameter Value

Initial_learning_rate 0.3

Dropout 0.2

Embedding_size 300

Min_batch 32

Hidden_size 200

Hidden_layer 2

Epoch_num 500
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information that is appropriate to answer. Finally, the

response generation module will prepare a natural language

human-like sentence for the user.

The work scene of the intention chatbot concentrates on

the tourism area which includes the daily chatting function,

destination query function, travel reservation function as

well as news query function. Through the chatbot, users

Table 4 Performance of

different models on ATIS and

snips datasets

Model ATIS Dataset SNIPS Dataset

Slot(F1) Intent(acc) Slot(F1) Intent(acc)

Recursive NN [20] 93.36 95.40 90.25 91.30

CNN-CRF [22] 94.30 95.80 91.45 92.15

Joint GRU Model [26] 95.19 96.10 92.31 93.34

Attention Encoder-Decoder NN

[27] 95.42 97.30 92.79 94.53

Slot-Gated [29] 95.20 94.31 88.80 97.00

Bi-model [17] 95.7 98.76 93.89 96.99

DBLC-model 96.13 98.76 94.11 96.99

Bold indicates the contents of these cells are important

Table 5 Performance of

different models on multi-

domain dataset

Model Movie Food

Slot(F1) Intent(acc) Slot(F1) Intent(acc)

Attention encoder-decoder NN

[27] 92.1 92.86 92.3 98.48

Bi-model [17] 93.3 94.89 93.6 98.48

DBLC-model 93.8 94.89 95.8 98.48

Model Home

Slot(F1) Intent(acc)

Attention encoder-decoder NN

[27] 96.5 97.83

Bi-model [17] 97.8 98.52

DBLC-model 98.2 98.55

Bold indicates the contents of these cells are important

Fig. 2 Architecture of the

intention chatbot
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can make a travel plan. Specifically, the daily chatting

function realizes the parsing and reply of basic greetings.

The destination query function can offer the weather con-

ditions in the next three days in major municipal cities

around the world as well as the sunset and sunrise time.

The travel reservation function can help users book train or

plane tickets. The news query function supports four dif-

ferent theme news (Sports, fashion, science and technol-

ogy, education), which are related to tourism destinations.

Figure 3 shows the interface of chatbot. Users can enter

their utterances from the input box. Then, the chatbot can

parse users’ intentions and talk to the user like another

human being.

6 Conclusions and future works

In this paper, we propose a novel Double-Bi-LSTM-CRF

(DBLC) Model that can identify the user’s requirements

accurately by way of resolving users’ utterances into

intentions and semantic tag sequences. To be specific, The

DBLC model builds two networks to handle the intent

detection task and slot filling task separately. Each task

network employs a Bi-LSTM as an encoder and an LSTM

as a decoder. The correlations between the two tasks can be

captured by concatenating hidden states from two enco-

ders. A CRF structure can be used to learn the dependency

among slot tag sequences. Asynchronous training is

employed to infer DBLC, which can keep the learning

independence of the two networks and capture more useful

information while training two task networks with different

cost functions. Two experiments are conducted on three

real-world datasets. One is performed on the ATIS and

SNIPS benchmark datasets to demonstrate the state-of-the-

art performance of the DBLC. The other experiment is

tested on multi-domain datasets to show the performance

of DBLC in a real-world scenario. We design and imple-

ment an intention chatbot, which can help service providers

and platforms understand the user’s exact requests are?

Through the intention chatbot, users can complete a travel

plan.

Although the proposed DBLC model can capture some

significant information, such as cross-impact between

intent detection and slot filling, dependency among slot

tags, and so on, it still ignores some knowledge hidden in

the users’ intention. In fact, in a conversation, the inten-

tions expressed by users are usually multiple and include

the relationship with each other. In future, we plan to

optimize our proposed method from different perspectives,

e.g., multi-intention identification and relational network-

based intention identification. We also will continue to

implement a chatbot to recognize the user’s requirements

for home-based care.
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