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Abstract
Feature selection (FS) represents an important task in classification. Hadith represents an example in which we can apply

FS on it. Hadiths are the second major source of Islam after the Quran. Thousands of Hadiths are available in Islam, and

these Hadiths are grouped into a number of classes. In the literature, there are many studies conducted for Hadiths

classification. Sine Cosine Algorithm (SCA) is a new metaheuristic optimization algorithm. SCA algorithm is mainly based

on exploring the search space using sine and cosine mathematical formulas to find the optimal solution. However, SCA,

like other Optimization Algorithm (OA), suffers from the problem of local optima and solution diversity. In this paper, to

overcome SCA problems and use it for the FS problem, two major improvements were introduced to the standard SCA

algorithm. The first improvement includes the use of singer chaotic map within SCA to improve solutions diversity. The

second improvement includes the use of the Simulated Annealing (SA) algorithm as a local search operator within SCA to

improve its exploitation. In addition, the Gini Index (GI) is used to filter the resulted selected features to reduce the number

of features to be explored by SCA. Furthermore, three new Hadith datasets were created. To evaluate the proposed

Improved SCA (ISCA), the new three Hadiths datasets were used in our experiments. Furthermore, to confirm the

generality of ISCA, we also applied it on 14 benchmark datasets from the UCI repository. The ISCA results were compared

with the original SCA and the state-of-the-art algorithms such as Particle Swarm Optimization (PSO), Genetic Algorithm

(GA), Grasshopper Optimization Algorithm (GOA), and the most recent optimization algorithm, Harris Hawks Optimizer

(HHO). The obtained results confirm the clear outperformance of ISCA in comparison with other optimization algorithms

and Hadith classification baseline works. From the obtained results, it is inferred that ISCA can simultaneously improve the

classification accuracy while it selects the most informative features.
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1 Introduction

Text classification (text categorization) means to classify a

given text (document) into one of the given classes (cate-

gories) based on the text contents. The classified document

will be grouped according to the class it belongs to. For

example, a document that discusses sports topics will be

classified as a sports documents, whereas a document that

mainly discusses political subjects will be classified as a

political document. Text classification is an important task

for many applications such as social media, sentiment

analysis, data mining, and medical applications. There are

many methods in the literature that were used for text

classification such as Support Vector Machines (SVM), K-

Nearest Neighbor (KNN), Naive Bayes, or deep learning

[9].

The importance of text classification comes from the

need to classify different types of documents, for example,

the growing volume in web contents which require to be

classified for different purposes. Text classification was

applied to different types of applications such as sentiment

analysis. However, few works were conducted on the

classification of Hadith (Prophet Mohammed (Peace and

blessings of Allah be upon him (PBUH)) sayings) [52].

Most of the studies on text classification were conducted on

languages such as English and Chinese with few works on
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the Arabic language. Hadiths were written using the Arabic

language. Hadiths are considered as the second main

resource of Islam after the Quran. Hadith in Islam means a

report of sayings, deeds, and teachings of the Prophet

Mohammed (PBUH). There are thousands of written

Hadiths which are organized into different classes. Auto-

matic classification of Hadiths is considered as an impor-

tant phase in data mining and Natural Language Processing

(NLP) tasks [52]. However, few works were directed

toward Hadiths classification. Furthermore, to the best of

our knowledge, there is no study in the literature that used

an optimization algorithm for FS on Hadith classification.

The importance of the optimization algorithm comes from

its ability to select the most informative features and dis-

card irrelevant set. Thus, it can be used as a preprocessing

step to improve the classification performance. FS has

become an imperative to deal with the high number of

irrelevant features in many applications. Hence, research-

ers consider developing FS techniques and applying them

on various fields, including computer vision, pattern

recognition, and classification, to name but a few. Exam-

ples of such contributions can be found in [64] and [63].

These studies and their significant contributions motivated

us to apply optimization algorithm (OA) for FS on Hadith

classification.

There are thousands of available Hadiths. The first step

of classifying these Hadiths is to carry some preprocessing

steps such as tokenization, stemming, and stop words

removal. The next step is to build the term frequency–

inverse document frequency(TF-IDF) matrix on the left

terms. However, not all left terms are relevant. Thus,

before using the machine learning classifier on the whole

set of features, FS is required to select the most informative

features. There are two main FS approaches, one is called

the filter-based FS approach, while the other is wrapper-

based FS. Examples of the filter-based FS are Gini Index

(GI), Chi-square (CHI), and Information Gain (IG). How-

ever, these FS techniques are unable to make direct contact

with the used machine learning classifier. On the other

hand, wrapper-based FS approachs can directly contact

with both the features and the classifier. The wrapper-based

FS idea is based on using an OA to select a subset of

features from the full set of features to train the classifier

[39].

In this work, the Sine Cosine Algorithm (SCA) as a

recent OA is proposed to select the most informative fea-

tures in wrapper-based FS mode for Hadiths classification.

SCA represents one of the recently developed meta-

heuristic algorithms by Mirjalili [43]. The main idea of

SCA is based on the use of sine and cosine mathematical

functions to improve solutions’ positions. The SCA algo-

rithm begins with generating a number of random solutions

(i.e., search agents) in the solution space. Iteratively, it will

update the positions of these candidate solutions toward or

outward the destination solution (i.e., best solution) using

sine and cosine functions [43]. SCA is simple in terms of

concepts, derivative-free parameters, easy-to-use, and

sound and complete. Therefore, SCA algorithm has been

utilized for different benchmark functions and has achieved

promising results in comparison with other famous opti-

mization algorithms [43]. Nowadays, SCA is able to tackle

a wide range of optimization problems due to its successes

characteristics. The impressive merits of using SCA is that

it has almost no parameters compared to other famous

optimization algorithms [43].

As aforementioned, SCA has been adapted to solve

several optimization problems. For example, M. A. [17, 18]

improved SCA by using the opposition learning technique

and applied it on engineering and global optimization

problems. M. E. A. Elaziz, Ewees, Oliva, Duan, & Xiong

[18] improved SCA by using Differential Evolution (DE)

operators for FS problem. Zhao, Zou, & Chen [71] applied

SCA for community detection problem. Belazzoug,

Touahria, Nouioua, & Brahimi [14] improved SCA

exploration by using a new equation for updating the

solutions’ positions for FS problem. Ramteke, Gurjar, &

Deshmukh [50] applied SCA for FS problem. [57]

improved SCA by using local search and heuristic cross-

over and applied it on traveling salesman problem. Lan,

Fan, Liu, & Yang [36] improved SCA by using variable

neighborhood search (VNS), which is a local search algo-

rithm and applied it on scheduling problems. [25] improved

SCA by using crossover and greedy selection mechanism

for global optimization problem. [28] hybridized SCA with

Ant Lion Optimizer (ALO) for FS problem. [22] improved

SCA by using quasi-opposition learning strategy, random

weighting agent, and adaptive mutation strategy for global

optimization problem. Guo, Wang, Dai, & Xu [24]

improved SCA by using optimal neighborhood and quad-

ratic interpolation strategy for global optimization prob-

lem. Further, [26] hybridized SCA with artificial bee

colony (ABC) for global optimization and image segmen-

tation problems.

However, according to No Free Lunch (NFL) theorem

[66], there is no single optimization algorithm that is

superior to all other optimization algorithms in solving all

types of problems. Hence, this motivates the usage of the

SCA algorithm for FS on Hadith classification in this work.

However, the SCA algorithm as other optimization algo-

rithms tends to fall in local optima and has a problem in

solutions diversity. This gives room for improvement over

the basic version of SCA to avoid the mentioned problems.

One successful way to improve the convergence behavior

of an OA is utilizing chaotic map concepts.

In chaotic map theory, chaos has a unique characteristic,

which includes its capability of generating numbers that
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satisfy the following: regularity, ergodicity, unpredictable,

and non-repetitive numbers [65, 70]. The chaotic theory

has been incorporated with many metaheuristics algorithms

in the literature and proved its capability to improve these

optimization algorithms. Examples of algorithms, which

were improved by using chaotic theory, are as follows. [70]

used the chaotic maps with a bean optimization algorithm

(BOA) to improve its population diversity and global

search. [65] used the chaotic maps with moth-flame opti-

mization (MFO) to improve the balance between the

exploitation and exploration, enhance the MFO conver-

gence speed, and avoid being stuck at local optima. [47]

used the chaotic maps with whale optimization algorithm

(WOA) to avoid the local optima and to solve random

distribution problems for WOA internal parameters. [21]

used the chaotic maps to improve the global optimization

of monarch butterfly optimization (MBO). [44] used the

chaotic maps to improve convergence speed for Gravita-

tional Search Algorithms (GSA) and to avoid falling into

local optima. Sharma, Kaur, Sharma, Sharma, & Bansal

[55] improved the stochastic nature of the Spider Monkey

Optimization (SMO) algorithm by employing chaotic the-

ory. [53, 54] improved the convergence speed of the

Dragonfly Algorithm (DA) by using the chaotic theory.

Similarly, [34] improved the convergence speed and

achieved the balance between the exploitation and explo-

ration processes of the firefly algorithm (FA) using the

chaotic theory. Also, [53, 54] improved the convergence

speed of the Crow Search Algorithm (CSA) and the solu-

tions being stuck into local optima by employing chaos

theory.

As outlined, many studies in the literature employed

chaotic maps and that proves its efficiency in improving the

used OA. Thus, this advantage of using chaotic maps

motivates the current work to utilize it with the SCA

algorithm. The first contribution includes the integration of

the standard SCA with a chaotic Singer map. The Singer

map will be used to improve the balance between SCA

exploration and exploitation, which in turn improves its

solutions diversity.

The second contribution to the SCA includes the

hybridization of simulated annealing (SA) [35] at the end

of each chaotic SCA iteration to improve its exploitation

(local search) by improving the current best solution. SA

algorithm has been used by many researchers in the liter-

ature to improve other optimization algorithms and proved

its ability to improve the performance of these algorithms.

Examples of algorithms, which were improved by using

SA algorithm, are as follows. [40] hybridized WOA with

SA to improve WOA’s exploitation. Azmi, Pishgoo, Nor-

ozi, Koohzadi, & Baesi [12] hybridized GA with SA to

exploit the advantages of both algorithms. [58] hybridized

FA with SA to improve FA’s exploitation. [32] hybridized

PSO with SA to improve PSO’s local search. Afshar-

Nadjafi, Yazdani, & Majlesi [3] hybridized SA with tabu

search (TS) to take the advantages of both algorithms.

Potthuri, Shankar, & Rajesh [48] hybridized differential

evolution (DE) algorithm with SA for global optimization.

[51] improved the exploitation ability of ACO by using SA

as a local search operator. Furthermore, [68] improved the

exploitation of Coral reefs optimization (CRO) by using

SA as a local operator at the end of each CRO iteration.

From our findings, there are very few studies conducted

on Hadith classification [52]. Adding to that, there is no

study in the literature that applied OA for FS on Hadith

classification. Thus, an improved SCA (ISCA) is proposed

in this study to be used for Hadith classification. Further-

more, ISCA is used in this work to improve Hadith clas-

sification accuracy and to reduce the number of selected

features.

In the proposed work, the main objectives can be sum-

marized as follows:

● The GI as a filter-based approach and ISCA algorithm is

embedded to complement their advantages and solve

their shortcomings and thus classify the Hadith text

more accurately.

● The ISCA is proposed using Chaos theory and SA

algorithm as follows:

a. Singer chaotic map: by incorporating singer chaotic

map within SCA to improve the diversity of its

solutions.

b. SA algorithm: the embedding of the SA algorithm

as a local search operator at the end of each SCA

iteration to improve its exploitation and to avoid the

local optima problem.

● The proposed ISCA was tested on three Hadiths

datasets. The experiments conducted showed the supe-

riority of the ISCA compared to the five other compar-

ative methods (i.e., SCA, PSO, GA, GOA, and HHO)

and other Hadith classification baseline works.

● The collection of three different types of Hadiths

datasets including D1, D2, and D3 datasets, where D2

represents a new type of dataset in Hadith research. In

addition, for the D3 dataset, it represents the English

translated version of Sahih Al-Bukhari in which no

research in the literature has applied classification tasks

for English Hadiths translated version. In addition, the

application of the ISCA to the English dataset confirms

the ability of the proposed algorithm to work on

different languages.

● The proposed ISCA was tested on 14 benchmark

datasets from the UCI repository to confirm the
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generality of the ISCA. Again, the conducted experi-

ments proved the superiority of the ISCA against other

comparative algorithms including (SCA, PSO, GA,

GOA, and HHO)

The rest of this paper is organized as follows: Sect. 2

includes the related works. Section 3 presents the details of

the proposed ISCA algorithm. Section 4 describes the

conducted experiments and provides in-depth analysis for

the results obtained. Section 5 presents discussion about

ISCA algorithm. Finally, the conclusion of the study is

presented in Sect. 6.

2 Related works

Several studies were conducted for Arabic text classifica-

tion. For example, [4] applied a first-order Markov model

for the classification of the hierarchical Arabic text.

Bahassine, Madani, Al-Sarem, & Kissi [13] improved Chi-

square filter feature selection and used it with the SVM

classifier for Arabic documents classification. [1] used

linear discriminant analysis (LDA) for the classification of

Arabic documents. Another examples such as in [42] they

used classification for verifying the clustering results.

Moreover, [41] proposed a technique for classifying Indic

documents based on using k-means clustering, latent

semantic analysis, and Gaussian clustering.

The following represents examples of studies that were

conducted for Hadith classification. For example, [46]

conducted a comparison between three machine learning

classifiers for classifying Malay translated Hadith based on

Sanad. The experiment was conducted on 100 Hadiths that

were labeled manually. They reported that the SVM clas-

sifier outperformed other classifiers with 82% accuracy. Al

Faraby, Jasin, & Kusumaningrum [8] applied SVM clas-

sifier with the kernel to classify Hadiths of Al-Bukhari

book into three categories. They collected 1650 Hadiths

from the Bahasa translated version of the Al-Bukhari book.

In addition, they labeled each Hadith manually into one of

three classes as a negative suggestion, positive suggestion,

or information. They reported that the best-achieved result

was 88% using the F1-score. Mohammed Naji [6] used a

dataset from Sahih Al-Bukhari book containing 200

Hadiths which are grouped into eight books (classes). In

the developed system, they determined the Term fre-

quency–inverse document frequency (TF-IDF) matrix of

the terms and then, the system ranks the classified Hadiths

by its subject. They reported that the best achieved accu-

racy was 83.2%.

In a study by [7], four different types of classifiers were

compared including the Rocchio algorithm, Naive Bayes

(NB), SVM, and KNN. The experiment was conducted on

1500 Hadiths which collected from Sahih Al-Bukhari and

categorized into eight books (classes). TF-IDF was used to

calculate the frequency of the terms. They reported that the

highest precision was 67.11% using the Rocchio classifier.

[45] used the associative rule mining classification for

classifying Hadiths into either Da’ief (rejected) Hadith or

Sahih (accepted). However, no results were reported in the

study. [2] used TF-IDF with the Random Forest classifier

to classify Hadiths. They applied the experiment to 1650

Hadiths which were collected from the translated version

of Sahih Al-Bukhari into Bahasa. They reported that the

best-achieved result was 90% in terms of the F1-score.

Mohammed N Al-Kabi, Wahsheh, & Alsmadi [7] com-

pared three different classification algorithms including

NB, LogiBoost, and Bagging for Hadiths classification.

They applied the experiment on 227 Hadiths which were

collected from the Sahih Al-Bukhari book. They reported

that the precision and recall results of the NB classifier

were the best with 59.9% and 60.4%, respectively. [5]

compared the use of NB, Euclidean, cosine, Jaccard, inner

product, and Dice for Hadith classification. They applied

the experiment on a dataset that was collected from the

Sahih Al-Bukhari book. They reported that the NB classi-

fier achieved the best results with F1- score 85%. Harrag,

El-Qawasmah, & Al-Salman [30] compared using three

different stemming techniques with two classifiers (Artifi-

cial Neural Networks (ANN) and SVM for Hadith classi-

fication. These examined stemming techniques such as

light stemming, dictionary-lookup stemming, and root

stemming. They applied the experiment on a dataset that

was collected from the Prophetic encyclopedia with a total

of 453 Hadiths. They reported that the use of dictionary-

lookup stemming with the ANN classifier achieved the best

results with an F1-score value of 50%. [29] used ANN

classifier with singular value decomposition (SVD) to

classify Hadiths. They applied the experiment on a dataset

that was collected from the Prophetic encyclopedia with a

total of 453 Hadiths. They reported that the use of ANN

with SVD achieved the best result with F-score is 88%.

Table 1 presents a summary of the discussed works on

Hadiths classification, which highlighted the adopted

method for each study, the dataset used, and the results

obtained from the conducted experiments. Based on

Table 1, it is observed that all the previous Hadith classi-

fication works used classifiers without using an optimiza-

tion algorithm for minimizing the number of features.

Therefore, an OA can be used to solve this issue and

improve the classification performance.

The reason for selecting an OA algorithm is to select the

most informative features and ignore irrelevant ones. In the

literature, several studies were conducted using different

optimization algorithms for the FS problem, but none of

these studies were applied on Hadith datasets for Hadith
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classification. Examples of algorithms that were utilized for

the FS problem are as follows. For example, [67] improved

the GSA and applied it to the FS problem. [38] improved

the PSO algorithm and applied it to the FS problem. [16]

applied the Cuttlefish Algorithm (CFA) for the FS problem.

Emary, Zawbaa, Grosan, & Hassenian [20] applied the

GWO algorithm for the FS problem. Zawbaa, Emary, Parv,

& Sharawi [69] applied the MFO for the FS problem. [23]

applied the competitive swarm optimizer (CSO) for the FS

problem. [10] applied the GOA for FS and parameter

optimization of the SVM classifier. [39] improved the

WOA algorithm using crossover and mutation operators for

the FS problem. [11] applied the Butterfly Optimiza-

tion Algorithm (BOA) for the FS problem. Tubishat,

Abushariah, Idris, & Aljarah [59] improved the WOA and

applied it to the FS problem. Tubishat, Idris, Shuib,

Abushariah, & Mirjalili [61]; Tubishat, Ja’afar, et al. [62]

improved Salp Swarm Algorithm (SSA) for the FS prob-

lem. [60–62] improved BOA for FS problem. [19, 56]

improved HHO and used it for FS problem. Hammouri,

Mafarja, Al-Betar, Awadallah, & Abu-Doush [27]

improved DA for FS problem. Further, Hu, Pan, & Chu

[31] improved Gray Wolf Optimizer (GWO) for FS

problem.

Although several studies were conducted in the litera-

ture for the FS problem, none of these algorithms can

outperform all other OA on all types of datasets based on

the NFL theorem. Therefore, based on the above-men-

tioned reasons, we propose to improve the SCA and apply

it for FS on Hadiths classification.

To show the association between these techniques,

Fig. 1 shows the techniques used by the previous studies.

As shown in Fig. 1 and based on Table 1, these previous

studies just used simple preprocessing approach without

selecting the most informative features. Therefore, no FS

was conducted in these studies.

Table 1 Comparative summary of previous works in Hadiths classification

Ref Method used Dataset used Best performance

achieved

[6] TF-IDF Sahih Al-Bukhari contains 200 Hadiths falls into eight books

(classes)

Accuracy: 83.2%

[7] TF-IDF?Rocchio algorithm Sahih Al-Bukhari contains 1500 Hadiths falls into eight books

(classes)

Precision: 67.11%

[7] NB?removal of Sanad and removal of Arabic

Diacritics from Matn

Sahih Al-Bukhari contains 227 Hadiths falls into four books

(classes)

Accuracy: 60.4%

[5] NB?TF-IDF 80 Hadiths distributed across 12 books (classes) from Sahih Al-

Bukhari book

F- score: 85%

[30] ANN?dictionary-lookup stemming From the Prophetic encyclopedia with a total of 453 Hadiths

distributed among 14 classes

F-score: 50%

[29] ANN?SVD From the Prophetic encyclopedia with a total of 453 Hadiths

distributed over 14 classes

F-score: 88%

[46] SVM 100 Hadiths which were labeled manually Accuracy: 82%

[8] SVM classifier with kernel 1650 Hadiths from Bahasa translated version of Al-Bukhari book

and label each Hadith manually

F1-score: 88%

[2] TF-IDF with Random Forest 1650 Hadiths from Bahasa Indonesia translated version of Al-

Bukhari book

F1-score: 90%

Technique u�lized

Random Forest

NB

Rocchio 
algorithm

ANN

SVM

Fig. 1 Hadith Classification Techniques used by previous studies
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3 The proposed Improved Sine Cosine
Algorithm (ISCA)

The main improvements proposed for the SCA algorithm

include the use of singer chaotic map and the hybridization

of SA algorithm. These two improvements are used to

solve the weaknesses of the original SCA algorithm.

Before the details of the proposed ISCA are discussed, the

descriptions of the standard SCA, SA algorithm, and

chaotic map are presented.

3.1 The Sine Cosine Algorithm (SCA)

The SCA is considered as one of the most recent opti-

mization algorithms. The SCA mainly based on using

cosine and sine mathematical operators to update the

search agents’ positions in the search space. The SCA, as

other optimization algorithms, starts with creating a num-

ber of random solutions. Afterward, these solutions will be

evaluated based on the adopted fitness function, and then,

the best one will be assigned as the destination solution.

Moreover, the search agents’ positions will be updated to

new positions based on sine and cosine equations. Finally,

the SCA optimization process will be stopped when the

maximum number of iterations is reached. The cosine and

sine operators will drive the search agents toward the

optimal solution in the search space. The main equation

which is used by the SCA is shown as in Eq. (1) [43]

Xtþ1
i ¼ Xt

i þ r1 � sin r2ð Þ � r3P
t
i � Xt

i

�� �� if r4\0:5

Xt
i þ r1 � cos r2ð Þ � r3P

t
i � Xt

i

�� �� if r4 � 0:5

�

ð1Þ
where r1, r2,r3, and r4 represent random values. The first

parameter r1 is responsible for directing the search agents’

positions of the SCA either inside or outside the space area

between the current search agent X and the destination P.

The second parameter r2 is responsible for specifying the

movement length either outwards from the destination or

toward the destination. The third parameter r3 is respon-

sible for assigning the destination by random weights. The

last parameter r4 is used for switching between cosine and

sine equations. Other terms such as Xt
i represent the search

agent’s current position. Xtþ1
i represents the new position

of the current search agent based on sine and cosine

equations. Pt
i represents the current obtained best solution

(destination). Figure 2 displays the pseudocode of the SCA

algorithm [43].

In the standard SCA, r1 is used for changing the search

direction either to exploitation or explorations based on

Eq. (2)

r1 ¼ a� t
a

T
ð2Þ

where a represents constant value, t is the current iteration,

and T is the maximum number of iterations [43].

3.2 The Simulated Annealing (SA)

The SA algorithm was originally proposed by [35], where

the main idea of the SA was inspired by the annealing

theory. The SA mimics the simulating of the cooling pro-

cess which exists in molten materials. The SA algorithm

like other optimization algorithms needs some parameter

configurations. Firstly, the SA starts with an initial tem-

perature value and an initial solution. Then, at each itera-

tion, the SA finds the neighbor of the current solution based

on the used neighbor structure and finds the objective

function value of the neighbor solution. In the next step, the

difference between the neighbor solution fitness and the

best solution fitness will be calculated. If the fitness dif-

ference between the current solution and neighboring

solution is less than 0, then the new neighbor solution will

be considered as the new best solution; otherwise, the new

solution will be accepted as a current solution if the random

value is less than the Boltzmann probability, wherein this

case the SA accepts the current worse neighbor solution.

Finally, if no condition met, the best solution is left

unchanged. At the end of each iteration, the SA updates the

temperature value. Figure 3 displays the pseudocode of the

SA algorithm.

3.3 Chaotic map

The convergence of optimization algorithms is highly

affected by the used random number generators. However,

one main problem of the normal random generators is its

incapability to produce random values over a particular

distribution. Recently, many studies used chaos instead of

normal random number generators, and it proved its ability

to improve these algorithms. Chaos has the characteristics

of a nonlinear system and shows chaotic behavior, which

can be defined mathematically as the generation of ran-

domness using deterministic systems. The chaos has a

special property which includes its ability to generate

regularity, ergodicity, unpredictable, and non-repetitive

numbers [65, 70]. Therefore, it can give better results than

the normal stochastic search techniques which generate

their randomness based on probabilities. This important

feature of chaos will control the diversity of generated

solutions.

Chaos theory was embedded in many optimization

algorithms to improve their performance and to solve their

problems of premature convergence. One of the most

important features of chaos is its ergodicity, which can

improve the diversity among search agents and prevent the

algorithm from being stuck in local optima. There are
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several chaotic maps functions, and one of these functions

is the singer map where the equation of the chaotic singer

function is as in Eq. (3) [33]. The singer map equation is as

follows:

ykþ1 ¼ l 7:86yk � 23:31y2k þ 28:75y3k � 13:302875y4k
� �

;

ð3Þ
where l can be any value in the range 0:9;1:08½ � and y0 2
ð0; 1Þ and yk 2 ð0; 1Þ.

3.4 Gini Index (GI)

The GI measures the relevance weight of each feature

toward the problem class labels [49]. Based on GI weights,

these features can be ranked. Therefore, this weight can be

used to select the relevant features and ignore the irrelevant

ones. The equation for finding GI for a given feature is

shown in Eq. (4) [15].

GI fð Þ ¼ 1�
Xn

j¼1

P2
j ; ð4Þ

1. Initialize the search agents' positions (solutions) randomly (X values) 
2. Do
3. Evaluate the fitness value for each search agent.
4. P= the best search agent based on fitness value (P=X*)
5. Update the values of , , , and 
6. If < 0.5
7.
8. Else
9.
10. while (t < maximum number of iterations)
11. Return the best solution obtained as the global optimum solution

Fig. 2 SCA algorithm [43]

1. Let f be the fitness function
2. Let T be the temperature
3. Z = Current Solution
4. Let Z* the neighbor solution
5. Best Solution = Z
6. Best Cost = f (Z)
7. Initialize T
8. Current Sol = Z
9. Current Cost = f (Z)
10. While termination condition not met
11. Z* = Generate new neighbor Solution of Current Solution
12. New_Cost = f(Z*)
13. th = New_Cost - Current Cost
14. If (th <  0) then
15. Best Solution= Z*
16. Best Cost =  New_Cost
17. Current Solution = Z*
18. Current Cost = New_Cost
19. Else
20. If (rand(0,1)  <= ) then
21. Current Sol = Z*
22. Current Cost = New_Cost
23. EndIf
24. EndIf
25.
26. End While

Fig. 3 The SA algorithm [35]
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where f is the feature to find the GI for it, n is the number

of class labels, and Pj represents the class probability for

each feature.

3.5 Improved Sine Cosine Algorithm (ISCA)

This section presents the details of the proposed ISCA

algorithm. Figure 4 presents the pseudocode of the pro-

posed ISCA. In the pseudocode, the first improvement is

indicated by lines 2 and 7 which include the use of singer

chaotic map. The second improvement includes the use of

the SA (line 14) to improve the SCA local search and avoid

stucking at local optima. The proposed classification

algorithm is composed of three main phases including

preprocessing phase, filter phase, and wrapper phase.

3.5.1 Preprocessing phase

The preprocessing steps are carried out on the used datasets

to remove the ’Sanad’ from each Hadith where only the

’Matn’ is considered for further preprocessing. It is note-

worthy that Sanad in Hadith is the chain of narrators

whereas Matn is the text of Hadith [52]. In addition, tok-

enization, stop words removal, stemming, and term

weighting are conducted for the Hadith Matn. In tok-

enization, each Hadith Matn from the used datasets is

divided into a number of individual tokens (words). In the

stop words removal step, all words that are considered as

stop words in English or Arabic are removed. In stemming

step, the stem for each remaining token after the stop words

removal will be determined. Finally, each Hadith left

words will be represented as a vector where the TF-IDF

matrix will be calculated from these vectors according to

their terms’ weights. Therefore, the input features within

the TF-IDF matrix which will be used for further

processing in the experiments are Hadith words that are left

from Hadith ’Matn’ after applying preprocessing steps such

as the stop words removal and stemming.

3.5.2 Filter phase

In this phase, the GI feature weighting will be used to find

the weight of each feature. In other words, each feature will

give a GI weight. This step is very important to minimize

the number of features explored by the ISCA. In addition,

using GI will filter the features by removing the irrelevant

features and save only the relevant features to be further

used by the ISCA.

3.5.3 Wrapper phase (Improved SCA based on SA
and chaos)

The main improvements on the standard SCA include

using singer chaotic map with the SCA. Besides that, the

SA algorithm is embedded with the SCA by calling the SA

at the end of each SCA’s iteration to search for better

solutions than the current best solution. These improve-

ments are significant to ensure the suitable tradeoff

between the exploration and exploitation of the standard

SCA. As presented in Fig. 4, the first improvement to the

standard SCA includes the use of a chaotic Singer map

instead of a random value generated for the r4 variable. In

the improved ISCA algorithm, the value of r4 is now

received by the chaotic Singer map to improve the diversity

of search agents’ solutions. Moreover, the incorporation of

a chaotic Singer map to generate r4 value allows the ISCA

to control the switching between sine and cosine equations

which are used to update the search agents’ positions.

Thus, this improves solutions diversity and prevent the

ISCA algorithm from being stuck at local optima. Firstly,

1 Initialize the search agents' positions (solutions) randomly (X values)
2 SMV= Initialize single map vector using Eq. (3) with vector size equal s to number of ISCA 

iterations
3 Evaluate the fitness value for each search agent.
4 P= the best search agent based on fitness value (P=X*)
5 Do
6 Update the values of , , and
7
8 If <    0.5
9
10 Else
11
12 Evaluate the fitness value for each search agent.
13 P= the best search agent based on fitness value (P=X*)
14 Call SA on P as initial solution
15 Update the best solution P
16 t = t +1
17 while (t < maximum number of iterations)
18 Return the best solution obtained as the global optimum solution

Fig. 4 The improved SCA

algorithm
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the ISCA generates a vector of values from a chaotic

Singer map. Then, at each iteration of ISCA, the r4 value

from the chaotic Singer map vector will control the

selection of either sine or cosine equations to update the

position of the search agent.

The second improvement includes the hybridizing of the

SA as a local search algorithm to improve the exploitation

capability of the standard SCA. At the end of each iteration

of the standard SCA, the SA algorithm will be invoked to

search for a better solution than the current best solution

received from SCA. The best solution generated from SCA

at the end of each iteration will be considered as the initial

solution to SA. The SA will search for a possible better

solution than the current SCA best solution. If SA finds a

better solution, it will replace the current best solution with

the new one. Thus, the hybridization of SA with SCA will

improve the exploitation capabilities of standard SCA and

find better solutions.

The main steps of the proposed ISCA?GI are the fol-

lowing steps which are presented in Fig. 5:

(1) Preprocessing phase: In this phase tokenization,

stemming, removal of Sanad from each used Hadith,

and building TF-IDF matrix will be carried out.

(2) Filter phase: In this phase, to reduce the search

space which will be explored by ISCA, GI will rank

all features by GI weights. The top-ranked features

based on GI weights will be selected as input to the

ISCA. This step is crucial to avoid ISCA from

searching for irrelevant space areas.

(3) Wrapper phase: The usage of the ISCA to select the

most informative features to learn the KNN classi-

fier. This phase is composed of the following steps as

shown in flowchart given in Fig. 5:

a. ISCA initialization: In this step, the ISCA takes

input features selected from the filter phase and

generates numbers of search agents’ solutions

randomly from these features. From these initial

solutions, the ISCA finds the best solution where

each solution contains a number of features

selected randomly from a set of input features

that are obtained from the filter phase.

b. SMV initialization: The SMV vector values will

be initialized using a singer map equation as in

Eq. (3). This singer map value represents the first

improvement to the algorithm. The use of a

chaotic singer map will improve the diversity of

the solutions in the ISCA.

c. Initial solutions evaluation: In this step, the

ISCA will evaluate the fitness value of each

solution and set P as the best solution so far.

d. Search agents’ positions update: In this step,

the positions of search agent at each ISCA

iteration will be updated using either sine or

cosine formula from Eq. (1). The selection of

using either sine or cosine formula based on the

value of r4 assigned from chaotic Singer map

using Eq. (3). Moreover, if the value of r4 is less

than 0.5, the sine equation will be used to update

the current search agent position; otherwise, the

cosine equation will be used to update its

position. Finally, at the end of the current

iteration, the ISCA will find the best search

agent according to its fitness and update the

current best solution. In this step, the improve-

ment includes the use of r4 value from the SMV

vector to select a sine or cosine equation. Thus,

the use of chaotic values will make ISCA

balance between exploitation and exploration.

In addition, it will improve solutions’ diversity.

e. Apply SA local search: The SA takes the best

solution resulted from step d as the initial

solution, then tries to find a better solution than

the current best solution by searching its neigh-

bors. If the SA has found a better solution, then it

will replace the best solution. This step repre-

sents the second improvement to the ISCA,

which represents an important step to avoid

ISCA from falling into local optima

f. ISCA termination: ISCA repeats steps d and e t

times, and at the end of each iteration, it will

update the best solution value if there is a better

solution.

4 Experimental results and analysis

For the evaluation of the proposed algorithm, three Hadiths

datasets were used in our experiments which were imple-

mented using MATLAB and RapidMiner. In these exper-

iments, tenfold cross-validation was used, where each

dataset is divided into 10-folds, one is for testing and the

other ninefolds are for training. This cross-validation pro-

cess was repeated 10 times in each experiment. At the end

of 10 runs of each experiment, the average accuracy,

number of selected features, and fitness values were

reported. In the conducted experiments, the number of

search agents was 10, and the number of iterations was 40

for all algorithms. In addition, in all experiments, the major

metric used for evaluation is the classification accuracy,
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which is determined as the ratio of the correct classified

Hadiths according to the actual correct classes. The

parameter settings of all optimization algorithms are pre-

sented in Table 2.

4.1 Datasets

As aforementioned, three categories of datasets are used to

study the effect of the proposed method on Hadith classi-

fications. The characteristics of these datasets are provided

in the following subsections, and Tables 3 summarizes the

Fig. 5 The ISCA?GI algorithm
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statistics of each dataset. For comparative evaluation, the

UCI dataset is also used and their characteristics are given

in Table 4.

4.1.1 D1 dataset

The Sahih Al-Bukhari collection of Prophet Mohammed

(PBUH) Hadiths which was classified by the book author

into a number of 97 books (classes) based on Hadith’s

subject. The term book in Sahih Al-Bukhari means the

class of the given Hadith. For the D1 dataset, it is com-

posed of 430 Hadiths that were collected from the Arabic

version of Sahih Al-Bukhari book (https://sunnah.com/

bukhari#) and distributed over 8 classes.

4.1.2 D2 dataset

The D2 dataset is a collection of 481 Hadiths collected

from Mohammad Al Albani Targheeb and Tarheeb’s book

(http://islamport.com). In this book, Hadiths are classified

into two classes such as encouragement (Targheeb) and

warning (Tarheeb). None of the research works in the lit-

erature has applied this type of datasets, which mimic the

idea of sentiment analysis with two classes, positive and

negative. In this dataset, Hadiths were originally classified

based on either it is encouragement (Targheeb) Hadith or

warning (Tarheeb) Hadith.

4.1.3 D3 dataset

The D3 dataset is a collection of Hadiths from the English

translated version of Sahih Al-Bukhari from (https://sun

nah.com/bukhari#), which was translated from Arabic to

English. For the D3 dataset, 433 Hadiths were collected

which are distributed over 8 classes. Moreover, there is no

study in the literature that has previously applied classifi-

cation for the English version of Hadiths, where most

studies were conducted for the Arabic version.

4.2 Experiments results and evaluation

The viability and performance of the proposed method

have been measured using five different experimental

scenarios. These experimental scenarios are discussed in

the following subsections.

4.2.1 Experiment 1

Results using KNN, Random Forest, and SVR-RBF clas-

sifiers only.

The first experiment was conducted using the KNN,

Random Forest, or SVR-RBF only. Each classifier was

applied to each dataset using the full feature set within each

dataset without using the GI feature reduction or opti-

mization algorithm. Table 5 shows that the best Hadiths

classification accuracy achieved using KNN was 0.65 on

the D1 dataset, 0.77 on the D2 dataset, and 0.75 on the D3

dataset. Moreover, the results achieved by KNN is superior

to other classifiers as shown in Table 5. However, these

results demonstrate the importance of applying the FS and

optimization algorithm to improve the performance and

reduce the number of the used features.

4.2.2 Experiment 2

Hadiths classification results using KNN classifier with GI

feature selection.

In this experiment, GI feature reduction was applied

together with the KNN classifier. GI was used to rank all

features, and the top-ranked features from these features

were selected as shown in Table 6 (The Number of input

features based on GI ratio represents the number of features

selected from the whole set of features shown in Table 6

based on GI ranking). In this experiment, the GI ranked

features were selected based on 10%, 20%, and 30% ratios

of the top features from GI weighted features. Based on the

results presented in Table 6, the highest classification

accuracy using the D1 dataset was 0.66, which was

Table 2 Parameters setting of the used optimization algorithms

Algorithm Parameter

PSO Acceleration constants

C1 ¼ 1:5

C2 ¼ 2

Inertia Weight

W1 ¼ 1

W2 ¼ 0:9

GA Crossover ratio=0.9

Mutation ratio=0.1

GOA cMax=1

cMin=0.00004

HHO B=1.5 J is a random value over [0,2]

SCA r1 its value over [0, a]

r2 is a random value over [0, 2 π]

r3 is a random value over [0,2]

r4 is a random value over [0,1]

ISCA r1 is a random value over [0,1]

r2 is a random value over [0, 2 π]

r3 is a random value over [0,2]

r4 is a random value obtained from singer chaotic map.

The number of SA iterations is 10
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obtained when either top 20% or 30% of the GI weighted

features were selected and used by the KNN. The accuracy

of GI with KNN on D1 outperformed the KNN only

without feature reduction. For the D2 dataset, the highest

accuracy achieved on D2 was 0.82 which was obtained

when 10% of GI weighted features were used and selected.

Thus, the accuracy achieved on D2 using GI with KNN is

better than using the KNN classifier only without any FS

technique. Moreover, the highest accuracy achieved on the

D3 dataset was 0.73, which obtained when 10% of GI

ranked features were used and selected. However, the

accuracy received on D3 using GI with KNN is less than

using KNN only, because the GI filter FS has no direct

contact with the machine learning classifier. Therefore, it is

important to select an optimal feature combination from

these features using an optimization algorithm to train the

KNN classifier and to achieve better performance.

4.2.3 Experiment 3

ISCA comparisons with other algorithms.

In this experiment, we compared the performance of the

ISCA algorithm with the performance of other famous and

most recent optimization algorithms including SCA, PSO,

GA, GOA, and HHO. In particular, we implemented these

baseline optimization algorithms and applied them to

Hadith classification and compared them with our ISCA

algorithm. These SCA, PSO, GA, GOA, and HHO opti-

mization algorithms were implemented for Hadith classi-

fication because they have not been applied to Hadith

classification. Each optimization algorithm was applied to

the full feature set without using GI filter FS. The results

obtained from applying these algorithms are presented in

Table 7.

Based on the results displayed in Table 7, it is proved

that the ISCA algorithm outperforms all other baselines

algorithms over all used datasets by accuracy and fitness

values (bolded results). Furthermore, the achieved accu-

racy resulted from the application of ISCA on the full

feature set of each dataset is superior to using KNN only or

GI with KNN classifier according to the comparison of the

results from Table 5 and Table 6. This outperformance is

based on ISCA’s ability to select the most informative

Table 3 Statistics of D1, D2,

and D3 datasets
D1

English Book (Class) Name Arabic Book (Class) Name Number of Hadiths

Charity ةاكزلا 57

Prayers ةلاصلا 45

Medicine بطلا 52

Pilgrimage جحلا 54

Fasting مايصلا 58

Dress سابللا 59

Dreams ملاحلاا 53

Funerals زئانجلا 52

D2

Hadith Class Number of Hadiths

Encouragement (Targheeb) 243

Warning (Tarheeb) 238

D3

English Book (Class) Name Arabic Book (Class) Name Number of Hadiths

Prayers ةلاصلا 53

Pilgrimage جحلا 59

Charity ةاكزلا 56

Medicine بطلا 50

Funerals زئانجلا 52

Food ماعطلا 51

Fasting مايصلا 59

Dress سابللا 53
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features and discard irrelevant features. In addition, it is

clearly noticed from Table 7 that ISCA outperforms SCA

in terms of feature reduction across all used datasets D1,

D2, and D3.

As shown in Fig. 6, ISCA is outperforming all other

optimization algorithms in terms of accuracy. This out-

performance resulted based on the introduced improve-

ments into the native SCA.

4.2.4 Experiment 4

Comparisons of ISCA used with GI filter feature selection

to other baselines algorithms used with GI.

To evaluate the performance of the proposed ISCA

hybridized with GI, each one of the tested algorithms was

used together with GI FS. The results of applying all

algorithms together with GI FS are presented in Tables 8,

9, 10. At first, the features from each dataset were ranked

by GI weight. The top GI weighted features were then

selected and used by all algorithms based on 10%, 20%,

and 30% ratios of top GI weighted features.

From Table 8, it is obviously observed that the ISCA

outperforms all other algorithms in terms of classification

accuracy over all three datasets as indicated in bold. These

results proved the superiority of ISCA in comparison with

other algorithms. Furthermore, the resulted accuracy from

the hybridization of optimization algorithm with GI feature

selection outperforms the results of the accuracy presented

in Tables 6 and 7 when using either ISCA or GI only

without hybridization.

In addition, based on the results from Table 9, it is

clearly observed, the superiority of ISCA over other algo-

rithms in feature reduction as indicated in bold. It is also

found that HHO is outperforming ISCA in one case.

Moreover, ISCA outperforms the standard SCA in feature

reduction as it selects a fewer number of features in all

datasets.

Furthermore, as shown in Table 10, the ISCA algorithm

outperforms all other algorithms in terms of fitness value

over all three datasets. These results are achieved as the

ISCA algorithm always obtained the lowest classification

accuracy error in comparison with other algorithms based

on the used objective function. These ISCA fitness results

were obtained due to ISCA’s ability to select the best

features combinations from the set of features and ignore

other irrelevant features.

As presented in Figs. 7, 8, 9, ISCA?GI is outper-

forming all other optimization algorithms in terms of

accuracy. This outperformance over other optimization

algorithms resulted from ISCA’s ability to balance between

exploitation and exploration. In addition, it has ability to

avoid local optima problem.

Based on the results from the conducted experiments, it

is clearly observed that applying GI reduction before

applying the optimization algorithm can improve the per-

formance by minimizing the number of features and

selecting the top relevant ones. It is also found that using

GI before applying ISCA can minimize the number of

explored features by ISCA by avoiding ISCA to search

irrelevant areas. In addition, the proposed ISCA algorithm

combined with GI not only reduces the number of features

but also improve the Hadiths classification accuracy.

Table 4 Statistics of the used UCI datasets

# Dataset Number of features

1 Heart 13

2 Credit 20

3 Australian 14

4 Exactly 13

5 Spect 22

6 QSAR 41

7 exactly2 13

8 Vehicle 18

9 tic-tac-toe 9

10 Vote 16

11 ionosphere 34

12 Vowel 13

Table 5 Comparison of Hadiths classification accuracy using only

KNN, Random Forest, and SVR-RBF classifiers

Dataset No. of

Features

Percentage of

Features Used (%)

KNN Random

Forest

SVR-

RBF

D1 1277 100 0.65 0.60 0.62

D2 1149 100 0.77 0.70 0.75

D3 1768 100 0.75 0.55 0.67

Table 6 Hadiths classification accuracy applying GI feature reduction

with KNN classifier

Dataset Number of input features based

on GI ratio

GI ratio

(%)

Average

accuracy

D1 129 10 0.65

D1 256 20 0.66

D1 384 30 0.66

D2 116 10 0.82

D2 231 20 0.81

D2 345 30 0.79

D3 178 10 0.73

D3 354 20 0.70

D3 531 30 0.67

The values in bold indicates the best results
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4.2.5 Experiment 5

Comparisons of ISCA used with GI feature selection to

baselines Hadith Classification works.

The presented baseline works used different types of

Hadiths datasets in their experiments which make a direct

comparison unreliable. In addition to that, they used dif-

ferent evaluation metrics. Therefore, to compare these

baseline works with the proposed work, the accuracy

measure was used. Furthermore, all these baseline works

were implemented and evaluated on the three datasets

including D1, D2, and D3 for a fair comparison.

In this experiment, we implemented and evaluated the

following baseline works as it represents the best work for

Hadith classification as indicated in Table 1. These base-

line methods were implemented and evaluated using D1,

D2, and D3 datasets. ISCA with GI was compared to

Hadith classification works including (Mohammed Naji [5]

which used NB?TF-IDF for Hadith classification, [29]

which used ANN?SVD, [2] work which used TF-IDF

with Random Forest, and [8] which used SVM classifier

with kernel. The results of the comparison are presented in

Table 11.

As shown in Table 11, ISCA?GI outperformed all other

Hadiths classification baseline works in terms of accuracy.

This ISCA?GI outperformance resulted based on the

ability of ISCA?GI to select the relevant features and

discard irrelevant features to train the KNN classifier. In

addition, increasing its ability to escape from local optima

and improve population diversity. Figure 10 presents a

comparison between ISCA?GI and other Hadith classifi-

cation baseline works. Clearly, the ISCA?GI shows

superiority over all other baseline works.

4.3 Experiment 6

ISCA comparison with other optimization algorithms using

UCI datasets.

Table 7 The results obtained in

Experiment 3, including

accuracy, selected features, and

fitness values

D1 D2 D3

Accuracy #Feature Fitness Accuracy #Feature Fitness Accuracy #Feature Fitness

SCA 0.61 702 0.39 0.80 643 0.20 0.72 1363 0.28

ISCA 0.83 610 0.17 0.96 548 0.04 0.90 909 0.10

PSO 0.75 631 0.25 0.93 563 0.07 0.78 876 0.22

GA 0.73 605 0.27 0.91 544 0.09 0.81 831 0.19

GOA 0.63 642 0.37 0.80 570 0.20 0.65 880 0.35

HHO 0.67 582 0.33 0.83 549 0.17 0.75 1038 0.25

The values in bold indicates the best results
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D1D2D3

SCA ISCA PSO GA GOA HHO

Fig. 6 ISCA accuracy compared

with other optimization

algorithms

Table 8 Comparison of average classification accuracy between the

ISCA and other algorithms over 10 runs with using GI feature

reduction

Dataset GI ratio Algorithms average accuracy

SCA ISCA PSO GA GOA HHO

D1 10 0.67 0.81 0.69 0.74 0.64 0.73

D1 20 0.70 0.87 0.78 0.78 0.67 0.71

D1 30 0.69 0.90 0.81 0.81 0.66 0.72

D2 10 0.86 0.97 0.90 0.92 0.83 0.89

D2 20 0.86 0.98 0.91 0.94 0.84 0.90

D2 30 0.84 0.98 0.93 0.94 0.84 0.85

D3 10 0.77 0.92 0.85 0.86 0.74 0.82

D3 20 0.75 0.95 0.85 0.87 0.74 0.78

D3 30 0.73 0.94 0.87 0.87 0.72 0.78

The values in bold indicates the best results
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In this experiment, to confirm the generality of the

proposed ISCA algorithm, we applied ISCA on 14 different

dataset types from the University of California at Irvine

(UCI) repository [37].

In this experiment, the performance of the ISCA algo-

rithm in comparison with other optimization algorithms

including (PSO, GA, GOA, SCA, and HHO) is reported.

As shown in Table 12 and marked with bold fonts, the

ISCA algorithm is superior to all other optimization algo-

rithms based on the classification accuracy of the 14 UCI

datasets. The outperformance of the ISCA is achieved

because of its ability to improve the diversity of the solu-

tions using the singer chaotic map and the avoidance of

local optima using the SA algorithm. By evaluating the

obtained accuracy results of the ISCA in Table 12, the

outperformance of ISCA is confirmed with a clear signif-

icance over all used datasets. These obtained results by the

ISCA confirm its stability to balance between exploration

and exploitation while it is selecting the most informative

features.

Now, based on the average number of selected features

as shown in Table 13, the ISCA is superior to the standard

SCA over all datasets. In addition, the ISCA is superior to

other algorithms including PSO, GA, GOA, and HHO in 8

out of 14 datasets. The HHO outperformed other algo-

rithms over 5 out of 14 datasets, where the outperformance

of PSO, GA, and GOA occurs only over one dataset. The

outperformance of the ISCA is justifiable because it always

Table 9 Comparison of the

average number of selected

features between ISCA and

other algorithms over 10 runs

using GI feature reduction

Dataset Number of features using GI ratio GI ratio Average number of selected features

SCA ISCA PSO GA GOA HHO

D1 129 10 102 52 63 54 65 60

D1 256 20 190 109 126 130 110 130

D1 384 30 246 168 189 169 191 160

D2 116 10 79 39 55 49 58 55

D2 231 20 162 87 112 101 115 107

D2 345 30 221 140 168 156 171 146

D3 178 10 127 71 88 77 90 94

D3 354 20 226 151 173 155 177 168

D3 531 30 316 232 260 242 262 242

The values in bold indicates the best results

Table 10 Comparison of average fitness between ISCA and other

algorithms over 10 runs using GI feature reduction

Dataset GI ratio Algorithm average fitness

SCA ISCA PSO GA GOA HHO

D1 10 0.33 0.19 0.31 0.26 0.36 0.27

D1 20 0.30 0.13 0.22 0.22 0.33 0.29

D1 30 0.31 0.10 0.19 0.19 0.34 0.28

D2 10 0.14 0.03 0.10 0.08 0.17 0.11

D2 20 0.14 0.02 0.09 0.06 0.16 0.10

D2 30 0.16 0.02 0.07 0.06 0.16 0.15

D3 10 0.23 0.08 0.15 0.14 0.26 0.18

D3 20 0.25 0.05 0.15 0.13 0.26 0.22

D3 30 0.27 0.06 0.13 0.13 0.28 0.22

The values in bold indicates the best results
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Fig. 7 ISCA?GI accuracy

comparison with other
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selects the most informative features which consequently

improve the classification accuracy as shown in Table 12.

Furthermore, based on fitness results from Table 14, it is

clearly observed that the ISCA is also superior to all other

optimization algorithms. This is justifiable because the

ISCA always targets the most informative features while it

has the minimum classification error over all used datasets

compared to other optimization algorithms.

To further confirm the superiority of ISCA algorithm in

comparison with other optimization algorithms, paired

T-test was calculated based on the accuracy results of

ISCA and other optimization algorithms which is presented

in Table 8, and the results of the statistical test are shown in

Table 15.

As shown from Table 15, the T-test results of ISCA vs

SCA, ISCA vs PSO, ISCA vs GA, ISCA vs GOA, and

ISCA vs HHO rejects the null hypothesis at a significance

level of 0.05. Therefore, this confirm that ISCA is

significantly different from other optimization algorithms

over all Hadiths datasets.

Based on the achieved results by the ISCA in compar-

ison with other well-known optimization algorithms and

previous studies on Hadith classification, the ISCA algo-

rithm achieved superior performance. As shown in Table 7,

ISCA outperformed all other optimization algorithms

overall Hadith datasets. Also, to improve the performance

further, we combined GI with the ISCA, and one can notice

that clearly in Table 8. Based on Tables 7 and 8, the

accuracy of the ISCA and ISCA with GI is superior to other

optimization algorithms as indicated in bold fonts in these

tables. Moreover, as shown in Table 11, ISCA?GI out-

performed other baseline works of Hadith classification

over all datasets. For example, ISCA?GI outperformed [8]

on D1 by 28%, D2 by 23%, and D3 by 28%. ISCA?GI

outperformed (Mohammed Naji [5] on D1 by 29%, D2 by

22%, and D3 by 21%. ISCA?GI outperformed [29] on D1

by 21%, D2 by 19%, and D3 by 17%. ISCA?GI
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outperformed [2] on D1 by 30%, D2 by 28%, and D3 by

40%. Furthermore, to confirm the applicability of the ISCA

algorithm on other datasets with different types and

dimensionalities, we applied it on 14 datasets from the UCI

repository as shown in Table 12. This ISCA?GI

outperformance is imputed to a number of merits including

1) the combination of feature selection levels by using GI

with ISCA, which resulted in selecting the most informa-

tive features by GI to avoid exploring irrelevant features by

ISCA. Furthermore, the selection of most informative

features by ISCA from the set of features that are selected

by GI. These improvements which are introduced to the

ISCA make it capable to work efficiently over datasets with

different types and dimensionalities, where these datasets

are ranging from low, mid, to high. The overall perfor-

mance of the ISCA algorithm over all metrics is superior to

other optimization algorithms and previous studies on

Hadith classification. This outperformance is imputed to

ISCA’s ability to avoid being stuck in local optima (the

improvement into exploitation based on using SA algo-

rithm to improve the current best solution) and also,

ISCA’s ability to improve other solutions in the population

based on using singer chaotic map. These improvements to

ISCA improved its ability to explore hidden or unseen

search space areas by other normal Hadith classification

methods and other optimization algorithms. In other words,

ISCA has a number of merits, such as the ability to select

the most informative features and ignore irrelevant fea-

tures, ISCA ability to improve the best solution in com-

parison with other algorithms by avoiding local optima

Table 11 Comparison of accuracy between ISCA?GI and other

baselines Hadith classification works

Dataset Classifier Accuracy

D1 ISCA?GI 0.90

D2 ISCA?GI 0.98

D3 ISCA?GI 0.95

D1 [8] 0.62

D2 [8] 0.75

D3 [8] 0.67

D1 [5] 0.61

D2 [5] 0.76

D3 [5] 0.74

D1 [29] 0.69

D2 [29] 0.79

D3 [29] 0.78

D1 [2] 0.60

D2 [2] 0.70

D3 [2] 0.55
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problem, and its ability to work on datasets from different

fields with different dimensionalities.

It is noteworthy that we have conducted an ablation

study over different phases. First, we considered taking all

the features without removing any of them. The results of

applying KNN over all features without using feature

selection are shown in Table 5. Moreover, we ranked all

the features using GI, then we removed the features with

the lowest weights. Next, we applied the ISCA on the top-

weighted features according to the GI ranking, whereas in

another experiment we applied the ISCA without using the

GI. From these experiments, based on Tables 5, 7, and 8,

one can notice clearly the outperformance of the models

that employed the FS in comparison with applying the

KNN on the whole set of features. For example, the

accuracy resulted from using the KNN on the whole set of

features in D1 is 65%, whereas the accuracy resulted from

using the ISCA for FS is 83%. Furthermore, the accuracy

resulted from using ISCA?GI for FS is 90%. For D2, the

accuracy using the KNN on the whole set of features led to

a classification accuracy of 77%, whereas using the ISCA

and ISCA?GI for FS generated 96% and 98% classifica-

tion accuracy, respectively. For D3, the classification

accuracy of using KNN on the whole set of features was

75%, whereas the accuracy raised to 90% and 95% as a

result of using the ISCA and ISCA?GI, respectively.

Clearly, these results highlight the impact of applying FS

on the overall performance. In particular, it is evident that

considering all the features for classification purpose lead

to poor performance in terms of accuracy. On the other

hand, selecting relevant features improves the classification

accuracy significantly.

In conclusion, taking all the ISCA obtained results in

contrast to other Hadith classification baseline works and

optimization algorithms, the proposed ISCA proved its

stability in terms of feature reduction and outperformed the

competent algorithms in terms of classification accuracy.

Table 12 Comparison of average classification accuracy between

ISCA and other algorithms over 10 runs using UCI datasets

Dataset Algorithms average accuracy

SCA ISCA PSO GA GOA HHO

Heart 0.833 0.940 0.881 0.855 0.822 0.911

credit 0.748 0.829 0.800 0.766 0.740 0.793

Australian 0.771 0.915 0.884 0.849 0.830 0.888

exactly 0.802 1 0.876 0.756 0.734 0.939

Spect 0.768 0.914 0.854 0.821 0.761 0.847

QSAR 0.863 0.926 0.896 0.877 0.869 0.902

exactly2 0.773 0.817 0.796 0.793 0.762 0.786

Vehicle 0.754 0.826 0.768 0.765 0.720 0.786

tic-tac-toe 0.831 0.854 0.845 0.808 0.786 0.846

Vote 0.966 0.990 0.983 0.980 0.963 0.980

ionosphere 0.897 0.977 0.943 0.934 0.891 0.957

Vowel 0.952 0.980 0.969 0.958 0.927 0.971

Sonar 0.899 0.990 0.957 0.937 0.899 0.966

spambase 0.900 0.942 0.932 0.925 0.898 0.923

The values in bold indicates the best results

Table 13 Comparison of the average number of selected features

between ISCA and other algorithms over 10 runs using UCI datasets

Dataset Average number of selected features

SCA ISCA PSO GA GOA HHO

Heart 7.5 4.4 6.04 5 6 4.6

credit 11.6 7.7 9.5 9.7 10.2 8.1

Australian 6.8 4.6 6.0 5.9 6.5 4.9

exactly 10.5 6 6.7 7.9 6.5 6.8

Spect 10.4 7.8 10.4 10.3 10.9 7.8

QSAR 26.7 16.4 20.5 18.9 20.5 18.2

exactly2 8.4 7 6.2 6.6 6.0 5.8

Vehicle 12.5 8.2 8.5 8.2 8.5 8.4

tic-tac-toe 7.2 6.1 4.9 5.7 5.0 6.5

Vote 8 3.1 6.7 3.8 8.5 4.1

ionosphere 15.1 7.4 14.8 13.2 16.0 7.2

vowel 9.2 7.4 7 8 6.9 7.8

sonar 32.6 17 27.6 28.2 30.1 16.3

spambase 43 30.2 28.6 29.7 28.6 26.9

The values in bold indicates the best results

Table 14 Comparison of fitness between ISCA and other algorithms

over 10 runs using UCI datasets

Dataset Algorithms average fitness

SCA ISCA PSO GA GOA HHO

Heart 0.170 0.069 0.121 0.147 0.180 0.091

credit 0.255 0.171 0.202 0.237 0.263 0.209

Australian 0.231 0.086 0.118 0.153 0.172 0.114

exactly 0.204 0.001 0.128 0.248 0.268 0.066

Spect 0.234 0.087 0.148 0.182 0.241 0.154

QSAR 0.141 0.075 0.107 0.126 0.134 0.101

exactly2 0.231 0.184 0.207 0.210 0.240 0.216

Vehicle 0.249 0.175 0.233 0.237 0.281 0.216

tic-tac-toe 0.174 0.147 0.160 0.196 0.218 0.160

Vote 0.038 0.002 0.019 0.022 0.041 0.022

ionosphere 0.105 0.024 0.059 0.069 0.112 0.044

vowel 0.054 0.018 0.036 0.047 0.078 0.035

sonar 0.104 0.003 0.046 0.066 0.104 0.035

spambase 0.106 0.061 0.072 0.079 0.105 0.080

The values in bold indicates the best results
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Therefore, we can conclude that the proposed modifica-

tions to the SCA improved its ability to solve different

types of datasets as confirmed from results, which in turn

prove its generality and applicability to different domains.

5 Discussions

As discussed above, the current study has several contri-

butions including 1) the development of hybrid FS

approach based on filter approach combined with wrapper

approach, 2) the improvement introduced to the SCA

algorithm solves its weakness and makes it fit for FS on

Hadith classification, 3) the collection of the three new

Hadith datasets, and 4) to confirm the superiority of the

proposed algorithm, we tested it on 14 datasets from the

UCI repository. Furthermore, we implemented some other

optimization algorithms for FS on Hadith classification,

and we compared the ISCA results with these algorithms’

results. From the obtained results, the ISCA outperformed

these well-known optimization algorithms. Also, to con-

firm the usefulness of the proposed approach, we compared

the ISCA results with other existing works on Hadith

classification as shown in Table 11, and from these results,

it is confirmed the outperformance of the ISCA over these

works. The advantage of the proposed approach over pre-

vious Hadith works resulted from its ability to select the

most informative features and discard irrelevant features,

whereas in the previous Hadith works no FS was conducted

using an optimization algorithm. Accordingly, they got

poor classification performance because they included

irrelevant features in the classification process. Besides,

another advantage of the proposed approach over these is

the reduction in features dimensionality. Therefore, one

can clearly notice how the ISCA algorithm excels in Hadith

classification. Thus, this can motivate other researchers to

apply it to other new datasets. For future work, the pro-

posed hybrid feature selection method can be applied to

other problems such as sentiment analysis and classifica-

tion problems. Besides, the ISCA can be applied to engi-

neering problems, global optimization problems, and other

problems.

In a nutshell, the proposed work can improve the

behavior of SCA algorithm to be more suitable for FS

problems in Hadith classification. The main contributions

of this work can be summarized as follows. We, firstly,

collect a number of newly hadiths datasets. Thereafter, the

KNN classifiers is applied with and without using feature

selection process with favor to the rear one. Thus, it is

clearly noticed that the FS will improve the classification

performance for Hadith datasets. The research, then, con-

siders improving SCA by utilizing the chaotic theory and

hybridizing with SA as a local exploiter. These improve-

ments help in overcoming the weaknesses of SCA, and

thus, the proposed algorithm performs better, solving the

FS problem. In addition, we hybridized ISCA with GI to

take the advantages of both and discard their disadvan-

tages. To check and confirm the superiority of our work,

we compared the ISCA with SCA and other optimization

algorithms. Moreover, we compared the ISCA achieved

results with other Hadith baseline works. Furthermore, we

applied ISCA on another benchmarks datasets from UCI

repository to further confirm the outperformance and

superiority of the proposed algorithm. The proposed

framework is able to powerfully classify the Hadith data-

sets with high accurate results, and thus, it can be gener-

alized for other classification problems with more complex

features.

6 Conclusion

This research work mainly focused on improving the SCA

optimization algorithm and applying it to the FS problem

for Hadith classifications. Thus, in this research, two main

improvements were proposed to the standard SCA. The

Table 15 Comparison of classification accuracy between ISCA and other optimization algorithms by using paired T-test

Dataset GI ratio SCA PSO GA GOA HHO

t P t P t P t P t P

D1 10 −4.73 1.66E-04 −4.63 2.09E-04 −2.35 3.06E-02 −5.73 1.99E-05 −2.63 1.69e-02

D1 20 −8.81 6.08E-08 −5.14 6.89E-05 −4.28 4.55E-04 −10.14 7.26E-09 −6.52 4.00E-06

D1 30 −7.20 1.06E-06 −3.38 3.35E-03 −3.50 2.56E-03 −10.06 8.21E-09 −7.25 9.76E-07

D2 10 −5.60 2.61E-05 −6.33 5.73E-06 −2.89 9.84E-03 −5.05 8.27E-05 −6.15 8.37E-06

D2 20 −6.31 6.00E-06 −4.69 1.80E-04 −3.01 7.50E-03 −6.80 2.30E-06 −5.86 1.50E-05

D2 30 −10.49 4.26E-09 −4.01 8.13E-04 −2.58 1.91E-02 −11.43 1.09E-09 −9.43 2.20E-08

D3 10 −6.98 1.62E-06 −4.04 7.68E-04 −3.31 3.87E-03 −9.85 1.12E-08 −5.32 4.72E-05

D3 20 −8.62 8.30E-08 −4.36 3.79E-04 −4.41 3.35E-04 −8.11 2.01E-07 −9.91 1.02E-08

D3 30 −11.10 1.75E-09 −5.20 6.05E-05 −4.35 3.90E-04 −12.98 1.41E-10 −6.67 2.94E-06
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first improvement included updating the r4 parameter

value in standard SCA with a singer chaotic map to

improve its solution diversity. The second improvement

included hybridization of the SA algorithm inside the

improvement loop of SCA as a local search algorithm to

improve SCA exploitation. In addition, the GI filter feature

selection was used to avoid ISCA from exploring irrelevant

search space areas. GI is used to rank all features, and the

top-ranked GI features were selected based on specified

ratios. The improved ISCA algorithm was applied to GI

selected features in wrapper mode. ISCA selects the opti-

mal features subset from whole features to train the KNN

classifier and improving Hadiths classification accuracy.

To evaluate the improved ISCA algorithm, it was

compared with other well-known optimization algorithms

and the most recent algorithms including the standard SCA,

GA, PSO, GOA, and HHO. In addition, ISCA?GI was

compared with Hadiths classification baseline works. Three

types of Hadith datasets are used to evaluate the proposed

methods. Three types of measurements are used to measure

the viability of the proposed method which are: classifi-

cation accuracy, number of selected features, and the fit-

ness function values.

The achieved results from all experiments prove that the

ISCA algorithm achieved better classification accuracy

with a reduced number of selected features. Specifically,

the attained accuracy and fitness values by the ISCA out-

performed all other algorithms over all experiments. It also

outperformed other algorithms in the majority of the

experiments in terms of features reduction. Thus, the pro-

posed improved ISCA can improve Hadiths classification

accuracy and achieve comparable results to related Hadiths

classification baseline works. Furthermore, to confirm the

generality of the proposed ISCA algorithm, it was applied

to 14 benchmark datasets from the UCI repository. From

the obtained results, it is also confirmed that ISCA out-

performed other optimization algorithms over these used

UCI datasets in terms of classification accuracy. This

outperformance proves the ability of the ISCA to be

applied to different types of problems. More investigation

on the proposed algorithm could be made in the future by

applying the ISCA to other domains such as Malay Hadiths

translated versions or other languages, sentiment analysis,

and parameters optimization.
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