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Abstract
Opinion-mining generally refers to analyzing opinions on various topics available in the form of text. It is an essential

operation of natural language processing since it enables efficient decision-making and planning for users and businesses.

Opinion-mining can be made more comfortable and more effective by initially performing subjectivity detection, i.e.,

identifying the text as subjective or objective. An opinion-mining model can better identify the opinions present in the

remaining subjective statements by removing objective statements. With this reasoning, we present an efficient subjectivity

detection model for improved accuracy in Opinion-mining. The model uses a strategic combination of convolutional neural

network (CNN) and long short-term memory (LSTM). CNN and LSTM are state-of-the-art deep learning models that can

efficiently process textual data and identify inherent connections and patterns with varying abstraction levels. The proposed

work combines the strengths of both these models in an ensemble model. Effectiveness of the model is enhanced with the

incorporation of an attention network. In the present task, the sentences are represented as word embeddings that include

sentiment information and part-of-speech. The proposed model is applied on two movie review datasets, and its perfor-

mance is evaluated compared with state-of-the-art methods. Various performance indexes have validated the superiority of

the proposed model in the opinion-mining task.

Keywords Subjectivity detection � Sentiment analysis � Natural language processing � Opinion-mining � Deep learning �
Convolutional neural network � Long short-term memory network � Attention network

1 Introduction

The amount of user-generated data is rapidly increasing on

the Internet. It is due to the popularity of social media and

e-commerce, which gives users readily available platforms

to share their views and opinions. Users can post their

opinions regarding various products, services, events,

issues, etc. These opinions can be accessed publicly from

e-commerce platforms like Amazon and Flipkart and

review aggregators like IMDb and Tripadvisor. They are

especially significant since users worldwide refer to them

before making decisions regarding purchasing products

(e.g., electronics, books, clothing) or providing services

(e.g., restaurants, movies, repair services).

On the other hand, the product sellers and service pro-

viders use these opinions and reviews as feedback and

improve their services. The reviews are also utilized in

strategic planning for future products and services. Hence,

it becomes essential to analyze these opinions for

improving business policies. Thus, a massive amount of

such reviews demands an automatic process of analysis for

quick and informative pattern discovery. Opinion-mining

or sentiment analysis is one such process that provides

valuable information to the users. Several research

attempts have been made in this domain that involve
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multiple subtasks, such as review usefulness analysis,

named entity recognition, word disambiguation, negation

handling, spam detection, and subjectivity detection

[1, 2, 37].

Subjectivity detection refers to the identification of text

as fact or opinion. Most reviews or articles consist of a mix

of factual and opinionated content. Factual statements are

neutral, i.e., they do not express any opinion of the user.

Hence, they do not contribute to the task of Opinion-

mining. Only the opinionated statements convey the user’s

judgment regarding the product/service in question, there-

fore determining the Opinion-mining process results [3].

For example, in a mobile phone review, the statement ‘‘The

phone has a 6 GB RAM and a 5.5inch HD display.’’ is a

factual statement.

In contrast, the statement ‘‘Good product, genuine bat-

tery life, fast processor.’’ is opinionated and more useful to

readers. Thus, subjectivity detection helps filter out the

factual content from a piece of text. The remaining text,

which is entirely opinionated content, can then be sub-

jected to further processing. By performing subjectivity

detection as a preliminary step, the amount of content to be

analyzed can be reduced without affecting the results.

Further, the presence of unbiased reviews and texts can

dilute the detection task. Therefore, identifying and filter-

ing them through subjectivity detection can improve the

final detection [4, 36]. Hence, it makes sense to approach

subjectivity detection as a significant research problem and

explore various models to find a solution.

To perform subjectivity detection, this work applies an

attention-based CNN-LSTM classification model. State-of-

the-art deep learning models like Convolutional Neural

Networks (CNN) and Long Short-Term Memory Networks

(LSTM) are being extensively applied to solve many

problems involving various kinds of data, like image, text,

video, speech, etc., to produce accurate results. CNN

models explore the spatial connections of the data, while

LSTM models retain the temporal associations. Combina-

torial models (CNN-LSTM) discover both aspects and have

been proven to generate better performance. By incorpo-

rating an attention mechanism into a combinatorial model,

specific parts of the data are focused on, which relieves the

model from the burden of focusing on the real data. It

renders the model highly effective and fast [5, 6]. The

proposed model is applied on a movie reviews dataset and

evaluated compared to various other efficient models.

Further, the model is used on a different movie reviews

dataset to perform subjectivity detection and filter the

objective sentences out. Sentiment analysis is then per-

formed on the shortened reviews. The results are compared

with the sentiment analysis results on the original dataset to

demonstrate the usefulness of subjectivity detection

towards sentiment analysis.

The contributions of this work are—

• An attention-based CNN-LSTM model is proposed, and

applied to a text detection task.

• An improved Word2Vec word embedding mechanism

is used for feature representation, and its suitability for

subjectivity detection is demonstrated.

• The benefits of using subjectivity detection as a

preliminary step of sentiment analysis are assessed.

• The proposed CNN-LSTM-based subjectivity detection

in the sentiment analysis task is applied on various data

sets and verified with different performance measure-

ment indices.

The rest of the paper is organized as follows. In Sect. 2,

the existing literature in subjectivity detection and the

application of attention-based deep learning models is

discussed. Details of the basic concepts and architecture of

CNN, LSTM, and attention networks are described in

Sect. 3. Section 4 elaborates on the proposed work,

including the data representation and the proposed model’s

architecture. In Sect. 5, we discuss the datasets and

experimental setup. Section 6 presents the proposed mod-

el’s results and describes subjectivity detection in the

sentiment analysis task. Section 7 concludes and suggests

the future scope of the proposed work.

2 Literature review

The area of subjectivity detection has been relatively less

explored than most other text mining tasks. We discuss

some notable work in the field. Wiebe and Riloff [12]

created rule-based subjective and objective classifiers,

which were trained only on un-annotated data and learned

extraction patterns, rivaling existing classifiers in perfor-

mance over articles from the world press. Xuan et al. [8]

explored the syntactic structures of text and discovered

specific syntax-based patterns involving adjectives,

adverbs, verbs, and noun and verb extensions. These pat-

terns can extract informative linguistic features, which,

combined with traditional features, gave impressive results

on a movie review dataset. Keshavarz and Abadeh [7]

created a subjectivity lexicon MHSubLex using a genetic

algorithm-based technique. They used it to perform sub-

jectivity detection on three Twitter datasets by extracting

subjective and objective statements. Research has also been

done on multilingual [9] and cross-lingual [10] subjectivity

detection.

Machine learning and deep learning techniques have

gained rapid popularity in the past decade, owing to their

efficiency, adaptability, and ability to extract useful pat-

terns without human intervention. Subjectivity detection

has highly benefited from the application of various
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machine learning and deep learning techniques. Lin et al.

[13] performed subjectivity detection at a sentence level,

using a hierarchical Bayesian model, which used latent

Dirichlet Allocation (subjLDA). It was a weakly super-

vised approach relying on a limited set of linguistic clues.

It gave comparable results against techniques that used

larger training sets on the multi-perspective question

answering (MPQA) corpus. Kamal [11] applied supervised

machine learning using four different classifiers by con-

sidering linguistic characteristics such as term frequency,

opinion seed word, negation, etc., for unigram characteri-

zation. These characteristics were further used to mine for

feature-opinion pairs from a product review dataset.

Wang and Manning [35] used fast dropout training on

Naı̈ve Bayes-based classifiers to experiment on various

datasets and obtained 93.6% accuracy on subjectivity

detection for movie reviews. Kim [34] tested on CNN

networks for various sentence-based classification tasks

and used pre-trained word embeddings for the purpose.

They achieved an accuracy of 93% for subjectivity detec-

tion using multichannel CNN. Chaturvedi et al. [14] used

CNN pre-trained on network patterns of words and con-

cepts extracted from the text using dynamic Gaussian

Bayesian networks. They achieved 5–10% improvements

over accuracies of baseline techniques on the MPQA and

movie review datasets. Chaturvedi et al. [15] further

applied an extreme learning framework that incorporated

Bayesian networks to build interconnections. They used a

fuzzy recurrent network to model temporal features. Their

experiments on multiple datasets provided useful output

and proved the model’s ability to port to other domains and

languages. Rustamov [16] also worked on sentence-level

subjectivity classification, proposing a hybrid model of the

Fuzzy Control system, the Hidden Markov model, and

Adaptive neuro-fuzzy inference system. He employed a

pruned inverse document frequency (IDF) weighting

function for feature detection, achieving higher accuracy

than any individual classifier model.

The addition of attention mechanism has dramatically

enhanced the performance of deep models like CNN and

LSTM. Some of the significant efforts are discussed. Zhao

and Wu [17] used an attention-based CNN for sentence

classification that modeled long-term word correlation and

contextual information on the TREC sentence dataset and

achieved competitive results with standard CNN models.

Yang et al. [18] applied an attention mechanism to bidi-

rectional LSTM in two models for target-dependent senti-

ment classification of a Twitter dataset and achieved

improvement over baseline techniques. Zhang et al. [19]

also approached target-dependent sentiment classification

using a multi-layer CNN with an attention mechanism that

modeled context representation and achieved high accu-

racy on product reviews and Twitter data. Gan et al. [20]

designed a dilated CNN based on sparse attention to per-

form targeted sentiment analysis, which identified senti-

ment orientation and handled complex sequences. Their

experiments on Twitter and reviews datasets gave a

noticeable improvement in performance over various

standard and hybrid LSTM and CNN models. Attention-

based LSTM enhanced by sentiment information was uti-

lized by Lei et al. [21] to perform sentiment analysis on

review datasets. They obtained improved accuracy over

other LSTM variants.

Zhang et al. [22] combined a recurrent neural network

(RNN) and CNN with an attention layer. They utilized it to

carry out relation classification, achieving a comparable F1

score with other LSTM models. For Chinese sentiment

classification, Liu et al. [23] proposed a novel architecture

by hybridizing attention mechanism, CNN, and gated

recurrent unit (GRU), which effectively obtained context

and semantic information and improved the overall per-

formance. Another subtask of sentiment analysis, sarcasm

detection, was also addressed using a softmax attention

layer added to a bidirectional LSTM and CNN combina-

tion. Jain et al. [24] used this model on a dataset of bilin-

gual tweets to learn semantic contexts and perform highly

accurate real-time sarcasm detection.

A detailed study on the afore-mentioned techniques led

us to identify the research gap in subjectivity detection.

Even though it is a vital text processing task and a good

step in sentiment analysis, little work exists. The recent

popularity of deep learning models in text processing, and

the enhancement in their capabilities due to attention

mechanism, motivated us to apply such a model to perform

efficient subjectivity detection. Our model identifies and

utilizes context and semantic information over a long-

range. To the best of our knowledge, the proposed model is

a novel approach to subjectivity detection.

3 Basic concepts

In this section, we discuss the concepts required to

understand the work proposed in this paper. We discuss the

standard architectures of CNN and LSTM and the idea of

attention mechanism, and its contribution to a model’s

effectiveness.

3.1 Convolutional neural networks (CNN)

CNN’s are multilayered feed-forward neural architectures.

Initially developed for image processing applications, CNN

and its variants have evolved into a quick and efficient tool

for natural language processing tasks. A CNN performs a

series of convolution and pooling operations, followed by a

fully connected neural network. These models can detect
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the presence of patterns in the input, irrespective of their

position. Over the repeated layers, these patterns can be

identified at higher levels, leading to the detection of

meaningful data features.

CNN uses a convolution layer, which acts as a filter and

runs over the input, applying a mathematical function. In

the case of text data, the filter is generally 1-dimensional,

applied to the sentence’s length. This process picks up the

significant parts of the input and generates a feature map.

The pooling layer computes representative values from the

feature map. It does so by considering the most consider-

able value of activation in the given area. This process

performs data reduction, as well as finds abstract higher-

level features from the input. Typically there are multiple

pairs of sequential convolutional and pooling layers. The

last pooling layer is linked to a fully connected layer that

performs classification on the obtained representational

data, just like a classical neural network model [29, 31].

Figure 1 presents the general architecture of a CNN model.

3.2 Long short-term memory networks (LSTM)

LSTMs are a variant of Recurrent Neural Networks (RNN).

RNNs are powerful and dynamic systems that are suit-

able for sequential inputs, like text and speech. They can

accurately predict the next word or character in a text.

These models process the input text unit by unit and

maintain states at each hidden layer. This is made possible

due to the looped structure of the network, in which the

neural network’s output is connected as an input to itself.

Such chain-like arrangement enables them to retain a his-

tory of the inputs already processed. Figure 2 presents the

general architecture of an RNN model. At a given time

step t, the input to the network s is it, and the output is ot.

The self-loop can be unrolled to see the chain-like

connection.

LSTMs use special hidden units to retain long-term

memory. There are four neural components in each

repeating unit. They are the forget gate layer, the input gate

layer (consisting of an update component and an addition

component), and the output gate layer. These are connected

to the cell state, i.e., the special memory cell which accu-

mulates and passes information throughout the model. The

connection is made through gates, which control the

addition and modification of data to the cell state. The

forget gate layer decides the amount of information to be

removed. The input gate layer combines the values to be

updated and the candidates to be added. The output gate

layer determines the parts of the internal memory state that

are to be provided as output [29, 30]. The internal structure

of an LSTM network is presented in Fig. 3.

Consider a LSTM unit at a given time step t. Here, int
represents input gate, ft is the forget gate, opt is the output

gate. The internal cell state is represented by ct, and ot is

the output of the unit, known as the hidden state.

The processing within the LSTM is controlled by the

following equations.

int ¼ r Wipit þ Uipot�1 þ bip
� �

ð1Þ

ft ¼ r Wf it þ Uf ot�1 þ bf
� �

ð2Þ

opt ¼ r Wopit þ Uopot�1 þ bop
� �

ð3Þ

~ct ¼ tanh Wcit þ Ucot�1 þ bcð Þ ð4Þ
ct ¼ ft � ct�1 þ int � ect ð5Þ
ot ¼ opt � tanh ctð Þ ð6Þ

r represents the logistic sigmoid function and � performs

element to element multiplication. W and U are corre-

sponding weight vectors, while b represents the corre-

sponding bias vectors. ~ct is the vector of candidate values

for the memory cell state, from which the cell state ct is

obtained by combining with the input gate [38].

Equation (1) passes the previous output ot-1 and current

input it through a sigmoid layer to combine the relevant

information to be added. It represents the input gate. The

forget gate, represented in Eq. (2), uses a similar mecha-

nism to forget specific parts of the information with some

amount of probability. Equation (3) represents the output

Fig. 1 Architecture of

Convolutional Neural Network
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gate, which again implements a similar method as the

previous two gates. It uses a sigmoid layer to decide the

states to be forwarded. Equation (4) is the current moment

information (~ctÞ, which is obtained by applying a tanh

function on the previous output and current input. This is

the new information that is to be added. All these gates use

their respective weight vectors (W and U), and bias vectors

(b).

In Eq. (5), the current memory information and input

gate information, i.e., output of Eqs. (1) and (4), are mul-

tiplied. This is added to the multiplication of the forget gate

information with the long-term memory information of the

previous step, i.e., ct-1. This generates the long-term

memory information of the current step (ct). Finally, this

information passes through a tanh layer and is multiplied

by the result of the output gate in Eq. (3), to generate the

output of the LSTM (ot).

3.3 Attention networks

The attention mechanism has expanded and improved the

application of deep learning models in various fields,

especially in natural language processing. Attention

mechanism addresses very long-range dependency

problems in LSTMs. With the increase in the length of

input sentences, the performance of an LSTM decreases

due to its reduced ability to remember connections between

words that are too far apart within a sentence [25]. Besides,

LSTMs cannot prioritize individual sections of the sen-

tence that are relevant. Attention mechanism can solve

both these problems. It creates context vectors by consid-

ering all input words and attaches relative weightage to

them [26].

The first attention model was proposed by Bahdanau

et al. [27]. Figure 4 illustrates the architecture presented in

work. The model uses a bidirectional RNN as an encoder.

The encoder produces a set of states, which are annotations

representing the words in the input sentence. Every state

contains information about the entire sentence while

focusing more on a particular phrase and its surrounding

parts. It helps keep track of the words throughout the

sentence, i.e., focus attention on them.

The encoder states are combined with the current

decoder state (initially, the last encoder state) to perform

training on a feed-forward neural network. The neural

network learns and generates differential scores for the

encoder states to represent attention. Then, attention

weights are generated by applying the softmax function on

Fig. 2 Architecture of Recurrent

Neural Network

Fig. 3 Architecture of Long Short-Term Memory Network
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the encoder state scores. Using these attention weights, a

vector representing the input sentence is calculated, known

as context vector. Thus, the attention network can generate

a context vector using the states, unlike RNN, which

generates a fixed context vector using only the last form.

The decoder, which is a gated recurrent unit (GRU),

uses the generated context vector and the output of the

prior time step (i.e., the operation performed at the last

instant of time) to predict the next word of the sentence,

which also becomes the current state of the decoder. This

current state is once again combined with the encoder

states and used to retrain the feed-forward neural network

for computing the encoder state scores in the next time

step. This process continues till the decoder generates an

‘‘END’’ token, i.e., the entire sentence is generated [28].

Let x = (x1,x2,…,xTx) represent an input sequence,

where xj represents a word. The annotation of xj is given by

hj ¼ hTj
�!

; hTj
 �T

ð7Þ

which is the concatenation of a forward hidden state hj
!

and

a backward hidden state hj
 
.

The bidirectional RNN generates a set of left-to-right

forward hidden states h1;
�!

h2;
�!

. . .; hTx
�!� �

and a set of right-

to-left backward hidden states h1;
 �

h2;
 �

. . .; hTx
 �� �

.

At time step i, the context vector is generated by the

weighted sum of the annotations using the equation

ci ¼
XTx

j¼1
aijhj ð8Þ

The weight aij of each annotation hj is calculated

through a softmax function by

aij ¼
exp eij

� �

PTx
k¼1 exp eikð Þ

ð9Þ

aij is a probability calculation. It signifies the importance of

annotation hj in deciding the next hidden state si from the

previous hidden state si-1. Thus ci is the expected annota-

tion, based on all annotations with probabilities aij.
eij is the output of an alignment model a() that maps the

input at step j and the output at step i. It is a score generated

by matching the jth annotation of the input (i.e., hj) with the

output of the hidden state si-1.

eij ¼ a si�1; hj
� �

ð10Þ

The alignment model is a feed-forward neural network

that calculates a soft alignment, allowing the backpropa-

gation of the gradient of the cost function. The probability

calculation is the implementation of attention mechanism

in the decoder. The information is spread out among the

annotation sequence, to be retrieved selectively by the

decoder.

Though initially attention mechanism was proposed as

an efficient solution to machine translation, it has hence

been effectively used for a variety of text mining tasks. The

performance of LSTM-based models has improved sig-

nificantly with the inclusion of attention mechanism. This

has led us to incorporate attention mechanism in our pro-

posed model for this work.

4 Proposed work

In this paper, the proposed work uses a model that com-

bines CNN and LSTM with attention mechanism. The

model takes sentences as input and classifies them as

subjective or objective. Since this model performs classi-

fication at the sentence-level, any text which is to be ana-

lyzed (e.g., review, tweet, document, etc.) is broken down

into a set of sentences, which are individually classified.

The aggregate classification of the sentences in a body of

text can give its overall subjectivity classification. In this

section, we explain the input preprocessing and represen-

tation steps, and the details of the proposed architecture.

4.1 Data representation

The input data are divided into a set of sentences. Every

sentence is represented using a fixed size numeric vector.

Fig. 4 Architecture of Attention Network
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This vector representation is known as word embedding.

Word embeddings for all words can be generated from the

input data by various techniques. Two neural-network-

based word embeddings techniques have gained popularity

recently, namely Word2Vec and GloVe. These are models

that train on the input data and generate vectors of the same

size for all the text words. Such pre-trained word embed-

dings are also available online, which are trained on large

corpora of generalized data. These pre-trained embeddings

can be used as generalized embeddings for any dataset

instead of generating new word embeddings. In our pre-

vious work [32], we have modified the generalized word

embeddings using sentiment-related information to gener-

ate improved word embeddings. These improved word

embeddings are verified to be more suitable for sentiment

analysis than generalized word embeddings. Since sub-

jectivity detection is closely related to sentiment analysis,

we have used the improved word embedding method to

generate word embeddings for this work.

The technique uses generalized Word2Vec and GloVe

embeddings for affect words (words that represent emotions)

and performs clustering on them using self-organizingmaps.

Based on these clusters, the words are iteratively moved

towards sentimentally similar words, and farther from sen-

timentally dissimilar words. This movement is performed by

particle swarm optimization technique, which uses the inter-

word distance to control the actions. In this work, we have

used 100-dimensional improved Word2Vec word embed-

dings generated from the dataset.

For any sentence, first, the stopwords are removed. Then

the word embedding is generated for each word. The

generated word embedding of 100 dimensions is embedded

with additional information about linguistic features and

polarity. The linguistic features consist of 5 values, each

representing a part-of-speech, i.e., adjective, state verb,

direct action verb, interpretive action verb, and a state

action verb. The part of speech that is most suitable for the

current word is set to 1, and the remaining categories are

set to 0. If none of them match, all values are set to 0. One

more number is added, which represents the polarity value.

The polarity of the word is obtained from an existing

polarity corpus and appended. After appending values for

linguistic features and polarity, each phrase’s length

embedding increases to 106 dimensions. The generated

embeddings of all words in a sentence are averaged. This

averaged vector is taken as an input vector to the proposed

model. The model is described subsequently.

4.2 Model architecture

Our proposed model comprises a CNN-LSTM design with

added attention method. The architecture of the proposed

model is shown in Fig. 5.

The first block represents the data preprocessing steps as

described before. Once the data are preprocessed, it is fed

to the model for training. The model begins with the sec-

ond block in the figure, which represents the CNN block.

We have taken consecutive pairs of convolutional and max

pooling layers. These layers are connected to a set of

consecutive LSTM networks, as shown in the third block in

the figure. The capability of these LSTM layers are

enhanced by an attention network, which performs the

attention mechanism described before on the LSTM output.

The attention network’s output is fed to a fully connected

layer that generates the final output.

The functionalities of each block are discussed in the

previous section. The CNN-LSTM combination is a well-

established model that acts as an encoder-decoder

arrangement. The CNN does the encoding by feature

extraction and dimension reduction. Multiple layers of

CNN provide different levels of abstractions in the form of

low-level features (word level), mid-level features (phrase

Fig. 5 Proposed system architecture
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level), and high-level features (sentence level). The LSTM

uses these extracted features to perform the detection.

Thus, the model could extract the spatial information, i.e.,

the one-dimensional structure of words in a sentence, and

the temporal information, i.e., the order of words in texts.

The attention network enables long-range information

retention, and the fully connected layer executes the task of

classification.

In the studied model, we have used a total of nine layers.

The first layer is a 1D convolution layer with 128 filters,

having a kernel size of ten and a relu (rectified linear)

activation function. A 1D max-pooling layer of pool size

six is applied. This step is followed by another 1D con-

volution layer with 64 filters having a kernel size of five

and a 1D max-pooling layer of pool size four. Then, there

is the last 1D convolution layer with 32 filters, having

kernel size of three. There is no need for any more pooling

layers because the output dimension is reduced to a single

vector of length 32. This is fed to an LSTM layer of 128

units with a dropout of 30% and recurrent dropout of 20%.

The next layer is another LSTM with 64 units with similar

dropout rates. An attention layer is applied to this, which

generates an output vector of size 64. The final layer is a

dense layer, which takes the input vector of 64 and uses the

sigmoid activation function to generate the final classifi-

cation output. The model is compiled with an adam opti-

mizer using accuracy as the metric. Figure 6 shows a

snippet of the Python code used to build the model.

5 Implementation

5.1 Dataset

We have used the Subjectivity dataset by Pang and Lee

[33] to train the model. This dataset consists of 10,000

sentences obtained from movie reviews available on Rotten

Tomatoes, and plot summaries from the Internet Movie

Database (IMDb) website. The sentences from the reviews

are labeled as subjective, and the sentences from the plots

are labeled as objective. The dataset is equally distributed,

i.e., there are 5000 subjective and 5000 objective sen-

tences. All sentences are in lowercase and consist of at

least ten words.

5.2 Experimental setup

The experiments are performed using Python 3.5 on an

Intel i5 desktop with 32 GB RAM and 2.71 GHz fre-

quency. The significant packages are NLTK for NLP tasks,

Keras, Theano, and Tensorflow for implementation of deep

architectures, and Scikit-learn for machine learning models

and performance measurement indices.

For performing classification, the entire dataset is ran-

domly divided into two sets. One set is used to train the

model, and the other is used to test the efficiency. Three

different train-test ratios (80%:20%, 70%:30%, and

60%:40%) are prepared for conducting the experiment.

Each classification model is trained and tested with the

same train-test splits for ten rounds. The average of the 10

readings is presented in the tables in the results sec-

tion. Such random splitting tests the model performance’s

consistency over different sets of training and testing data

over multiple iterations. The model’s performance is

compared against standard machine learning and deep

learning models, and some existing techniques obtained

from the literature study.

5.3 Performance measurement indices

For presenting the results, different performance mea-

surement indices are used in this work, namely Precision,

Recall, Accuracy, Kappa Score. These parameters rely on

the parameters True Positives, False Positives, True nega-

tives, and False Negatives. They are explained as follows.

True Positives is the number of items predicted as true,

which are correct predictions. False Positives is the number

of items predicted as true, which are wrong predictions.

True Negatives is the number of items predicted as false,

which are correct predictions. False Negatives is the

number of items predicted as false, which are wrong pre-

dictions. Precision is the ratio of positive items correctly

classified to the total number of positive data items in the

dataset. Recall is the ratio of positive items correctly

classified to the total number of data items provided in the

dataset. Accuracy denotes the ratio of correct predictions to

the total number of data items provided in the dataset. It

represents the overall ability of the model. Kappa score is a

comparison of the accuracy of the model with the accuracy

of a random system. It measures the match between the

classified items and the items labeled as ground truth, thus

controlling items that might be correctly classified by

chance. A kappa value of 1 represents a perfect match,

whereas a kappa value of 0 represents no match. The for-

mula for kappa score is given by Eq. 11.

KappaScore ¼ NðTruePositivesþ True NegativesÞ � X

N2 � X

ð11Þ

where,

X ¼ ðTrue Positivesþ False PositivesÞ
� ðTruePositivesþ False NegativesÞ
þ ðTrue Negatives þ False NegativesÞ
� ðTrue Negatives þ False PositivesÞ

ð12Þ
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Here, N denotes the total number of data items in the

dataset.

In addition, we have used the standard deviation of

accuracy (Astd) and the standard deviation of Kappa score

(Kstd) over the ten rounds of each model in order to analyze

the statistical consistency in performance. This analysis

demonstrates the variation of the model performances, and

a lower value of standard deviation signifies higher sta-

bility. We have also used Receiver Operating Character-

istic (ROC) curves to provide graphical analysis. ROC

curve plots true positive rate and false positive rate. The

area under the curve (AUC) represents an aggregate of the

performance, i.e., more the area, better the model.

6 Results and discussion

6.1 Subjectivity analysis

Table 1 shows the experimental results that are obtained by

applying the proposed model on the subjectivity dataset.

The results of various other classifiers are incorporated for

comparative purposes. It includes results of three different

train-test split ratios. The corresponding precision, recall,

Fig. 6 Snapshots of Python code for a attention mechanism b building the model
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accuracy and kappa score values of each experiment are

provided. The standard deviations of the accuracy and

kappa score are given as Astd and Kstd, respectively.

For performance comparison of the proposed model

(attention-based CNN-LSTM), we have used classification

models, such as random forest, CNN, LSTM, and hybrid

CNN-LSTM. The random forest classifier is an ensemble

classifier comprising of multiple decision trees. It is

selected for comparative analysis because of its robustness

and simplicity of use. The other models have been dis-

cussed in the previous sections.

The results demonstrate increased values in each of the

performance indices. The split ratio of 80:20 gives the best

results, where the proposed model reaches an accuracy of

0.971 and a Kappa score of 0.942. Split ratios of 70:30 and

60:40 give accuracies of 0.958 and 0.911, and Kappa

scores of 0.920 and 0.825, respectively. This performance

is higher than the performance of other models that we

have tested, which include standard machine learning and

deep learning models, such as random forest, CNN, LSTM,

and a CNN-LSTM combinatorial model. The respective

precision and recall values are also higher in the proposed

model.

The standard deviations in both accuracy and kappa

score are lower in the proposed model, as compared to the

existing models taken for comparison. This shows that the

proposed model is also consistent, i.e., it gives similar

results when tested over different combinations of training

and testing sets for a fixed ratio. The values also show

minimal change for different train-test split ratios, which

proves that the model is robust and does not change its

consistency when the size of training set is varied.

The incorporation of attention mechanism in our pro-

posed model improves its performance, which is because it

remembers long range relationships and dependencies

within the sentences. In the context of subjectivity analysis,

the connection between various parts of the sentences is

retained in a better way, which helps to relate objects and

opinions present far from each other. This leads to an

improvement in the prediction results. The combined

power of CNN, LSTM and attention mechanism prove

advantageous in sentence-based subjectivity analysis.

In Fig. 7, we have compared the accuracy obtained by

our proposed model to the best state-of-the-art models

found from the literature survey, which have been applied

on the movie reviews dataset we have used. The Bayesian

deep belief CNN (BCDBN) proposed in [14] showed the

highest accuracy of 96.4% yet, followed by a multi-channel

CNN [34] with an accuracy of 93.6% and the Naı̈ve Bayes

support vector machine (NB-SVM) model used in [35]

having 93.2% accuracy. With a top accuracy of 0.971, i.e.,

Table 1 Performance comparison of the proposed attention-based CNN-LSTM model and existing models on Subjectivity dataset (Class 0

represents objective and Class 1 represents subjective sentences)

Model Precision Recall Accuracy Kappa score Astd Kstd

Class 0 Class 1 Class 0 Class 1

Train-test ratio – 80:20

Random forest 0.84 0.81 0.81 0.84 0.828 0.682 0.0135 0.0132

CNN 0.87 0.94 0.95 0.86 0.907 0.817 0.0160 0.0148

LSTM 0.87 0.90 0.91 0.86 0.879 0.763 0.0212 0.0155

CNN-LSTM 0.91 0.96 0.97 0.90 0.938 0.877 0.0171 0.0139

Attention-based CNN-LSTM (Proposed) 0.96 0.98 0.98 0.96 0.971 0.942 0.0090 0.0130

Train-test ratio – 70:30

Random forest 0.77 0.86 0.89 0.73 0.807 0.617 0.0142 0.0219

CNN 0.86 0.92 0.93 0.84 0.886 0.777 0.0157 0.0210

LSTM 0.88 0.86 0.86 0.88 0.874 0.751 0.0200 0.0207

CNN-LSTM 0.90 0.93 0.94 0.90 0.921 0.839 0.0177 0.0157

Attention-based CNN-LSTM (proposed) 0.94 0.97 0.97 0.93 0.958 0.920 0.0098 0.0151

Train-test ratio – 60:40

Random Forest 0.82 0.80 0.78 0.84 0.803 0.609 0.0153 0.0246

CNN 0.86 0.87 0.88 0.86 0.868 0.743 0.0162 0.0245

LSTM 0.83 0.87 0.88 0.81 0.848 0.697 0.0191 0.0235

CNN-LSTM 0.87 0.91 0.92 0.84 0.886 0.756 0.0166 0.0228

Attention-based CNN-LSTM (proposed) 0.90 0.93 0.93 0.89 0.911 0.825 0.0092 0.0174
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97.1%, our proposed model outperforms these three

existing models.

Figure 8 shows the box plots of Kappa scores for the

three train-test split ratios. Figure 9 shows the box plots of

all the classifiers for different train-test split ratios. Kappa

score explains how much better the classifier performs

relative to a classifier that randomly guesses, based on the

frequency of each class. A higher value of Kappa score

indicates stronger confidence in the classifier model. The

proposed model gives a range of Kappa scores above 0.75,

which is considered as substantial. A comparative view

shows that the proposed model gives a higher range of

Kappa score in all three split ratios. As the training set size

increases, the box plot shows shifting of Kappa score

towards 1, which denotes increasing confidence in the

model. For 60:40 split, the median is at 0.825. For 70:30

split, the median falls at 0.92, and for 80:20 split, the

median lies at 0.94. These values highlight the reliability of

the proposed model and also show that the model perfor-

mance gets better with larger training sets.

6.2 Sentiment analysis

Based on the identification of the subjective and objective

sentences, a body of text can be filtered to only contain

subjective sentences. This can help to improve the accu-

racy of performing sentiment analysis on it. To verify this

premise, we have used the model trained on the subjec-

tivity corpus in the previous step. The trained model is

applied on an IMDb dataset consisting of 25,000 movie

reviews. The reviews are split into sentences and each

sentence is classified as subjective or objective using the

proposed model. The objective sentences are removed and

the reviews are reconstructed using only the subjective

sentences. These modified reviews are then classified using

various classifiers, and compared with the classification

results of the original reviews. The preprocessing and data

preparation is performed in the same way as the subjec-

tivity classification in the previous step. Table 2 gives the

results obtained.

The results in Table 2 compare the performance metrics

of sentiment analysis directly on the IMDb dataset, with

sentiment analysis after performing subjectivity detection

on each review and filtering out the objective statements. It

is evident that performing subjectivity detection as a prior

step to sentiment analysis leads to an improvement in the

performance. By removing objective sentences, the text

irrelevant to sentiment analysis is reduced. As a result, the

reviews retain only significant subjective information that

contains the opinion tone. This is better understood by the

classifier. Thus, higher accuracy is achieved. There is also

a marginal increase in the training time of the classifier

since the length of many reviews is reduced. Our proposed

attention-based CNN-LSTM model also gives the best

performance in sentiment analysis, as compared to standard

models like random forest, CNN, and LSTM classifiers.

The standard deviation of accuracy of the proposed model

is comparatively lower, which shows that the model is

consistent and gives minimal variations over different

contents of the dataset.

Figure 10 presents the receiver-operating characteristics

(ROC) curves that compare the performance of sentiment

analysis after filtering of objective sentences with senti-

ment analysis performed without any filtering. The curves

of 80:20, 70:30 and 60:40 train-test splits are plotted sep-

arately. The area under the curve (AUC) for each of these

cases is higher for classification after filtering than classi-

fication on the original dataset. For 80:20 split, an increase

of 0.04 is obtained. Similarly, an increase of 0.03 is

observed for 70:30 split, and the 60:40 split shows and

increase of 0.03. This proves that there is a significant

increase in the number of correct classifications after the

objective sentences are identified and removed from the

NB-SVM CNN MC BCDBN Proposed
Accuracy 93.2 93.6 96.4 97.1

91

92

93

94

95

96

97

98

Ac
cu

ra
cy

 in
 %

Model

Comparison of model accuracy for subjec�vity detec�on on movie 
reviews dataset

Fig. 7 Comparison of accuracy of proposed model with existing

models for subjectivity detection on the movie reviews dataset

Fig. 8 Box plots of Kappa score obtained by the proposed model for

train-test split ratios of 80:20, 70:30 and 60:40
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original reviews. Thus, our work shows that subjectivity

detection plays an important role in enhancing the perfor-

mance of sentiment analysis on reviews.

7 Conclusion and future work

Attention-based networks are the state-of-the-art versions

of LSTM networks that have significantly improved their

effectiveness and analysis powers. In this work, we have

Fig. 9 Box plots of Kappa scores obtained by different classifiers for train-test split ratios of a 80:20, b 70:30 and c 60:40

Table 2 Performance comparison of sentiment analysis on original dataset and dataset with objective sentences filtered

Classification on original dataset Classification on dataset with objective sentences

filtered

Model Precision Recall Accuracy Kappa

score

Astd Precision Recall Accuracy Kappa

score

Astd

Train-test ratio – 80:20

Random foresta 0.83 0.83 0.832 0.665 0.0040 0.84 0.84 0.838 0.682 0.0031

CNN 0.85 0.85 0.854 0.709 0.0077 0.88 0.88 0.880 0.756 0.0068

LSTM 0.84 0.84 0.838 0.677 0.0021 0.87 0.87 0.871 0.743 0.0019

CNN-LSTM 0.87 0.87 0.866 0.736 0.0071 0.91 0.90 0.910 0.822 0.0060

Attention-based CNN-LSTM (Proposed) 0.91 0.91 0.917 0.825 0.0030 0.95 0.95 0.947 0.893 0.0022

Train-Test Ratio – 70:30

Random Forest 0.84 0.84 0.841 0.676 0.0051 0.87 0.87 0.863 0.740 0.0038

CNN 0.86 0.86 0.858 0.728 0.0063 0.89 0.89 0.889 0.784 0.0050

LSTM 0.84 0.84 0.842 0.740 0.0026 0.88 0.87 0.878 0.767 0.0021

CNN-LSTM 0.88 0.88 0.880 0.762 0.0080 0.91 0.91 0.910 0.819 0.0068

Attention-based CNN-LSTM (proposed) 0.89 0.89 0.885 0.776 0.0038 0.93 0.93 0.933 0.855 0.0024

Train-test ratio – 60:40

Random forest 0.85 0.84 0.848 0.688 0.0052 0.86 0.86 0.858 0.720 0.0048

CNN 0.86 0.86 0.861 0.734 0.0063 0.89 0.88 0.885 0.795 0.0055

LSTM 0.83 0.83 0.832 0.727 0.0021 0.85 0.85 0.848 0.701 0.0018

CNN-LSTM 0.87 0.87 0.870 0.743 0.0068 0.90 0.89 0.895 0.778 0.0061

Attention-based CNN-LSTM (proposed) 0.88 0.88 0.879 0.757 0.0041 0.91 0.91 0.901 0.790 0.0030
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tested their efficacy on subjectivity detection, a vital task in

the field of Opinion-mining. The combined power of CNN-

LSTM networks and attention mechanism in the proposed

model has shown improved accuracy, precision, recall, and

kappa score. As a further step, subjectivity detection’s

contribution as an initial step of sentiment analysis is also

verified by filtering the objective sentences. Sentiment

analysis on the filtered reviews is more accurate than

original reviews. The proposed model also gives better

results than other classification models in sentiment anal-

ysis. This shows the suitability of the model to Opinion-

mining tasks in general. Future work can be done in further

fine-tuning the model and increasing its accuracy and

training time. The model can also be applied to other

natural language processing tasks, such as review useful-

ness analysis, spam detection, and cross-domain Opinion-

mining since these problems are similarly approachable.
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25. Cho K, Van Merriënboer B, Gulcehre C, Bahdanau D, Bougares

F, Schwenk H, Bengio Y (2014) Learning phrase representations

using RNN encoder-decoder for statistical machine transla-

tion. arXiv preprint arXiv:1406.1078

26. Attention Mechanism in Deep Learning | Attention Model Keras.

Available: https://www.analyticsvidhya.com/blog/2019/11/com

prehensive-guide-attention-mechanism-deep-learning/

27. Bahdanau D, Cho K, Bengio Y (2014) Neural machine translation

by jointly learning to align and translate. arXiv preprint arXiv:

1409.0473

28. Intuitive Understanding of Attention Mechanism in Deep

Learning | by Harshall Lamba | Towards Data Science. Available:

https://towardsdatascience.com/intuitive-understanding-of-atten

tion-mechanism-in-deep-learning-6c9482aecf4f

29. LeCun Y, Bengio Y, Hinton G (2015) Deep learning. Nature

521(7553):436–444

30. Liu P, Qiu X, Huang X (2016) Recurrent neural network for text

classification with multi-task learning. arXiv preprint arXiv:

1605.05101

31. Arel I, Rose DC, Karnowski TP (2010) Deep machine learning-a

new frontier in artificial intelligence research [research frontier].

IEEE Comput Intell Mag 5(4):13–18

32. Sagnika S, Mishra BSP, Meher SK (2020) Improved method of

word embedding for efficient analysis of human sentiments.

Multim Tools Appl 79:32389–32413

33. Pang B, Lee L (2004) A sentimental education: Sentiment anal-

ysis using subjectivity summarization based on minimum cut-

s. arXiv preprint cs/0409058

34. Kim Y (2014) Convolutional neural networks for sentence clas-

sification. arXiv preprint arXiv:1408.5882

35. Wang S, Manning C (2013) Fast dropout training. In: Interna-

tional conference on machine learning, pp 118–126

36. Das N, Sagnika S (2020) A subjectivity detection-based approach

to sentiment analysis. Machine learning and information pro-

cessing. Springer, Singapore, pp 149–160

37. Sindhu C, Sasmal B, Gupta R, Prathipa J (2021) Subjectivity

detection for sentiment analysis on twitter data. Artificial intel-

ligence techniques for advanced computing applications.

Springer, Singapore, pp 467–476

38. Islam MZ, Islam MM, Asraf A (2020) A combined deep CNN-

LSTM network for the detection of novel coronavirus (COVID-

19) using X-ray images. Inf Med Unlocked 20:100412

Publisher’s Note Springer Nature remains neutral with regard to

jurisdictional claims in published maps and institutional affiliations.

17438 Neural Computing and Applications (2021) 33:17425–17438

123

http://arxiv.org/abs/1406.1078
https://www.analyticsvidhya.com/blog/2019/11/comprehensive-guide-attention-mechanism-deep-learning/
https://www.analyticsvidhya.com/blog/2019/11/comprehensive-guide-attention-mechanism-deep-learning/
http://arxiv.org/abs/1409.0473
http://arxiv.org/abs/1409.0473
https://towardsdatascience.com/intuitive-understanding-of-attention-mechanism-in-deep-learning-6c9482aecf4f
https://towardsdatascience.com/intuitive-understanding-of-attention-mechanism-in-deep-learning-6c9482aecf4f
http://arxiv.org/abs/1605.05101
http://arxiv.org/abs/1605.05101
http://arxiv.org/abs/1408.5882

	An attention-based CNN-LSTM model for subjectivity detection in opinion-mining
	Abstract
	Introduction
	Literature review
	Basic concepts
	Convolutional neural networks (CNN)
	Long short-term memory networks (LSTM)
	Attention networks

	Proposed work
	Data representation
	Model architecture

	Implementation
	Dataset
	Experimental setup
	Performance measurement indices

	Results and discussion
	Subjectivity analysis
	Sentiment analysis

	Conclusion and future work
	Funding
	References




