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Abstract
The paper aims to introduce the novel concept of q-connection number (q-CN) for interval-valued q-rung orthopair fuzzy

set (IVq-ROFSs) and thus to develop a method for solving the multiple-attribute group decision making (MAGDM)

problem. The IVq-ROFS is a tool to represent the uncertain information with an integer parameter q� 1, while the

connection number (CN) processes the uncertainties and certainties into a single system with three degrees, namely

‘‘identity’’, ‘‘contrary’’ and ‘‘discrepancy’’. Driven by these required properties, this paper introduces a q-CN for IVq-

ROFSs to represent the information in a more concise way. To this end, we divide the paper into three aspects. First, we

define q-CN and a scoring function to evaluate the numbers. Second, we give some new q-exponential operation laws (q-

EOLs) and operators over q-CNs in which bases are real numbers and exponents are q-CNs. Moreover, we define an

operator based on these laws and derive their properties. Third, a novel MAGDM method for solving decision problems

with IVq-ROFS information is illustrated with several examples. The advantages and superiority analysis of the proposed

framework are also given to assert the results.

Keywords Exponential operations laws � MAGDM � Exponential operational laws � Aggregation operators �
Score function � IVq-ROFSs

1 Introduction

Multiple attribute group decision-making (MAGDM) is an

important topic in the field of decision science, where the

challenge is to select the most appropriate objects among

various limited resources. A group of experts is available to

evaluate the objects with some numerical values under the

presence of different attributes. It is further analyzed that,

in human cognition mechanisms, it is often found difficult

to model the work situations using the primitive data pro-

cessing techniques based on crisp numbers. These methods

lead the decision-makers to vague conclusions as well as

uncertain decisions. Therefore, in order to deal with

uncertain and fuzzy situations in the real world, the deci-

sion-makers must have such theories that allow them to

consider fuzzy data values and maintain their decision-

criteria in accordance with the particular situation, whether

it is human cognition or pattern recognition. To address

this problem, Zadeh [1] introduced the theory of fuzzy sets

(FSs), in which each object is measured using the degree of

membership to reduce the ambiguity of information. After

its existence, several extensions of FSs were explored by

researchers, such as intuitionistic fuzzy set (IFS) [2],

interval-valued IFS (IVIFS) [3], pythagorean fuzzy set

(PFS) [4], interval-valued PFS (IVPFS) [5, 6].

In most practical decision problems, there are two main

critical tasks. The first is how to choose the right preference

values to evaluate the given objects, while the other is how

to combine these values efficiently. To address the first

task, researchers always believe to represent the prefer-

ences in interval form instead of a single real number. For

this purpose, the theories of IVIFS and IVPFS are well

suited. In IVIFS, each element is assigned two degrees,

denoted as belonging, ½#; #� and non-belonging ½u;u�, with

the restriction that #þ u� 1 for any number lying between

[0,1]. However, in IVPFS, this constraint is relaxed from
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#þ u� 1 to #
2 þ u2 � 1. It is clear that the feasible region

of IVIFS is a triangle, while IVPFS is a quarter circle, and

therefore, the range of #
2 þ u2 � 1 is larger than

#þ u� 1. After its appearance, several works have been

done to solve the given problem by defining different types

of aggregation operators (AOs) and ranking methods. For

example, in [7, 8], the authors have presented averaging

and geometric operators for IVIFSs, while such operators

for IVPFSs are presented by the authors in [5, 6, 9]. Using

the concept of divergence to compute the weight vector,

Liang et al. [10] developed weighted operators for IVPFSs.

Wang and Li [11] developed the continuous aggregation

operators for IVPFSs. Besides these operators to describe

the acquisition information, there is also a need to defuz-

zify it into a crisp number. For this purpose, the score and

accuracy functions are well suited and widely used by

researchers. For example, Xu [8] has given a score function

under the IFS environment, while Garg [12], Zhang et al.

[13], Yang et al. [14] present a generalized improved score

function for IVIFSs. Also, some accuracy functions and

modified score functions for ranking IVIFSs are presented

by the authors in [15, 16]. On the other hand, the score

function for IVPFS is presented by Peng and Yang [5],

while the improved score function is presented in Ref. [17].

Regarding the accuracy function for IVPFSs, we refer the

reader to the articles in Ref. [6, 18]. A similarity measure

for IVPFSs is discussed by Peng and Li [19] for solving the

MAGDM problems.

The authors have used the above approaches to solve the

MAGDM problems with constraints #þ u� 1 or

#
2 þ u2 � 1. But, with the increasing complexity of

information nowadays, it is sometimes difficult to satisfy

the expert rating during the evaluation. For example, if an

expert gives a score as ([0.5, 0.7], [0.6, 0.8]), then neither

0:7 þ 0:8� 1 nor 0:72 þ 0:82 � 1 is sufficient. Therefore,

the algorithm given above does not work in such cases and

hence the algorithms under IVIFS and IVPFS have

restricted their access. To get a broader information, Ju

et al. [20] introduced the notion of interval-valued q-rung

orthopair fuzzy set (IVq-ROFS) with membership ½#; #�
and non-membership ½u;u� together with the constraint

#
q þ uq � 1, q� 1 is an integer. Here, for scoring ([0.5,

0.7], [0.6, 0.8]), we see that 0:73 þ 0:83 � 1 for the smallest

value of q as 3. Thus, the parameter q is more flexible for

experts to assign scores independently. Moreover, setting

q ¼ 1 and q ¼ 2 reduces the considered IVq-ROFS to

IVIFS and IVPFS, respectively. Considering the advan-

tages of IVq-ROFSs, various algorithms were developed by

the researchers to solve MAGDM problems. In this direc-

tion, the averaging operators of Ju et al. [20] were first

developed. A concept of Muirhead mean was integrated

into the IVq-ROFS by Xu et al. [21] to solve the MAGDM

problems. Later, a concept of Maclaurin symmetric mean is

embedded in IVq-ROFS and studied by Wang et al. [22] to

solve decision-making problems (DMPs). However, some

hybrid aggregation operators were initiated by Wang and

Li [11]. Recently, a new possibility degree measure was

defined by Garg [23] for IVq-ROFSs.

In addition to the above theories, Zhao [24] presented a

theory of uncertainty analysis in 1989, by combining

dialectical reasoning and mathematical tools, which is

called SPA (‘‘set pair analysis’’) theory. This theory differs

from traditional probabilistic and fuzzy set theory in that it

coordinates the structure of certainty and uncertainty in a

single analysis. The main component of this theory is the

connection number (CN), which is composed of three

perspectives, namely ‘‘identity (a)’’, ‘‘discrepancy (b)’’,

and ‘‘contrary (c)’’ with aþ bþ c ¼ 1. Jiang et al. [25]

discussed the basic concept, while Liu et al. [26] defined

basic operation laws for CNs and studied their properties.

Garg and Kumar [27] presented more generalized opera-

tions for the different CNs. Instead of applying the SPA

theory to solve other covenants, it is also widely used in

DMPs. For example, Yang et al. [28] defined the similarity

and distance measures between the two CNs. Lü and Zhang

[29] developed the multi-attribute decision making

(MADM) approach based on SPA theory. Xie et al. [30]

solved the decision problems based on SPA theory under

interval fuzzy number environment. However, Kumar and

Garg [31, 32] introduced various forms of CNs to solve the

decision problems using TOPSIS method (technique for

order preference by similarity to ideal solution). Fu and

Zhou [33] used the SPA theory for a triangular fuzzy

number to solve the problems. Cao et al. [34] defined a

stochastic method under the IVIF environment based on

the SPA theory. Garg and Kumar [35] introduced power

geometric operators based on the CNs of IFS. Su et al. [36]

developed a groundwater quality assessment and prediction

model based on SPA and Markov chain theory, in which

SPA was used to measure groundwater quality.

The literature listed above shows that there are several

algorithms that address the problem of MAGDM. How-

ever, all these studies are valid considering that the expo-

nent of the numbers is a real number of unit length and

therefore, not applicable under the cases where the expo-

nents are interval numbers. To address this, some expo-

nential operation laws (EOLs) [37–40] were developed by

the researchers under the manifold fuzzy environment. For

example, in [37, 38], the authors developed an algorithm to

solve the DMPs using EOLs for IFS and IVIFS features.

Garg [39] presented algorithms for solving the DMPs by

proposing EOLs for IVPFS, while Peng et al. [40] extended

them to q-rung orthopair fuzzy sets (q-ROFSs). Recently,

some generalized and compensating operators were
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developed by Garg and Rani [41] for complex IFS. All

these theories are well suited for DMPs with IVIFS or

IVPFS, but they are not able to deal with IVq-ROFS

properties.

Another hurdle covered in MAGDM is ranking the

given objects by selecting the appropriate defuzzification

method such as score or accuracy. From the study, that the

existing score functions under IVIFS [12] or IVPFS [5, 6]

may give undesirable results (see Table 1) to rank the

numbers. Therefore, there is a need to present a novel

ranking function for them, which not only overcomes the

weakness of the existing studies but also provides some

advantages for ranking the interval numbers. Moreover, the

shortcoming of the existing studies [31, 32, 34, 35] with

respect to CNs is that they are limited in access with the

condition aþ biþ cj, where 0� a; b; c� 1 and

aþ bþ c ¼ 1. However, in many practical problems, the

condition aþ bþ c may be [ 1. Therefore, it is necessary

to pay more attention to it by extending the feasible domain

of the problem to describe the information more flexibly

and comprehensively.

Considering all points about IVq-ROFSs and CNs from

SPA, this paper introduces a new notion of q-CN for IVq-

ROFSs with three degrees, namely ‘‘identity (a)’’, ‘‘dis-

crepancy (b)’’ and ‘‘contrary (c)’’ with aq þ bq þ cq ¼ 1.

The main advantage of the presented q-CN is that it

combines the pairs of certainty and uncertainty in a single

place. Moreover, we have given its basic properties for the

study and defined new subtraction and division operations

as well as the score function using the sigmoidal function

to compare the given set. Apart from that, we have repre-

sented the EOLs for the given q-CNs under IVq-ROFSs by

taking an exponent as q-CNs. Based on these operations,

we defined a set of operators to manage the collective

information into one and thus a MAGDM algorithm for

DMPs. Finally, we explain the validation of the proposed

algorithm by comparing its results with some existing

methods and present their advantages. To the best of our

knowledge, no research has been done so far toward the

development of operators under IVq-ROFS environment.

To summarize the entire discussion, the basic objectives

of this article are as follows.

(1) To introduce a new concept called q-CNs for IVq-

ROFSs and to investigate their properties.

(2) To define a new subtraction and division operation

and a sigmoid-based score function by overcoming

the weakness of existing sets under IVq-ROFSs

properties.

(3) Propose new EOLs, operators and their fundamental

relations for the pair of q-CNs.

(4) Design a MAGDM algorithm for solving DMPs

based on the above-stated work.

(5) Validate the work with several numerical examples

and state their advantages.

Table 1 Comparison of score functions

Under IVIFSs Case I Case II Case III Case IV Case V Case VI

I1 ([0.2,0.5], [0.5,

0.2])

([0.2,0.4],

[0.2,0.5])

([0.2,0.4],

[0.2,0.6])

([0.2, 0.8], [0.1,

0.2])

([0.3, 0.7], [0.1,

0.3])

([0.0 0.0], [0.3,

0.4])

I2 ([0.1,0.6], [0.3,

0.4])

([0.1,0.5],

[0.3,0.4])

([0.1,0.5],

[0.3,0.5])

([0.3, 0.7], [0.0,

0.3])

([0.4, 0.6], [0.0,

0.4])

([0.0 0.0], [0.4,

0.5])

Xu [8] I1 �I2 I1 �I2 I1 �I2 I1 �I2 I1 �I2 I1 �I2

Ye [15] I1 �I2 I1 �I2 I1 �I2 I1 �I2 I1 �I2 I1\I2

Nayagam et al.

[16]

I1\I2 I 1 [ I2 I1 �I2 I1\I2 I1 �I2 I1 [ I2

Garg [12] I1 [ I 2 I 1 [ I2 I 1 [ I 2 I1\I2 I 1\I 2 I1 �I2

Proposed I1\I2 I 1\I2 I 1\I 2 I1 [ I 2 I 1 [ I2 I1 [ I2

Under IVPFSs Case I Case II Case III Case IV Case V

I1 ([0.0, 0.5],[0.1, 0.7]) ([0.1, 0.2], [0.4, 0.5]) ([0.5, 0.6], [0.5, 0.6]) ([0, 1], [0, 0]) ([0, 0], [0.3, 0.4])

I2 ([0.3, 0.4],[0.5, 0.5]) ([0.1,0.2], [1=
ffiffiffiffiffi

20
p

, 0.6]) ([0.3, 0.4], [0.3, 0.4]) ([0, 0], [1, 1]) ([0, 0], [0.4, 0.5])

Peng and Yang [5] I1 �I2 I1 �I2 I1 �I2 I 1 [ I2 I1 [ I2

Garg [6] I1 [ I 2 I1\I 2 I1 [ I 2 I1 �I2 I1\I2

Garg [17] I1 [ I 2 I1\I 2 I1 �I2 I 1 [ I2 I1 [ I2

Garg [18] I1 [ I 2 I1\I 2 I1 [ I 2 I 1 [ I2 I1 �I2

Proposed I1 [ I 2 I1 [ I 2 I1 [ I 2 I 1 [ I2 I1 [ I2

� represent ‘‘equal’’; the bold values denotes undesirable results
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The remainder of the article is as follows. In Sect. 2, a basic

notation is given about the existing studies. In Sect. 3, the

concept of q-CN and the score function are introduced. In

Sect. 4, new subtraction, division and EOL operators are

introduced, along with their aggregation operators, and

their properties are studied. In Sect. 5, an algorithm based

on MAGDM problems is presented based on the proposed

aggregation operators and demonstrated with several

numerical examples. The superiority of the approach is

explained in Section 6. Finally, a concluding remark is

given in Sect. 7.

2 Preliminaries

In this section, we review some basic notions about the

existing studies on the set U.

Definition 1 [3] An IVIFS I in U is defined as

I ¼ fðu; #I ðuÞ;uI ðuÞÞ j u 2 Ug; ð1Þ

where #I ðuÞ ¼ ½#I ðuÞ; #I ðuÞ� � ½0; 1� and uI ðuÞ ¼
½uI ðuÞ, uI ðuÞ� � ½0; 1� describe the membership degrees

(MDs) and non-membership degrees (NMDs) such that

0�#I ðuÞ ? uI ðuÞ� 1 for all u 2 U. For accessibility, a

pair I ¼ ð½#I ; #I �; ½uI ;uI �Þ is called an interval-valued

intuitionistic fuzzy number (IVIFN) with the requirement

that ½#I ; #I �, ½uI ;uI � � ½0; 1� and #I þ uI � 1.

Definition 2 [5, 6] An IVPFS P is stated as

P ¼ fðu; #PðuÞ;uPðuÞÞ j u 2 Ug ð2Þ

where #PðuÞ ¼ ½#PðuÞ; #PðuÞ� � ½0; 1� and uPðuÞ ¼
½uPðuÞ;uPðuÞ� � ½0; 1� with 0�#

2

PðuÞ þ u2
PðuÞ� 1 for all

u 2 U. We call P ¼ ð½#; #�; ½u;u�Þ as IVPFN (‘‘interval-

valued Pythagorean fuzzy number’’).

Definition 3 [20] An IVq-ROFSs Q on U is stated as

Q ¼ fðu; #QðuÞ;uQðuÞÞ j u 2 Ug; ð3Þ

where #QðuÞ ¼ ½#QðuÞ; #QðuÞ� � ½0; 1� and uQðuÞ ¼
½uQðuÞ;uQðuÞ� � ½0; 1� with 0�#

q

QðuÞ þ uq
QðuÞ� 1 for all

u 2 U. We call Q ¼ ð½#; #�; ½u;u�Þ as IVq-ROFN (‘‘inter-

val-valued q-rung orthopair fuzzy number’’) with #
q þ

uq � 1 for q� 1 and an integer.

Remark 1 From Definition 3, we see that

(1) If q ¼ 1, then it becomes Definition 1.

(2) If q ¼ 2, then it becomes Definition 2.

Definition 4 [20] The score function S of Q ¼
ð½#; #�; ½u;u�Þ is defined as

SðQÞ ¼ ð#q þ #
q � uq � uqÞ=2; ð4Þ

and H (‘‘an accuracy function’’) is

HðQÞ ¼ ð#q þ #
q þ uq þ uqÞ=2 ð5Þ

Definition 5 A relation between two IVq-ROFNs I and J
written by I	J holds, if either i) SðIÞ[ SðJ Þ, or ii)

SðIÞ ¼ SðJ Þ and HðIÞ[HðJ Þ satisfy.

Definition 6 [24] A pair of sets Y between the two sets P
and Q is denoted by YðP;QÞ and the CN for a problem W
written by CnðY;WÞ is defined as

Cn ¼ ðL=FÞ þ ðM=FÞiþ ðN =FÞj ð6Þ

where F is the ‘‘total number of features’’ in which L, M
and N represent the ‘‘identity’’, ‘‘discrepancy’’ and ‘‘con-

trary’’ features. Equation (6) can also be written as Cn ¼
aþ biþ cj; where a ¼ L=F , b ¼ M=F and c ¼ N =F
denote the ‘‘identity’’, ‘‘discrepancy’’ and ‘‘contrary’’

degrees such that 0� a; b; c� 1 and aþ bþ c ¼ 1. Fur-

thermore, i 2 ½�1; 1� and j are the ‘‘discrepancy coeffi-

cient’’ and ‘‘coefficients of contrary’’ degrees, respectively.

3 Proposed q-CN for IVq-ROFS

This section discusses the concept of q-CN for IVq-ROFS

with q� 1 2 N. Moreover, we propose the novel score

function to rank them.

3.1 Concept of q-CN

In this section, we introduce the notion of q-connection

number set (q-CNS) for the given IVq-ROFS. To do so, we

first consider two IVq-ROFSs I and J such that SðIÞ 6¼
SðJ Þ and HðIÞ 6¼ HðJ Þ, then the q-CNS is defined as

Definition 7 A q-CNS with q� 1 corresponding to IVq-

ROFS I ¼ fðut; ½#I ðutÞ; #I ðutÞ�, ½uI ðutÞ, uI ðutÞ�Þ j ut 2
Ug is defined as

Cn ¼ fðut; aI ðutÞ þ bI ðutÞiþ cI ðutÞjÞ j ut 2 Ug; ð7Þ

where for each ut 2 U,
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aI ¼ #q
I þ #

q

I
2

 !1=q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 �
uq
I þ uq

I
2

q

s

;

bI ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 þ 1 � #q
I � #

q

I
� �

� 1 � uq
I � uq

I

� �

2

q

v

u

u

t

;

and cI ¼
uq
I þ uq

I
2

 !1=q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 � #q
I þ #

q

I
2

q

s

such that aqI þ bqI þ cqI ¼ 1 and 0� aI ; bI ; cI � 1, q� 1 2
N for all ut 2 U.

If in a given situation, for two different q-ROFSs I and

J , it holds that SðIÞ ¼ SðJ Þ, we construct the q-CNS by

uniting the degree of hesitation and define as follows.

Definition 8 If I ¼ fðut; ½#I ðutÞ; #I ðutÞ�; ½uI ðutÞ;
uI ðutÞ�Þ j ut 2 Ug be IVq-ROFS, then q-CNS corre-

sponding to I is given as follows Cn ¼ fðut; aI ðutÞ þ
bI ðutÞiþ cI ðutÞjÞ j ut 2 Ug; where

aI ¼
#q
I 1 � #

q

I � uq
I

� �

þ #
q

I 1 � #q
I � uq

I

� �

2

0

@

1

A

1=q




ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 �
uq
I þ uq

I
2

q

s

cI ¼
uq
I 1 � #

q

I � uq
I

� �

þ uq
I 1 � #q

I � uq
I

� �

2

0

@

1

A

1=q




ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 � #q
I þ #

q

I
2

q

s

bI ¼ 1 � aqI � cqI
� �1=q

Here pI ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 � #
q

I � uq
I

q

q

and pI ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 � #q
I � uq

I
q

q

are

the degrees of hesitancies.

To justify the above q-CNSs are valid or not, we see in

the following result.

Theorem 1 For an IVq-ROFS, the set described in Defi-

nition 7 is a q-CNS.

Proof To ascertain whether the set given in Eq. (7) is a q-

CNS or not for the IVq-ROFS I ¼ fðut; ½#I ðutÞ; #I ðutÞ�,
½uI ðutÞ, uI ðutÞ�Þ j ut 2 Ug, we check the following two

conditions:

(P1) 0� aI ðutÞ; bI ðutÞ; cI ðutÞ� 1.

(P2) aqI ðutÞ þ bqI ðutÞ þ cqI ðutÞ ¼ 1 for all ut.

Since I is IVq-ROFS which implies that #I ðutÞ, #I ðutÞ,
uI ðutÞ, uI ðutÞ 2 ½0; 1� and #

q

I ðutÞ þ uq
I ðutÞ� 1 for all

ut 2 U. Then, we have

(P1) For given #I , #I , uI , uI , we have
#q
Iþ#

q

I
2

;
uq
I
þuq

I
2

2

½0; 1� and hence
#q
Iþ#

q

I
2

� �1=q

,

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 � uq
Iþuq

I
2

q

q

2 ½0; 1�.

Thus, we get aI 2 ½0; 1�. Similarly, we obtain

cI 2 ½0; 1�. Further, 0�#q
I þ #

q

I � 2 and 0�uq
I þ

uq
I � 2 which implies that �1� 1 � #q

I � #
q

I � 1

and �1� 1 � uq
I þ uq

I � 1. Hence, bI ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ 1�#q
I�#

q

Ið Þ� 1�uq
I�uq

Ið Þ
2

q

r

2 ½0; 1�. Thus, P1) exists.

(P2) By Eq. (7), we have

aqI þ bqI þ cqI ¼ #q
I þ #

q

I
2

 !

1 �
uq
I þ uq

I
2

 !

þ
1 þ 1 � #q

I � #
q

I
� �

� 1 � uq
I � uq

I

� �

2

¼
#q
I þ #

q

I þ uq
I þ uq

I
2

�
ð#q

I þ #
q

I Þðuq
I þ uq

I Þ
2

þ
1 þ 1 � #q

I � #
q

I
� �

� 1 � uq
I � uq

I

� �

2
¼ 1:

) P2) exists.

h

Theorem 2 The set defined in Definition 8 is also a q-CNS.

Proof Obtained similarly from above theorem. h

To demonstrate the above definition more surely, con-

sider an example as follows.

Example 1 Let I ¼ ð½0:6; 0:7�; ½0:2; 0:4�Þ and J =([0.4,

0.6], [0.3, 0.4]) be two IVq-ROFNs with q ¼ 2. Since

SðIÞ ¼ 0:62þ0:72�0:22�0:42

2
¼ 0:3250 and SðJ Þ ¼

0:42þ0:62�0:32�0:42

2
¼ 0:1350 and we get SðIÞ 6¼ SðJ Þ. For I ,

the values of aI , bI and cI are computed by Definition 7 as

aI ¼ 0:62 þ 0:72

2

� �1=2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 � 0:22 þ 0:42

2

r

¼ 0:6185;

bI ¼ 1 þ ð1 � 0:62 � 0:72Þð1 � 0:22 � 0:42Þ
2

� �1=2

¼ 0:7483;

and cI ¼ 0:22 þ 0:42

2

� �1=2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 � 0:62 þ 0:72

2

r

¼ 0:2398:

and get CnI ¼ 0:6185 þ 0:7483iþ 0:2398j. Similarly, q-

CN of J is CnJ ¼ 0:4770 þ 0:8246iþ 0:3041j.

Example 2 Let I ¼ ð½0:3; 0:4�; ½0:4; 0:5�Þ and J =([0.2,

0.3], [0.35, 0.35]) be two IVq-ROFN with q ¼ 1 such that

SðIÞ ¼ SðJ Þ. Hence, for I and by Definition 8, we can

construct the q-CNs as CnI ¼ 0:0412 þ 0:8970iþ 0:0617j
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and similarly for J , we have CnJ ¼
0:0666 þ 0:8284iþ 0:1050j.

Example 3 Let I ¼ ð½0; 0:5�; ½0:1; 0:7�Þ and J =([0.3, 0.4],

[0.5, 0.5]) be two IVq-ROFNs with q ¼ 2. Then, clearly

seen that SðIÞ ¼ SðJ Þ ¼ �0:1250. Thus, by Definition 8,

the q-CNs for given pairs are constructed as CnI ¼
0:3047 þ 0:8330iþ 0:4619j and CnJ ¼ 0:2440 þ
0:8965iþ 0:3698j.

Definition 9 For two CNSs Cn ¼ fu; aCðuÞ þ bCðuÞiþ
cCðuÞj j u 2 Ug and

Dn ¼ fu; aDðuÞ þ bDðuÞiþ cDðuÞj j u 2 Ug, we have

(i) Cn � Dn if aCðuÞ� aDðuÞ, bCðuÞ� bDðuÞ,
cCðuÞ� cDðuÞ.

(ii) Cn ¼ Dn if aCðuÞ ¼ aDðuÞ, cCðuÞ ¼ cDðuÞ.

3.2 A new score function

In order to make a clear decision in our modern life, it is

necessary to consider simultaneously the identity and

contrary degrees in the analysis. Furthermore, it is obvious

that for q-CN Cn ¼ aI þ bI iþ cI j corresponding to IVq-

ROFN I , a more likely decision to support the statement if

aI [ cI while if aI\cI then will have an opposite effect

on the decision. It will thus be necessary to include the

degree of indeterminacy bI in the analysis, which will

show the influence of the degrees on the decision. To this

end, one has taken an S-shaped sigmoidal function f ðxÞ ¼
ex

1þex and defined the score function for q-CN of IVq-ROFN

I as follows:

Definition 10 For q-CN CnI ¼ aI þ bI iþ cI j, a score

function is defined as

SðCnI Þ ¼ aqI � cqI
� �

þ ea
q
I�cqI

1 þ ea
q
I�cqI

� 1

2

 !

bqI ð8Þ

Definition 11 For two q-CNs Cn1 and Cn2, an order rela-

tion between them, denoted by Cn1	Cn2, is defined if

either one of the conditions satisfies (i) SðCn1Þ[SðCn2Þ or

(ii) if SðCn1Þ ¼ SðCn2Þ and b1\b2.

Proposition 1 For a q-CN CnI ¼ aI þ bI iþ cI j, SðCnI Þ
monotonically increases with respect to aI and monoton-

ically decreases with respect to bI .

Proof Differentiate S with respect to aI and cI , we can

get

oS
oaI

¼ qaq�1
I

3

2
þ ea

q
I�cqI

1 þ ea
q
I�cqI

� �2
bqI � ea

q
I�cqI

1 þ ea
q
I�cqI

" #

oS
ocI

¼ �qcq�1
I

1

2
þ ea

q
I�cqI

1 þ ea
q
I�cqI

� �2
bqI þ ea

q
I�cqI

1 þ ea
q
I�cqI

" #

Since e
a
q
I �c

q
I

1þe
a
q
I �c

q
I

� �2 b
q
I � 0 and e

a
q
I �c

q
I

1þe
a
q
I �c

q
I
bqI 2 ½0; 1�, we can have

oS
oaI

� 0 and oS
ocI

� 0. Consequently, we get the desired

result. h

Proposition 2 For a q-CN Cn ¼ aþ biþ cj, a proposed

function SðCnÞ satisfies:

(1) �1�SðCnÞ� 1.

(2) SðCnÞ ¼ 1 iff Cn ¼ 1 and SðCnÞ ¼ �1 iff Cn ¼ 1j.

Proof

(1) For a q-CN Cn ¼ aþ biþ cj such that 0� a; b; c� 1

and aq þ bq þ cq ¼ 1 and the property of S-shaped

function, we have �1
2
� ea

q�cq

1þea
q�cq � 1

2
� 1

2
which gives

�1
2
bq � ea

q�cq

1þea
q�cq � 1

2

� �

bq � 1
2
bq and hence aq � cqþ

�1
2
bq � aq � cq þ ea

q�cq

1þea
q�cq � 1

2

� �

bq � aq � cq þ 1
2
bq.

Also, �1 ¼ �aq � bq � cq � aq � cq � 1
2
bq and aq �

cq þ 1
2
bq � aq þ bq þ cq ¼ 1 and consequently, we

have �1�SðCnÞ� 1.

(2) Using the monotonicity of the score function

described in Proposition 1, we can easily conclude

that SðCnÞ reaches the maximum value at a ¼ 1 and

c ¼ 0 and the minimum value at a ¼ 0 and c ¼ 1.

Thus, we consequently have SðCnÞ ¼ 1 iff Cn ¼ 1

and SðCnÞ ¼ �1 iff Cn ¼ 1j.

h

Proposition 3 Let Cn ¼ aþ biþ cj be a q-CN and

Cnc ¼ cþ biþ aj, then SðCncÞ ¼ �SðCnÞ.

Proof Consider a function f ðxÞ ¼ ex

1þex � 1
2

which is sym-

metrical about origin and hence f ð�xÞ ¼ �f ðxÞ. Thus, by

taking x ¼ aq � cq, we get e�aqþcq

1þe�aqþcq � 1
2
¼ � ea

q�cq

1þea
q�cq þ 1

2

which implies that �aq þ cq þ e�aqþcq

1þe�aqþcq � 1
2

� �

bq ¼ �aq þ

cq þ � ea
q�cq

1þea
q�cq þ 1

2

� �

bq and hence SðCncÞ ¼ �SðCnÞ.
h

To examine the applicability of the proposed S for

ranking the IVq-ROFNs, several numbers are taken and

their results are presented in comparison with the existing

functions in Table 1. Thus, we conclude that the proposed

function can overcome the shortcomings of the existing

score functions defined under IVIFSs [8, 12, 15, 16] and

13942 Neural Computing and Applications (2021) 33:13937–13963

123



IVPFS [5, 6, 17, 18]. Therefore, the proposed S is more

reliable and valid to solve the DMPs.

4 Exponential operational laws
and operators for q-CNs

In this section, as a supplement of the existing operators,

we introduce the new q-exponential operation laws (EOLs)

and operators over q-CNs, in which the bases f are real

positive numbers and the exponents are q-CNs.

4.1 New exponential operational laws

Definition 12 For a given q-CNS

Cn ¼ fðut; aðutÞ þ bðutÞiþ cðutÞjÞ j ut 2 Ug, the q-EOL of

the q-CN Cn has the following form:

fCn

¼

ut;

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

f1�aqðutÞq

q

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

fc
qðutÞ � fb

qðutÞþcqðutÞq

q

i

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 � fc
qðutÞq

q

j

0

B

@

1

C

A

j ut 2 U

8

>

<

>

:

9

>

=

>

;

; f 2 ð0; 1Þ

ut;

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

f

� �1�aqðutÞ
q

s

þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

f

� �cqðutÞ
� 1

f

� �bqðutÞþcqðutÞ
q

s

i

þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 � 1

f

� �cqðutÞ
q

s

j

0

B

B

B

B

B

@

1

C

C

C

C

C

A

j ut 2 U

8

>

>

>

>

>

<

>

>

>

>

>

:

9

>

>

>

>

>

=

>

>

>

>

>

;

; f� 1

8

>

>

>

>

>

>

>

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

>

>

>

>

>

>

>

:

Definition 13 For a q-CN Cn ¼ aþ biþ cj, the q-EOL of

Cn is defined as

fCn ¼
ffiffiffiffiffiffiffiffiffiffi

f1�aqq
p

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

fc
q � fb

qþcqq
p

iþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 � fc
qq

p

j ; f 2 ð0; 1Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

f

� �1�aq
q

s

þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

f

� �cq

� 1

f

� �bqþcq
q

s

iþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 � 1

f

� �cq
q

s

j ; f� 1

8

>

>

>

>

<

>

>

>

>

:

We can easily prove that fCn is also q-CN.

(1) For a q-CN Cn ¼ aþ biþ cj with 0� a; b; c� 1 and

aq þ bq þ cq ¼ 1. Consider the case when f 2 ð0; 1Þ
then

ffiffiffiffiffiffiffiffiffiffi

f1�aqq
p

� �q

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

fc
q � fb

qþcqq
p

� �q

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 � fc
qq

p

� �q

¼ f1�aq þ fc
q � fb

qþcq þ 1 � fc
q ¼

f1�aq � fb
qþcq þ 1 ¼ 1

(2) When f� 1 then 1=f 2 ð0; 1Þ and hence it is also q-

CN.

Remark 2 It should be noted here that the operations

defined as Cnk and fCn are entirely different. In the first

operation, the base is a q-CN, while in the second opera-

tion, the base is a real number. Moreover, in the first

operation, the exponent is a real number, while in the

second operation, it is a CN. In other words, we can say

that the position of CN and the real number changes in the

proposed operations.

Remark 3 It is clear from Definition 13 that when f 2
ð0; 1Þ then fCn increases along with the increase in f. Thus,

we have obtained the following special values of fCn.

(1) If f ¼ 1; then fCn ¼ 1 þ 0iþ 0j.

(2) If Cn ¼ 1 þ 0iþ 0j, then fCn ¼
ffiffiffiffiffiffiffiffiffiffi

f1�aqq
p

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

fc
q � fb

qþcqq
p

i ?
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 � fc
qq

p

j ¼ 1 þ 0iþ 0j.

(3) If Cn ¼ 0 þ 0iþ 1j, then fCn ¼
ffiffiffiffiffiffiffiffiffiffi

f1�aqq
p

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

fc
q � fb

qþcqq
p

i ?
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 � fc
qq

p

j ¼
ffiffiffi

fq
p

þ 0iþ
ffiffiffiffiffiffiffiffiffiffiffi

1 � fq
p

j.

From the point (1), if f ¼ 1, we always get the largest q-

CN given as 1 þ 0iþ 0j, no matter what value Cn we take.

Similarly, in point (2), if we set q-CN as the largest CN,

then after applying the q-EOL, we always get the largest q-

CN fCn ¼ 1 þ 0iþ 0j, no matter what value we take for the

real number f. However, in (3), for the smallest q-CN

Cn ¼ 0 þ 0iþ 1j, we have fCn ¼
ffiffiffi

fq
p

þ 0iþ
ffiffiffiffiffiffiffiffiffiffiffi

1 � fq
p

j which

shows that it depends on a real parameter f. Moreover, it

clearly shows that the larger the value of f, the larger the

value of fCn.
Next, we discuss the properties of EOL-q-CNs for the

case when f 2 ð0; 1Þ and similarly we can obtain for f� 1.

Proposition 4 Let Cnk, k ¼ 1; 2; 3 be three q-CNs and f 2
ð0; 1Þ be a real number, then

(1) fCn1 � fCn2 ¼ fCn2 � fCn1 .

(2) fCn1 � fCn2 ¼ fCn2 � fCn1 .

(3) fCn1 � fCn2
� �

� fCn3 ¼ fCn1 � fCn2 � fCn3
� �

.

(4) fCn1 � fCn2
� �

� fCn3 ¼ fCn1 � fCn2 � fCn3
� �

.

Proof It is trial. h

Let Cn1 and Cn2 be two q-CNs with q� 1 formulated

either by Definitions 7 or 8 accordingly whether score

values are equal or not, then we define some operation

between them as follows.

Definition 14 Let Cn1 ¼ a1 þ b1iþ c1j and Cn2 ¼ a2 þ
b2iþ c2j be two q-CNs over IVq-ROFSs with q� 1. Then,

the operations on them are stated as

(i) Cn1 � Cn2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

aq1 þ cq1
� �

aq2 þ cq2
� �

� cq1c
q
2

q

q

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 � 1 � bq1
� �

1 � bq2
� �

q

q
� �

iþ c1c2j
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(ii)
Cn1 � Cn2 ¼ a1a2 þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 � 1 � bq1
� �

1 � bq2
� �

q

q

� �

i

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

aq1 þ cq1
� �

aq2 þ cq2
� �

� aq1a
q
2

q

q
� �

j

(iii) kCn1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

aq1 þ cq1
� �k� cq1

� �kq

q

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 � 1 � bq1
� �kq

q

� �

iþ ck1j

(iv) Cnk1 ¼ ak1 þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 � 1 � bq1
� �kq

q

� �

i

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

aq1 þ cq1
� �k� aq1

� �kq

q

� �

j

where k[ 0 is a real number.

Definition 15 For two q-CNs Cn1 ¼ a1 þ b1iþ c1j and

Cn2 ¼ a2 þ b2iþ c2j, the subtraction and division opera-

tions are defined under the restriction that.

(1) Cn1øCn2 ¼ a1

a2

þ bq1 � bq2
1 � bq2

� �1=q

iþ aq2c
q
1 � aq1c

q
2

aq2ða
q
2 þ cq2Þ

� �1=q

j,

provided a2; c1 6¼ 0; a1 � min a2;
c1a2

c2

n o

, b1 � b2.

(2) Cn1 
 Cn2 ¼ cq2a
q
1 � cq1a

q
2

cq2ða
q
2 þ cq2Þ

� �1=q

þ bq1 � bq2
1 � bq2

� �1=q

iþ
c1

c2

j, provided a1; c2 6¼ 0; c1 � min c2;
a1c2

a2

n o

, b1 � b2.

Theorem 3 Let Cn1 and Cn2 be two q-CNs, f 2 ð0; 1Þ and
j[ 0 be real numbers. Then

(1) j fCn1 � fCn2
� �

¼ jfCn1 � jfCn2

(2) fCn1 � fCn2
� �j¼ fCn1

� �j� fCn2
� �j

(3) j fCn1 
 fCn2
� �

¼ jfCn1 
 jfCn2 , provided a1; c2 6¼ 0;

c1 � min c2;
a1c2

a2

n o

, b1 � b2.

(4) fCn1øfCn2
� �j¼ fCn1

� �j
ø fCn2
� �j

, provided a2; c1 6¼ 0;

a1 � min a2;
c1a2

c2

n o

, b1 � b2.

Proof Let Cnk ¼ ak þ bkiþ ckj ðk ¼ 1; 2Þ be two q-CNs

and f 2 ð0; 1Þ.

(1) By operations defined in Definition 14, we get

fCn1 � fCn2

¼ f1�aq
1 þ 1 � fc

q
1

� �

f1�aq
2 þ 1 � fc

q
2

� ��

� 1 � fc
q
1

� �

1 � fc
q
2

� ��1=q

þ 1 � 1 � fc
q
1 þ fb

q
1
þcq

1

� �

1 � fc
q
2 þ fb

q
2
þcq

2

� �� �1=q

i

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 � fc
q
1

q

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 � fc
q
2

q

q
� �

j

and

j fCn1 � fCn2
� �

¼ f1�aq
1 þ 1 � fc

q
1

� �j
f1�aq

2 þ 1 � fc
q
2

� �j�

� 1 � fc
q
1

� �j
1 � fc

q
2

� �j�1=q

þ 1 � 1 � fc
q
1 þ fb

q
1
þcq

1

� �j
1 � fc

q
2 þ fb

q
2
þcq

2

� �j� �1=q

i

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 � fc
q
1

q

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 � fc
q
2

q

q
� �j

j

¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

f1�aq
1 þ 1 � fc

q
1

� �j
� 1 � fc

q
1

� �j
q

r

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 � 1 � fc
q
1 þ fb

q
1
þcq

1

� �kq

r

i

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 � fc
q
1

q

q
� �j

j

0

B

B

B

@

1

C

C

C

A

�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

f1�aq
2 þ 1 � fc

q
2

� �j
� 1 � fc

q
2

� �j
q

r

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 � 1 � fc
q
2 þ fb

q
2
þcq

2

� �kq

r

i

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 � fc
q
2

q

q
� �j

j

0

B

B

B

@

1

C

C

C

A

¼ jfCn1 � jfCn2

(4) By using Definition 15 for q-CNs Cnk’s, we have

fCn1øfCn2 ¼ f1�aq
1

f1�aq
2

 !1=q

þ fc
q
1 � fb

q
1
þcq

1 � fc
q
2 þ fb

q
2
þcq

2

1 � fc
q
2 þ fb

q
2
þcq

2

 !1=q

i

þ
f1�aq

2 1 � fc
q
1

� �

� f1�aq
1 1 � fc

q
2

� �

f1�aq
2 f1�aq

2 þ 1 � fc
q
2

� �

0

@

1

A

1=q

j

Thus,
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fCn1øfCn2
� �j¼

ffiffiffiffiffiffiffiffiffiffi

f1�aq
1

f1�aq
2

q

s

0

@

1

A

j

þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 � 1 � fc
q
1 � fb

q
1
þcq

1 � fc
q
2 þ fb

q
2
þcq

2

1 � fc
q
2 þ fb

q
2
þcq

2

 !j
q

v

u

u

t i

þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

f1�aq
1

f1�aq
2

þ fc
q
1 � fb

q
1
þcq

1 � fc
q
2 þ fb

q
2
þcq

2

1 � fc
q
2 þ fb

q
2
þcq

2

 !j

� f1�aq
1

f1�aq
2

 !j
q

v

u

u

t j

¼

ffiffiffiffiffiffiffiffiffiffi

f1�aq
1

f1�aq
2

q

s

0

@

1

A

j

þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 � fc
q
2 þ fb

q
2
þcq

2

� �j
� 1 � fc

q
1 þ fb

q
1
þcq

1

� �j

1 � fc
q
2 þ fb

q
2
þcq

2

� �j
q

v

u

u

u

t i

þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

f1�aq
1 þ 1 � fc

q
1

1 � fc
q
2 þ f1�aq

2

 !j

� f1�aq
1

f1�aq
2

 !j
q

v

u

u

t j

¼

ffiffiffiffiffiffiffiffiffiffi

f1�aq
1

f1�aq
2

q

s

0

@

1

A

j

þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 � fc
q
2 þ fb

q
2
þcq

2

� �j
� 1 � fc

q
1 þ fb

q
1
þcq

1

� �j

1 � fc
q
2 þ fb

q
2
þcq

2

� �j
q

v

u

u

u

t i

þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

f1�aq
2

� �j
f1�aq

1 þ 1 � fc
q
1

� �j
� f1�aq

1

� �j
f1�aq

2 þ 1 � fc
q
2

� �j

f1�aq
2

� �j
f1�aq

1 þ 1 � fc
q
1

� �j
q

v

u

u

u

t j

¼ fCn1
� �j

ø fCn2
� �j

Hence, fCn1øfCn2
� �j¼ fCn1

� �j
ø fCn2
� �j

.

h

Theorem 4 Let Cn be q-CN and j1; j2 [ 0, f 2 ð0; 1Þ are
real numbers, then

(1) j1f
Cn � j2f

Cn ¼ ðj1 þ j2ÞfCn.
(2) fCn

� �j1� fCn
� �j2¼ fCn

� �j1þj2

(3) j1f
Cn 
 j2f

Cn ¼ ðj1 � j2ÞfCn iff j1 � j2

(4) fCn
� �j1

ø fCn
� �j2¼ fCn

� �j1�j2
iff j1 � j2.

Proof For a EOL-q-CN fCn ¼
ffiffiffiffiffiffiffiffiffiffi

f1�aqq
p

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

fc
q � fb

qþcqq
p

iþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 � fc
q

p

j. For real j1; j2 [ 0,

(2) By Definition 14, we have

fCn
� �j1� fCn

� �j2¼
ffiffiffiffiffiffiffiffiffiffi

f1�aqq

q

� �j1
ffiffiffiffiffiffiffiffiffiffi

f1�aqq

q

� �j2

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 � 1 � fc
q þ fb

qþcq
� �j1

1 � fc
q þ fb

qþcq
� �j2q

q

i

þ f1�aq þ 1 � fc
q� �j1 f1�aq þ 1 � fc

q� �j2
h

� f1�aq
� �j1 f1�aq

� �j2
i1=q

j

¼
ffiffiffiffiffiffiffiffiffiffi

f1�aqq

q

� �j1þj2

þ 1 � 1 � fc
q þ fb

qþcq
� �j1þj2

� �1=q

i

þ f1�aq þ 1 � fc
q� �j1þj2� f1�aq

� �j1þj2
� �1=q

j

¼ fCn
� �j1þj2

(4) By Definition 15, we get

fCn
� �j1

ø fCn
� �j2

¼

ffiffiffiffiffiffiffiffiffiffi

f1�aqq
p

� �j1

ffiffiffiffiffiffiffiffiffiffi

f1�aqq
p

� �j2

þ
1 � fc

q þ fb
qþcq

� �j2� 1 � fc
q þ fb

qþcq
� �j1

1 � fc
q þ fb

qþcq
� �j2

 !1=q

i

þ

f1�aq
� �j2 f1�aq þ 1 � fc

q� �j1� f1�aq
� �j1

h i

� f1�aq
� �j1 f1�aq þ 1 � fc

q� �j2� f1�aq
� �j2

h i

f1�aq
� �j2 f1�aq þ 1 � fc

q� �j2

0

B

B

B

B

B

B

B

B

@

1

C

C

C

C

C

C

C

C

A

1=q

j

¼
ffiffiffiffiffiffiffiffiffiffi

f1�aqq

q

� �j1�j2

þ 1 � 1 � fc
q þ fb

qþcq
� �j1�j2

� �1=q

i

þ
f1�aq
� �j2 f1�aq þ 1 � fc

q� �j1� f1�aq
� �j1 f1�aq þ 1 � fc

q� �j2

f1�aq
� �j2 f1�aq þ 1 � fc

q� �j2

 !1=q

j

¼
ffiffiffiffiffiffiffiffiffiffi

f1�aqq

q

� �j1�j2

þ 1 � 1 � fc
q þ fb

qþcq
� �j1�j2

� �1=q

i

þ f1�aq þ 1 � fc
q� �j1�j2� f1�aq

� �j1�j2
� �1=q

j

¼ fCn
� �j1�j2

h

Theorem 5 Let Cnk, k ¼ 1; 2 be two q-CNs and f 2 ð0; 1Þ
then

(1) fCn1 
 fCn2
� �

� fCn2 ¼ fCn1 , provided a1; c2 6¼ 0;

c1 � min c2;
a1c2

a2

n o

, b1 � b2.

(2) fCn1øfCn2
� �

� fCn2 ¼ fCn1 provided a2; c1 6¼ 0;

a1 � min a2;
c1a2

c2

n o

, b1 � b2.

4.2 Proposed Exponential operators for q-CNs

Based on the EOLs, as defined in Definition 13, we define

new exponential operators, for q-CNs Cn ¼ aþ biþ cj

derived either by using Definitions 7 or 8 for IV-q-ROFS.

Let X be family of q-CNs.

Definition 16 For ‘‘n’’ q-CNs and real fk 2 ð0; 1Þ. A

q-CNWEA : Xn ! X is defined as

q-CNWEAðCn1; Cn2; . . .; CnnÞ

¼ x1 fCn1

1

� �

� x2 fCn2

2

� �

� . . .� xn fCnnn

� � ð9Þ

and called as q-CN weighted exponential average operator,

where xk [ 0;
Pn

k¼1 xk ¼ 1 is the vector of fkð ÞCnk .

Theorem 6 For a collection of ‘‘n’’ q-CNs

Cnk ¼ ak þ bkiþ ckj, the aggregated value by using q-

CNWEA operator is also q-CN, where
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Proof Let q-CN Cnk ¼ ak þ bkiþ ckj with aqk þ bqk þ cqk ¼
1 and fk 2 ð0; 1Þ be a real number. By Definition 13, we

have

fCnkk ¼
ffiffiffiffiffiffiffiffiffiffi

f
1�aq

k

k

q

q

þ f
cq
k

k � f
bq
k
þcq

k

k

� �1=q

iþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 � f
cq
k

k

q

q

j

For real xk [ 0, and by Definition 14, we have

xk fCnkk

� �

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

f
1�aq

k

k þ 1 � f
cq
k

k

� �xk

� 1 � f
cq
k

k

� �xkq

r

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 � 1 � f
cq
k

k þ f
bq
k
þcq

k

k

� �xkq

r

iþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 � f
cq
k

k

q

q
� �xk

j

which implies that

a
n

k¼1
xk fCnkk

� �

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Y

n

k¼1

f
1�aq

k

k þ 1 � f
cq
k

k

� �xk

�
Y

n

k¼1

1 � f
cq
k

k

� �xkq

s

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 �
Y

n

k¼1

1 � f
cq
k

k þ f
bq
k
þcq

k

k

� �xkq

s

i

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Y

n

k¼1

1 � f
cq
k

k

� �xkq

s

j

which is the desired result. h

Example 4 Let I1=([0.3, 0.4], [0.3, 0.5]), I 2=([0.2, 0.4],

[0.4, 0.5]), I3=([0.6, 0.7], [0.4, 0.5]) and I4=([0.5, 0.6],

[0.4, 0.5]) be four IVq-ROFNs with q ¼ 2 and

x ¼ ð0:3; 0:2; 0:1; 0:4Þ. Assume that f1 ¼ 0:2, f2 ¼ 0:5,

f3 ¼ 0:3 and f4 ¼ 0:7 such that fk 2 ð0; 1Þ. To implement

q-CNWEA operator to aggregate the given numbers, we

compute the q-CN for each I k. For it, we firstly compute

the score values of I k and get SðI 1Þ ¼ �0:0450,

SðI1Þ ¼ �0:1050, SðI 1Þ ¼ 0:2200 and SðI 4Þ ¼ 0:1000.

Since SðI1Þ 6¼ SðI2Þ 6¼ SðI3Þ 6¼ SðI4Þ, thus, q-CNs are

derived by Definition 14 and get Cn1 ¼
0:3221 þ 0:8646iþ 0:3857j; Cn2 ¼ 0:2820 þ 0:8579iþ
0:4295j; Cn3 ¼ 0:5813 þ 0:7377iþ 0:3433j; and

Cn4 ¼ 0:4924 þ 0:7843iþ 0:3775j. Now, the terms

Y

4

k¼1

f
1�aq

k

k þ 1 � f
cq
k

k

� �xk

¼ ð0:2Þ1�0:32212

þ 1 � ð0:2Þ0:38572
� �0:2


 ð0:5Þ1�0:28202

þ 1 � ð0:5Þ0:42952
� �0:4


 ð0:3Þ1�0:58132

þ 1 � ð0:3Þ0:34332
� �0:3


 ð0:7Þ1�0:49242

þ 1 � ð0:7Þ0:37752
� �0:1

¼ 0:5969

Y

4

k¼1

1 � f
cq
k

k

� �xk

¼ 1 � ð0:2Þ0:38572
� �0:2


 1 � ð0:5Þ0:42952
� �0:4


 1 � ð0:3Þ0:34332
� �0:3


 1 � ð0:7Þ0:37752
� �0:1

¼ 0:1269

Thus, by Eq. (10), we get q-CNWEAðCn1; Cn2; Cn3; Cn4Þ

¼ 0:5969 � 0:1269ð Þ1=2þ 1 � 0:5969ð Þ1=2iþ 0:1269ð Þ1=2j

¼ 0:6856 þ 0:6349iþ 0:3562j.

Further, if we take f1 ¼ 3, f2 ¼ 2, f3 ¼ 5 and f4 ¼ 4

then
Q4

k¼1
1
fk

� �1�aq
kþ1 � 1

fk

� �cq
k

� �xk

¼ 0:5690 and

Q4
k¼1 1 � 1

fk

� �cq
k

� �xk

¼ 0:1459. Hence, by definition of q-

CNWEA operator, we get q-CNWEAðCn1; Cn2; Cn3;

Cn4Þ ¼ 0:6505 þ 0:6565iþ 0:3819j.

Definition 17 Let Cnk be the collection of ‘‘n’’ q-CNs and

fk be real numbers. A q-CNWEG : Xn ! X is defined as

q-CNWEGðCn1; Cn2; . . .; CnnÞ

¼ fCn1

1

� �x1

� fCn2

2

� �x2

�. . .� fCnnn

� �xn
ð11Þ

and called as q-CN weighted exponential geometric

operator.

ð10Þ
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Theorem 7 For a collection of ‘‘n’’ q-CNs

Cnk ¼ ak þ bkiþ ckj, the value obtained through q-

CNWEG operator is also q-CN, where

Proof Same as Theorem 6. h

Next, we investigate some properties of q-CNWEA

operator by considering f1 ¼ f2 ¼ . . . ¼ fn ¼ f 2 ð0; 1Þ
only here. As similar to this, other cases can be easily

derived.

Proposition 5 For ‘n’ q-CNs Cnk. If Cnk ¼ Cn ¼ aþ biþ
cj for all k, then

q-CNWEAðCn1; Cn2; . . .; CnnÞ ¼ fCn

Proof By Theorem 6, for q-CNs Cnk ¼ Cn ¼ aþ biþ cj

and f 2 ð0; 1Þ, we have q-CNWEAðCn1; Cn2; . . .; CnnÞ ¼
x1 fCn
� �

� x2 fCn
� �

� . . .� xn fCn
� �

¼ ðx1 þ x2 þ . . .þ
xnÞfCn ¼ fCn. h

Proposition 6 For two collections of q-CNs Cnk ¼ aCk þ
bCk iþ cCk j and Dnk ¼ aDk

þ bDk
iþ cDk

j and a real number

f 2 ð0; 1Þ. If aCk � aDk
, bCk � bDk

and cCk � cDk
for all k,

then q-CNWEAðCn1; Cn2; . . .; CnnÞ� q-CNWEAðDn1;

Dn2; . . .;DnnÞ, which is called the monotonicity.

Proof If aCk � aDk
, bCk � bDk

and cCk � cDk
for all k, then

for f 2 ð0; 1Þ, we have fa
q
C � fa

q
D , fb

q
C � fb

q
D and fc

q
C � fc

q
D

which implies that fb
q
C � 1� fb

q
D � 1 and

fc
q
C fb

q
C � 1

� �

� fc
q
D fb

q
D � 1

� �

, i.e., fb
q
CþcqC � fc

q
C �

fb
q
DþcqD � fc

q
D . Therefore, f1�aqC � fc

q
C � f1�aqD � fc

q
D and

hence
Qn

k¼1 f1�aqC þ 1 � fc
q
C

� �xk

�
Qn

k¼1 f1�aqD þ 1 � fc
q
D

� �xk

. Similarly, we can obtain

Y

n

k¼1

1 � fc
q
C

� �xk

�
Y

n

k¼1

1 � fc
q
D

� �xk

and

1 �
Y

n

k¼1

f1�aqC þ 1 � fc
q
C

� �xk

� 1 �
Y

n

k¼1

f1�aqD þ 1 � fc
q
D

� �xk

which further implies that

Y

n

k¼1

f1�aqC þ 1 � fc
q
C

� �xk

�
Y

n

k¼1

1 � fc
q
C

� �xk

�
Y

n

k¼1

f1�aqD þ 1 � fc
q
D

� �xk

�
Y

n

k¼1

1 � fc
q
D

� �xk

:

Now, by Theorem 6, we denote q-CNWEAðCn1; Cn2,

. . .; CnkÞ ¼ aC þ bCiþ cCj and q-CNWEAðDn1;Dn2, . . .,

DnkÞ ¼ aD þ bDiþ cDj. Hence, by above inequalities, we

get aC � aD, cC � cD. Thus, by order relation, we get

q-CNWEAðCn1, Cn2, . . ., CnnÞ � q-CNWEAðDn1, Dn2,

. . ., DnnÞ. h

Proposition 7 For a collection of q-CNs

Cnk ¼ ak þ bkiþ ckj. Let Cn� ¼ a� þ b�iþ c�j,

Cnþ ¼ aþ þ bþiþ cþj, a� ¼ f1� minkfakgð Þq � f minkfckgð Þqþ
�

f maxkfckgð ÞqÞ1=q
; aþ ¼ f1� maxkfakgð Þq � f maxkfckgð Þqþ

�

f minkfckgð ÞqÞ1=q
; c� ¼ 1 � f minkfckgð Þq

� �1=q

; cþ ¼

1 � f maxkfckgð Þq
� �1=q

; b� ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 � ða�Þq � ðc�Þqq
p

and

bþ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 � ðaþÞq � ðcþÞqq
p

. Then, we have

Cn� � q-CNWEAðCn1; Cn2; . . .; CnnÞ� Cnþ

which is called the boundedness.

Proof Easily follows from the above. h

Definition 18 Let Cnk be collection of ‘‘n’’ q-CNs, and

w ¼ ðw1;w2; . . .;wnÞT is the associated weighting vector

for the ordered weighted averaging with wk [ 0,
Pn

k¼1 wk ¼ 1. A q-CNOWEA operator of dimension n is a

mapping q-CNOWEA : Xn ! X, defined as

ð12Þ
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q-CNOWEAðCn1; Cn2; . . .CnnÞ ¼ a
n

k¼1
wk f

CnrðkÞ
k

� �

ð13Þ

where CnrðkÞ is the kth largest q-CN of all q-CNs Cnk and r
is the permutation map.

Theorem 8 Let Cnk ¼ ak þ bkiþ ckj be a collection of

‘‘n’’ q-CNs, then their aggregated value by q-CNOWEA

operator is also a q-CN with q 2 N and given by

The proof of this theorem is similar to Theorem 6.

q-CNOWEA operator also satisfies Propositions 5–7. In

addition, we have

(1) If w ¼ ð1; 0; . . .; 0ÞT , we have q-CNOWEAðCn1, Cn2,

. . ., CnnÞ= f
Cnrð1Þ
1 = maxffCn1

1 , fCn2

2 , . . ., fCnnn g.

(2) If w ¼ ð0; 0; . . .; 1ÞT , we have q-CNOWEAðCn1, Cn2,

. . ., CnnÞ= f
CnrðnÞ
1 = minffCn1

1 , fCn2

2 , . . ., fCnnn g.

Definition 19 Let Cnk be a collection of ‘‘n’’ q-CNs. If a

mapping q-CNOWEG : Xn ! X satisfies

q-CNOWEGðCn1; Cn2; . . .CnnÞ ¼ b
n

k¼1
f
CnrðkÞ
k

� �wk

ð15Þ

then q-CNOWEG is called q-CN ordered weighted expo-

nential geometric operator.

Theorem 9 Let Cnk ¼ ak þ bkiþ ckj be a collection of

‘‘n’’ q-CNs, then the value obtained by q-CNOWEG

operator is also a q-CN, and is given by

where wk [ 0,
Pn

k¼1 wk ¼ 1 be the weight vector of q-

CNOWEG operator, and q 2 N.

Definition 20 Let Cnk be a collection of ‘‘n’’ q-CNs, w ¼
ðw1;w2; . . .;wnÞT is the associated weight vector for the

ordered weighted averaging with wk [ 0 and
Pn

k¼1 wk ¼ 1,

and xk [ 0,
Pn

k¼1 xk ¼ 1 be the weighting vector of

fCn1

1 ; fCn2

2 ; . . .; fCnnn . If a mapping q-CNHEA : Xn ! X of

dimension n satisfies

q-CNHEAðCn1; Cn2; . . .CnnÞ ¼ a
n

k¼1
wk

_f
CnrðkÞ
k

� �

ð17Þ

then q-CNHEA is called an q-CN hybrid exponential

averaging operator, where _fCnkk ¼ nxkk
Cnk
k and given as

_fCnkk ¼ _ak þ _bkiþ _ckj, ðk ¼ 1; 2; . . .; nÞ.

Theorem 10 The overall value for ‘‘n’’ q-CNs Cnk ¼
ak þ bkiþ ckj by using Definition 20 is also q-CN as

ð14Þ

ð16Þ

13948 Neural Computing and Applications (2021) 33:13937–13963

123



Remark 4 The following special cases observed.

– By taking w ¼ ð1
n ;

1
n ; . . .;

1
nÞ

T
, then q-CNHEA reduces to

q-CNWEA operator.

– By taking x ¼ ð1
n ;

1
n ; . . .;

1
nÞ

T
, the q-CNHEA reduced to

the q-CNOWEA.

Definition 21 Let Cnk be a finite collection of q-CNs. If a

mapping q-CNHEG : Xn ! X of dimension n satisfies

q-CNHEGðCn1; Cn2; . . .CnnÞ ¼ b
n

k¼1
_f
CnrðkÞ
k

� �wk

ð19Þ

then q-CNHEG is called q-CN hybrid exponential geo-

metric operator, where _CnrðkÞ is the kth largest of all q-CNs

_fCnkk ¼ fCnkk

� �nxk

¼ _ak þ _bkiþ _ckj.

Theorem 11 For ‘‘n’’ q-CNs Cnk ¼ ak þ bkiþ ckj, the

value obtained by q-CNHEG operator is again a q-CN, and

given by

Further, such operators q-CNOWEA, q-CNOWEG, q-

CNHEA, and q-CNHEG satisfy the boundary, mono-

tonicity and commutativity properties.

5 Group decision making approach based
on EOL-q-CN under IVq-ROFS information

Here, a MAGDM algorithm is presented based on the

stated EOL-q-CN followed by several numerical examples.

5.1 Proposed approach

A group DMP consists of ‘m’ alternatives K1;K2; . . .;Km

evaluated under the ‘n’ attributes V1, V2, . . ., Vn by ‘l’

experts D1;D2; . . .;Dl. Each expert Dpðp ¼ 1; 2; . . .; lÞ
gives his preferences in terms of IVq-ROFNs denoted by

IðpÞ
kt ¼ ð½#ðpÞ

kt ; #
ðpÞ
kt �; ½u

ðpÞ
kt ;u

ðpÞ
kt �Þ, with the conditions ð#ðpÞ

kt Þ
q

? ðuðpÞ
kt Þ

q � 1, ½#ðpÞ
kt ; #

ðpÞ
kt �; ½u

ðpÞ
kt ;u

ðpÞ
kt � � ½0; 1� and q 2 N.

Here ½#ðpÞ
kt ; #

ðpÞ
kt � represents the ‘‘intensity degree of pre-

ferred’’ to Kk under Vt, where ½uðpÞ
kt ;u

ðpÞ
kt � be ‘‘degree

against the satisfaction level’’ of Kk under Vt. All the

values of the expert Dp are displayed in matrix

RðpÞ ¼ ðIðpÞ
kt Þm
n, while ^ ¼ ðfktÞ gives the exponent base

indices. Therefore, an IVq-ROF decision matrix can be

taken as

ð18Þ

ð20Þ
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To select the optimal alternative(s), the procedure steps are

written as follows:

Step 1: Formulate a decision matrix R for each expert

D.

Step 2: Discrete the attributes into cost ðF1Þ and the

benefit ðF2) types and hence normalize IðpÞ
kt

into r
ðpÞ
kt as

r
ðpÞ
kt ¼

½uðpÞ
kt ;u

ðpÞ
kt �; ½#

ðpÞ
kt ; #

ðpÞ
kt �

� �

; for F1 attribute

½#ðpÞ
kt ; #

ðpÞ
kt �; ½u

ðpÞ
kt ;u

ðpÞ
kt �

� �

; for F2 attribute

8

>

<

>

:

ð21Þ

Step 3: Construct the q-CNs for each r
ðpÞ
kt by either

Definition 7 or Definition 8. For instance, by

taking Definition 7, we formulated a q-CN

decision matrix

QðpÞ ¼ ðkðpÞkt Þm
n ¼ a
ðpÞ
kt þ b

ðpÞ
kt iþ c

ðpÞ
kt j

� �

m
n

where

a
ðpÞ
kt ¼

#
ðpÞ
kt

� �q

þ #
ðpÞ
kt

� �q

2

0

@

1

A

1=q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 �
uðpÞ
kt

� �q

þ uðpÞ
kt

� �q

2

q

v

u

u

t

;

b
ðpÞ
kt ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 þ 1 � #
ðpÞ
kt

� �q

� #
ðpÞ
kt

� �q� �

� 1 � uðpÞ
kt

� �q

� uðpÞ
kt

� �q� �

2

q

v

u

u

t

;

c
ðpÞ
kt ¼

uðpÞ
kt

� �q

þ uðpÞ
kt

� �q

2

0

@

1

A

1=q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 �
#
ðpÞ
kt

� �q

þ #
ðpÞ
kt

� �q

2

q

v

u

u

t

Step 4: Aggregate preferences of experts kðpÞkt ¼ a
ðpÞ
kt þ

b
ðpÞ
kt iþ c

ðpÞ
kt j into kkt ¼ akt þ bktiþ cktj with

weight vector wp [ 0 by using appropriate

AOs namely q-CNWEA or q-CNWG. The

obtained decision matrix is denoted by

D ¼ ðkktÞm
n. For instance, by q-CNWEA

operator, we have

kkt ¼ q-CNWEA kð1Þkt ; k
ð2Þ
kt ; . . .; k

ðlÞ
kt

� �

ð22Þ

Step 5: If attribute weights are known a priori, use

them. Otherwise, if some information about

the attribute weights is partially known,

denoted by H or completely unknown, then

we formulate an optimization model, to com-

pute it, as

max f ¼
X

n

t¼1

X

m

k¼1

xtSkt

s.t.
X

n

t¼1

xt ¼ 1;xt � 0;x 2 H

ð23Þ

where Skt ¼ Sðfkktkt Þ represents the score value

of q-CN fkktkt . If
Pm

k¼1 Skt ¼ 1 then compute

the accuracy values and hesitancy degrees.

After solving this model (23), we get the

weight vector x ¼ ðx1;x2; . . .;xnÞT .

Step 6: Compute the collective value of kkt as kk ¼
ak þ bkiþ ckj for k ¼ 1; 2; . . .;m using either

of the stated operator. For instance, if we

utilize q-CNWEG operator, then kk is com-

puted as

kk ¼ q-CNWEGðkk1; kk2; . . .; kknÞ ð24Þ

Step 7: Find defuzzifier value of the

kk ¼ ak þ bkiþ ckj, k ¼ 1; 2; . . .;m by using

Eq. (25).

SðkkÞ ¼ aqk � cqk þ
ea

q
k
�cq

k

1 þ ea
q
k
�cq

k

� 1

2

 !

bqk

ð25Þ

Step 8: Apply Definition 11 to rank Kkðk ¼
1; 2; . . .;mÞ and select the best alternative(s).

5.2 Illustrative case

The stated algorithm has been demonstrated with an

illustrative example as follows.

Jharkhand is the eastern state of India, which has the 40

percent mineral resources of the country and second lead-

ing state of the mineral wealth after Chhattisgarh state. It is

also known for its vast forest resources. Jamshedpur,

Bokaro and Dhanbad cities of the Jharkhand are famous for

industries all over the world. After that, it is the widespread

poverty state of India because it is primarily a rural state as

76 percent of the population lives in the villages which

depend on the agriculture and wages. Only 30 percent of

villages are connected by roads, while only 55 percent of

villages have accessed to electricity and other facilities.

But in today’s life, everyone is changing fast to himself for

a better life; therefore, everyone moves to the urban cities

for a better job. To stop this emigration, Jharkhand gov-

ernment wants to set up the industries based on agriculture

in the rural areas. For this, the government has been

organized MOMENTUM JHARKHAND global investor

submit 2017 in Ranchi to invite the companies for invest-

ment in the rural areas. Government announced the various

facilities for setting up five food processing plants in the

rural areas and consider the six attributes required for

company selection to setup them, namely project cost

ðB1Þ, completion time ðB2Þ, technical capability ðB3Þ,
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financial status ðB4Þ and assign the weights of relative

importance of each attributes. The five companies have

taken as in the form of the alternatives, namely, Surya Food

and Agro Pvt. Ltd. ðK1Þ, Mother Dairy Fruit and

Vegetable Pvt. Ltd. ðK2Þ, Parle Products Ltd. ðK3Þ, Her-

itage Food Ltd. ðK4Þ and Reliance Fruits Pvt. Ltd. ðK5Þ
interested for these projects. Then, the main object of the

government is to choose the best company among them for

the task. To it, the steps as defined in Sect. 5.1 are executed

as follows.

Step 1: The evaluation matrix of the alternatives Kk

provided by an authority is reviewed in

Table 2.

Step 2: Utilize Eq. (21) for the cost attributes B1 and

B2 and the transformed matrix is furnished in

Table 3.

Step 3: The q-CNs for each expert rating are formu-

lated by using Definitions 7 or 8 and listed in

Table 4.

Step 4: With experts weight w ¼ ð0:35; 0:40; 0:25Þ
and q-CNWEA operator, the resultant num-

bers (kkt) are summarized as

Step 5: Formulate a score matrix of q-CN kkt as

Formulate the optimization model by

Eq. (23), by taking the partial information of

the attribute importance as H ¼ f0:20�x1 �
0:25, 0:25�x2 � 0:35, 0:20�x3 � 0:40,

0:10�x4 � 0:20, x1 þ x3 � 2x2, x1 þ
2x4 � x3g, as

max f ¼ 2:0873x1 þ 2:9383x2 þ 3:0202x3

þ 2:2148x4s.t.
X

4

t¼1

xt ¼ 1;x 2 H

and hence after solving it, we can get

x ¼ ð0:2, 0.3, 0.4, 0.1).

Step 6: Aggregate the ratings (kkt) with q-CNWEA

operator and hence the q-CNs for the given

alternatives are computed as k1 ¼ 0:7209þ
0:6518iþ 0:2355j, k2 ¼ 0:8434 þ 0:5029iþ
0:1894j, k3 ¼ 0:8851 þ 0:4497iþ 0:1195j,

k4 ¼ 0:8256 þ 0:5508iþ 0:1225j and k5 ¼
0:8857 þ 0:4450iþ 0:1324j.

Step 7: By Eq. (25), the score values of kk’s are

computed as Sðk1Þ ¼ 0:5127, Sðk2Þ ¼0:7165,

Sðk3Þ ¼ 0:8063, Sðk4Þ ¼ 0:7153 and Sðk5Þ ¼
0:8031.

Step 8: Since

Sðk3Þ[Sðk5Þ[Sðk2Þ[Sðk4Þ[Sðk1Þ and

hence ordering of the given alternative is

K3	K5	K2	K4	K1. Thus, K3 is the best

alternative.

5.3 Impact of q and AOs on the outcomes

To examine the influence of the parameter q on the given

algorithm, we tested it by setting different values of q. The

results using q-CNWEA and q-CNWEG operators are

summarized in Table 5. From this table, it can be seen that
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we can obtain the different best alternatives for different

values of q. For example, when q ¼ 1; 2, the best alterna-

tive is K3 while for q� 3, K5 is the best alternative. Thus, a

decision-maker can choose the desired alternative

depending on the nature of the parameter q.

How does one choose the smallest q for analysis that

satisfies the constraint #
q þ uq � 1? To address it, an

analyst can choose according to his evaluation column

under this constraint. For example, if an expert suggests the

value ([0.6,0.8], [0.5,0.8]) in the evaluation, then clearly

0:83 þ 0:83 � 1 and 0:84 þ 0:84 � 1. So, the smallest inte-

ger q is 4.

Moreover, to investigate the impact of the proposed AOs

on the decision-making method, we implement the steps of

the recommended algorithm with different AOs. For this,

we change the AOs in Step 4 and Step 6 and the optimal

values of the alternatives are checked in Table 6. It is

determined that if an analyst uses the q-CNWEA operator

to aggregate the expert preferences while q-CNOWEG on

the attribute, then its effect on the optimal degree of

Table 3 Normalized data of

Table 2
B1 B2 B3 B4

D K1 ([0.2, 0.4], [0.2, 0.3]) ([0.3, 0.5], [0.2, 0.3]) ([0.4, 0.5], [0.2, 0.3]) ([0.2, 0.3], [0.4, 0.5])

K2 ([0.3, 0.4], [0.3, 0.4]) ([0.2, 0.4], [0.1, 0.2]) ([0.1, 0.2], [0.4, 0.5]) ([0.1, 0.3], [0.4, 0.5])

K3 ([0.4, 0.5], [0.2, 0.3]) ([0.2, 0.4], [0.2, 0.3]) ([0.2, 0.4], [0.1, 0.3]) ([0.4, 0.5], [0.1, 0.3])

K4 ([0.4, 0.5], [0.1, 0.2]) ([0.2, 0.3], [0.2, 0.4]) ([0.4, 0.5], [0.2, 0.3]) ([0.3, 0.4], [0.2, 0.3])

K5 ([0.2, 0.3], [0.1, 0.2]) ([0.2, 0.3], [0.1, 0.3]) ([0.3, 0.4], [0.2, 0.4]) ([0.2, 0.3], [0.3, 0.5])

D K1 ([0.2, 0.4], [0.2, 0.4]) ([0.4, 0.5], [0.2, 0.3]) ([0.3, 0.4], [0.1, 0.3]) ([0.2, 0.5], [0.1, 0.2])

K2 ([0.2, 0.5], [0.2, 0.3]) ([0.2, 0.3], [0.1, 0.4]) ([0.1, 0.3], [0.3, 0.4]) ([0.3, 0.6], [0.1, 0.2])

K3 ([0.2, 0.4], [0.3, 0.4]) ([0.5, 0.6], [0.1, 0.2]) ([0.3, 0.5], [0.2, 0.3]) ([0.1, 0.3], [0.4, 0.5])

K4 ([0.5, 0.6], [0.1, 0.2]) ([0.2, 0.3], [0.3, 0.4]) ([0.2, 0.3], [0.3, 0.4]) ([0.2, 0.3], [0.1, 0.2])

K5 ([0.2, 0.4], [0.2, 0.3]) ([0.2, 0.3], [0.2, 0.4]) ([0.3, 0.4], [0.2, 0.4]) ([0.2, 0.3], [0.4, 0.5])

D K1 ([0.2, 0.4], [0.1, 0.3]) ([0.2, 0.3], [0.2, 0.4]) ([0.2, 0.5], [0.2, 0.3]) ([0.4, 0.6], [0.1, 0.2])

K2 ([0.2, 0.4], [0.2, 0.4]) ([0.3, 0.5], [0.2, 0.3]) ([0.3, 0.4], [0.2, 0.4]) ([0.3, 0.4], [0.2, 0.3])

K3 ([0.3, 0.4], [0.2, 0.3]) ([0.4, 0.5], [0.2, 0.3]) ([0.4, 0.5], [0.1, 0.2]) ([0.2, 0.5], [0.2, 0.3])

K4 ([0.1, 0.2], [0.2, 0.3]) ([0.2, 0.3], [0.2, 0.4]) ([0.4, 0.5], [0.1, 0.2]) ([0.3, 0.5], [0.1, 0.2])

K5 ([0.3, 0.4], [0.2, 0.3]) ([0.2, 0.4], [0.1, 0.2]) ([0.1, 0.2], [0.1, 0.2]) ([0.1, 0.3], [0.4, 0.5])

Table 2 Rating of the

alternatives
B1 B2 B3 B4

D K1 ([0.2, 0.3], [0.2, 0.4]) ( [0.2, 0.3], [0.3, 0.5]) ([0.4, 0.5], [0.2, 0.3]) ([0.2, 0.3], [0.4, 0.5])

K2 ([0.3, 0.4], [0.3, 0.4]) ([0.1, 0.2], [0.2, 0.4]) ([0.1, 0.2], [0.4, 0.5]) ([0.1, 0.3], [0.4, 0.5])

K3 ([0.2, 0.3], [0.4, 0.5]) ([0.2, 0.3], [0.2, 0.4]) ([0.2, 0.4], [0.1, 0.3]) ([0.4, 0.5], [0.1, 0.3])

K4 ([0.1, 0.2], [0.4, 0.5]) ([0.2, 0.4], [0.2, 0.3]) ([0.4, 0.5], [0.2, 0.3]) ([0.3, 0.4], [0.2, 0.3])

K5 ([0.1, 0.2], [0.2, 0.3]) ([0.1, 0.3], [0.2, 0.3]) ([0.3, 0.4], [0.2, 0.4]) ([0.2, 0.3], [0.3, 0.5])

D K1 ([0.2, 0.4], [0.2, 0.4]) ([0.2, 0.3], [0.4, 0.5]) ([0.3, 0.4], [0.1, 0.3]) ([0.2, 0.5], [0.1, 0.2])

K2 ([0.2, 0.3], [0.2, 0.5]) ([0.1, 0.4], [0.2, 0.3]) ([0.1, 0.3], [0.3, 0.4]) ([0.3, 0.6], [0.1, 0.2])

K3 ([0.3, 0.4], [0.2, 0.4]) ([0.1, 0.2], [0.5, 0.6]) ([0.3, 0.5], [0.2, 0.3]) ([0.1, 0.3], [0.4, 0.5])

K4 ([0.1, 0.2], [0.5, 0.6]) ([0.3, 0.4], [0.2, 0.3]) ([0.2, 0.3], [0.3, 0.4]) ([0.2, 0.3], [0.1, 0.2])

K5 ([0.2, 0.3], [0.2, 0.4]) ([0.2, 0.4], [0.2, 0.3]) ([0.3, 0.4], [0.2, 0.4]) ([0.2, 0.3], [0.4, 0.5])

D K1 ([0.1, 0.3], [0.2, 0.4]) ([0.2, 0.4], [0.2, 0.3]) ([0.2, 0.5], [0.2, 0.3]) ([0.4, 0.6], [0.1, 0.2])

K2 ([0.2, 0.4], [0.2, 0.4]) ([0.2, 0.3], [0.3, 0.5]) ([0.3, 0.4], [0.2, 0.4]) ([0.3, 0.4], [0.2, 0.3])

K3 ([0.2, 0.3], [0.3, 0.4]) ([0.2, 0.3], [0.4, 0.5]) ([0.4, 0.5], [0.1, 0.2]) ([0.2, 0.5], [0.2, 0.3])

K4 ([0.2, 0.3], [0.1, 0.2]) ([0.2, 0.4], [0.2, 0.3]) ([0.4, 0.5], [0.1, 0.2]) ([0.3, 0.5], [0.1, 0.2])

K5 ([0.2, 0.3], [0.3, 0.4]) ([0.1, 0.2], [0.2, 0.4]) ([0.1, 0.2], [0.1, 0.2]) ([0.1, 0.3], [0.4, 0.5])
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membership is shown in it. Similarly, for the other cases,

we can analyze the impact of the proposed AOs on the

process.

5.4 Validation and Comparative analysis

Here, we give exceptional examples to validate the effi-

ciency of the given algorithm. In this analysis, we have

assumed f1 ¼ f2 ¼ . . . ¼ fn ¼ 0:5.

Example 5 Consider a MAGDM problem regarding the

setup of new library building in a university. For it, an

authority of the university decides to increase the number

of infrastructure in the library and hence to fulfill it, they

listed the four builders Ki; i ¼ 1; 2; 3; 4. To access the best

builders among them, each builder (considered as alterna-

tive) is evaluated from four attributes namely V1 (social

influence), V2 (quality), V3 (reputation) and V4 (service

reputation). The weights given to them are

x ¼ ð0:3; 0:4; 0:1; 0:2Þ. The three experts from the civil

engineering and human resources departments are reques-

ted to evaluate them. The experts weight are taken as w ¼
ð0:32; 0:45; 0:23Þ and their rating under IVq-ROFNs fea-

tures with q ¼ 1 given in Tables 1–3 (for more details, we

refer to see [42]). The results for diverse MAGDM meth-

ods with the several others existing approaches

[5–11, 20, 23, 42, 43] are listed in Table 7. From this, we

can see that K2 is the best one.

Example 6 Consider a MADM problem with five alter-

natives K1;K2;K3;K4 and K5 drawing the patients, who

are affected with the bugs and necessitate to be diagnosed

from the four manifestations (attributes) of the viruses

namely, V1 (vital signs, including heart rate and blood

pressure), V2 (body temperature), V3 (the frequency of the

cough) and V4 (the frequency of hemoptysis) with

x=(0.2,0.1, 0.3, 0.4). The doctor proffers the evaluation

Table 5 Impact of q on

alternatives
Score values Ranking

K1 K2 K3 K4 K5

q ¼ 1 0.4947 0.6817 0.8045 0.7603 0.8009 K3	K5	K4	K2	K1

q ¼ 2 0.5127 0.7165 0.8063 0.7153 0.8031 K3	K5	K2	K4	K1

q ¼ 3 0.5255 0.7341 0.8001 0.6970 0.8047 K5	K3	K2	K4	K1

q ¼ 5 0.5257 0.7415 0.7923 0.6879 0.8023 K5	K3	K2	K4	K1

Table 4 q-CNs of the given IVq-ROFNs

B1 B2 B3 B4

D K1 0.3058 ? 0.9209i ? 0.2419j 0.3987 ? 0.8872i ? 0.2323 j 0.4378 ? 0.8699i ? 0.2273j 0.2273 ? 0.8699i ? 0.4378 j

K2 0.3307 ? 0.8839i ? 0.3307j 0.3122 ? 0.9381i ? 0.1500j 0.1410 ? 0.8833i ? 0.4471 j 0.1994 ? 0.8749i ? 0.4413 j

K3 0.4378 ? 0.8699i ? 0.2273j 0.3058 ? 0.9209i ? 0.2419j 0.3082 ? 0.9274i ? 0.2121 j 0.4413 ? 0.8749i ? 0.1994 j

K4 0.4471 ? 0.8833i ? 0.1410j 0.2419 ? 0.9209i ? 0.3058j 0.4378 ? 0.8699i ? 0.2273 j 0.3419 ? 0.9090i ? 0.2385 j

K5 0.2517 ? 0.9556i ? 0.1529j 0.2485 ? 0.9442i ? 0.2162j 0.3354 ? 0.8944i ? 0.2958 j 0.2323 ? 0.8872i ? 0.3987 j

D K1 0.3000 ?0.9055 i ? 0.3000 j 0.4378 ?0.8699 i? 0.2273 j 0.3446 ?0.9152 i ?0.2092 j 0.3760?0.9150i? 0.1462 j

K2 0.3682 ?0.8994 i ? 0.2357 j 0.2439 ?0.9279 i ? 0.2819 j 0.2092 ? 0.9152 i ? 0.3446j 0.4684 ? 0.8725 i? 0.1392 j

K3 0.2958 ? 0.8944 i ? 0.3354 j 0.5453 ? 0.8278 i ? 0.1318 j 0.3987 ? 0.8872 i ? 0.2323j 0.1994 ?0.8749i ?0.4413 j

K4 0.5453 ? 0.8278 i ? 0.1318 j 0.2177 ? 0.9252 i ? 0.3109 j 0.2177 ? 0.9252 i ? 0.3109 j 0.2517 ?0.9556 i ? 0.1529 j

K5 0.3058 ? 0.9209 i? 0.2419 j 0.2419 ? 0.9209 i? 0.3058 j 0.3354 ? 0.8944 i? 0.2958 j 0.2273 ? 0.8699 i ? 0.4378 j

D K1 0.3082 ? 0.9274 i ?0.2121 j 0.2419 ?0.9209 i ?0.3058 j 0.3682 ?0.8994 i ?0.2357 j 0.5035 ? 0.8532 i ?0.1360 j

K2 0.3000 ?0.9055 i ? 0.3000 j 0.3987 ?0.8872 i ?0.2323 j 0.3354 ?0.8944 i ?0.2958 j 0.3419 ? 0.9090 i ?0.2385 j

K3 0.3419 ? 0.9090 i ? 0.2385 j 0.4378 ?0.8699 i ? 0.2273 j 0.4471 ?0.8833 i ? 0.1410 j 0.3682 ? 0.8994 i ? 0.2357 j

K4 0.1529 ? 0.9556 i ? 0.2517 j 0.2419 ? 0.9209 i ?0.3058 j 0.4471 ?0.8833 i ?0.1410 j 0.4071 ? 0.9019 i ?0.1440 j

K5 0.3419 ? 0.9090 i ? 0.2385 j 0.3122 ?0.9381 i ? 0.1500 j 0.1561 ?0.9753 i ? 0.1561 j 0.1994 ?0.8749 i ? 0.4413 j

Neural Computing and Applications (2021) 33:13937–13963 13953

123



values of all the patients under the signs by using IVIFNs

(i.e., q ¼ 1 of IVq-ROFNs) and their judgment matrix is

represented in Eq. (26).

The ranking outcomes to this problem are listed in Table 8

concurrently with the several others existing approaches

[5–11, 20, 23, 42, 43].

Table 6 Influence of various

AOs on ranking
Operators used Score values Ranking

in Step 4 in Step 6 K1 K2 K3 K4 K5

q-CNWEA q-CNWEA 0.5127 0.7165 0.8063 0.7153 0.8031 K3	K5	K2	K4	K1

q-CNOWEA 0.5762 0.7218 0.8025 0.7710 0.7995 K3	K5	K4	K2	K1

q-CNHEA 0.5734 0.7528 0.8247 0.7819 0.8174 K3	K5	K4	K2	K1

q-CNWEG 0.4480 0.7147 0.7771 0.6560 0.7726 K3	K5	K2	K4	K1

q-CNOWEG 0.5630 0.7175 0.7768 0.7526 0.7770 K5	K3	K4	K2	K1

q-CNHEG 0.5453 0.7442 0.8065 0.7729 0.7977 K3	K5	K4	K2	K1

q-CNWEG q-CNWEA 0.5040 0.7095 0.8044 0.7148 0.7997 K3	K5	K4	K2	K1

q-CNOWEA 0.5635 0.7153 0.8005 0.7683 0.7961 K3	K5	K4	K2	K1

q-CNHEA 0.5694 0.7485 0.8231 0.7784 0.8143 K3	K5	K4	K2	K1

q-CNWEG 0.4449 0.7052 0.7690 0.6459 0.7696 K5	K3	K2	K4	K1

q-CNOWEG 0.5555 0.7074 0.7687 0.7477 0.7742 K5	K3	K4	K2	K1

q-CNHEG 0.5405 0.7367 0.7964 0.7688 0.7949 K3	K5	K4	K2	K1

Table 7 Outcomes of Example 5

Approaches Overall values Ranking

K1 K2 K3 K4

Xu [8] method with IVFWA operator 0.4154 0.4186 0.3992 0.3536 K2	K1	K3	K4

Xu and Chen [7] method with IVFWG operator 0.3819 0.3810 0.3703 0.3130 K1	K2	K3	K4

Xu et al. [42] method with IVIFWPMM operator 0.8680 0.8682 0.8563 0.8575 K2	K1	K4	K3

Peng and Yang [5] method with IVPFWA operator 0.3218 0.3242 0.3038 0.2675 K2	K1	K3	K4

Peng and Yang [5] method with IVPFWG operator 0.3171 0.3175 0.2996 0.2630 K2	K1	K3	K4

Liang et al. [10] method with IPFWA operator 0.3478 0.3527 0.3247 0.2980 K2	K1	K3	K4

Garg [6] method with IPFWG operator 0.3080 0.3078 0.2915 0.2505 K1	K2	K3	K4

Rahman et al. [9] method with IVPFEWA operator 0.3424 0.3468 0.3205 0.2917 K2	K1	K3	K4

Rahman et al. [9] method with IVPFEWG operator 0.3127 0.3132 0.2954 0.2558 K2	K1	K3	K4

Ju et al. [20] method with IVq-ROFWA 0.2469 0.2490 0.2231 0.2091 K2	K1	K3	K4

Wang et al. [43] method with IVq-ROFWG 0.2076 0.2052 0.1913 0.1639 K1	K2	K3	K4

Wang and Li [11] method with C-IVPFWA 0.4173 0.4029 0.3937 0.3669 K1	K2	K3	K4

Garg [23] method with measure 0.2518 0.2542 0.2504 0.2436 K2	K1	K3	K4

Our method with q-CNWEA operator 0.8064 0.8046 0.8004 0.7901 K1	K2	K3	K4

Our method with q-CNWEG operator 0.7976 0.7822 0.7906 0.7730 K1	K3	K2	K4
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Table 8 Outcomes of Example 6

Approaches Overall values Ranking

K1 K2 K3 K4 K5

Xu [8] method with IVFWA operator �0.0661 0.3904 0.2185 0.3962 �0.0396 K4	K2	K3	K5	K1

Xu and Chen [7] method with IVFWG operator �0.1150 0.3747 0.1977 0.3391 �0.0879 K2	K4	K3	K5	K1

Xu et al. [42] method with IVIFWPMM operator 0.6069 0.7685 0.6977 0.7758 0.6164 K4	K2	K3	K5	K1

Peng and Yang [5] method with IVPFWA operator �0.0657 0.2979 0.1566 0.2554 �0.0504 K2	K4	K3	K5	K1

Peng and Yang [5] method with IVPFWG operator �0.0709 0.2957 0.1567 0.2306 �0.0305 K2	K4	K3	K5	K1

Liang et al. [10] method with IPFWA operator �0.0432 0.3080 0.1670 0.3058 �0.0251 K2	K4	K3	K5	K1

Garg [6] method with IPFWG operator �0.0909 0.2914 0.1478 0.2297 �0.0770 K2	K4	K3	K5	K1

Rahman et al. [9] method with IVPFEWA operator �0.0469 0.3060 0.1654 0.2942 �0.0290 K2	K4	K3	K5	K1

Rahman et al. [9] method with IVPFEWG operator �0.0871 0.2930 0.1492 0.2379 �0.0724 K2	K4	K3	K5	K1

Ju et al. [20] method with IVq-ROFWA �0.0228 0.2052 0.1035 0.2106 �0.0122 K4	K2	K3	K5	K1

Wang et al. [43] method with IVq-ROFWG �0.0575 0.1906 0.0896 0.1345 �0.0527 K2	K4	K3	K5	K1

Wang and Li [11] method with C-IVPFWA 0.0218 0.3767 0.2343 0.3822 0.0374 K4	K2	K3	K5	K1

Garg [23] method with measure 0.1796 0.2202 0.2052 0.2140 0.1810 K2	K4	K3	K5	K1

Our method with q-CNWEA operator 0.4405 0.6293 0.5848 0.6753 0.4492 K4	K2	K3	K5	K1

Our method with q-CNWEG operator 0.4196 0.6146 0.5760 0.6681 0.4296 K4	K2	K3	K5	K1

Table 9 Outcomes of Example 7

Approaches Overall values Ranking

K1 K2 K3 K4

Xu [8] method with IVFWA operator 0.3922 0.4384 0.3520 0.4053 K2	K4	K1	K3

Xu and Chen [7] method with IVFWG operator 0.3152 0.3681 0.2890 0.3272 K2	K4	K1	K3

Peng and Yang [5] method with IVPFWA operator 0.3596 0.3937 0.3311 0.3667 K2	K4	K1	K3

Peng and Yang [5] method with IVPFWG operator 0.3574 0.3898 0.3315 0.3613 K2	K4	K1	K3

Liang et al. [10] method with IPFWA operator 0.4249 0.4550 0.3872 0.4347 K2	K4	K1	K3

Garg [6] method with IPFWG operator 0.3214 0.3626 0.3018 0.3307 K2	K4	K1	K3

Rahman et al. [9] method with IVPFEWA operator 0.4131 0.4441 0.3768 0.4229 K2	K4	K1	K3

Rahman et al. [9] method with IVPFEWG operator 0.3359 0.3751 0.3129 0.3449 K2	K4	K1	K3

Ju et al. [20] method with IVq-ROFWA 0.3726 0.3892 0.3392 0.3787 K2	K4	K1	K3

Wang et al. [43] method with IVq-ROFWG 0.2633 0.2912 0.2493 0.2689 K2	K4	K1	K3

Wang and Li [11] method with C-IVPFWA 0.5191 0.5418 0.4677 0.5222 K2	K4	K1	K3

Garg [23] method with measure 0.2481 0.2536 0.2484 0.2499 K2	K4	K3	K1

Our method with q-CNWEA operator 0.8100 0.8116 0.7841 0.7941 K2	K1	K4	K3

Our method with q-CNWEG operator 0.7782 0.7946 0.7695 0.7674 K2	K1	K3	K4

ð26Þ
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Example 7 [10, 11] Consider a DMP regarding the selec-

tion of the best high-tech enterprise with the lowest risk of

technologic invention. For this, a management constitute a

committee with three experts who acts as a decision-

makers having weights w=(0.40, 0.35, 0.25), whose

responsibility is to evaluate the given four alternatives

fK1;K2;K3;K4g. To access them completely, they con-

sidered the six attributes namely V1 (policy risk), V2 (fi-

nancial risk), V3 (technological risk), V4 (production risk),

V5 (market risk) and V6 (managerial risk) to evaluate the

given four alternatives. The weight vector of the attributes

is taken as x=(0.1894, 0.1841, 0.1361, 0.1257, 0.1753,

0.1894). The judgment matrices are furnished by the

experts, (see [10, 11], Tables 1-3) under IVq-ROFNs with

q ¼ 2. The result obtained by the proposed and the existing

approaches [5–11, 20, 23, 43] are listed in Table 9.

Example 8 [19] Consider that there are five emergency

plans K1;K2;K3;K4;K5 pondered for an explosion hazard

in coal mine. An expert evaluate it under the set of five

benefit attributes namely V1 (Gas), V2 (Casualties), V3

(Smoke), V4 (Viability), and V5 (Facility). The weight

vector of V’s is x=(0.3, 0.2, 0.14, 0.16, 0.2) and the rating

of them is given in Eq. (27).

Stated and the existing [5–11, 19, 20, 23, 43] algorithms

have been implemented and the results are recorded in

Table 10.

Table 10 Outcomes of Example 8

Approaches Overall values Ranking

K1 K2 K3 K4 K5

Xu [8] method with IVFWA operator Cannot be implemented –

Xu and Chen [7] method with IVFWG operator Cannot be implemented –

Peng and Yang [5] method with IVPFWA operator 0.4569 0.2934 0.3082 0.3191 0.3674 K1	K5	K4	K3	K2

Peng and Yang [5] method with IVPFWG operator 0.4286 0.2674 0.2971 0.3012 0.3467 K1	K5	K4	K3	K2

Liang et al. [10] method with IPFWA operator 0.5383 0.3717 0.3786 0.3600 0.4359 K1	K5	K3	K2	K4

Garg [6] method with IPFWG operator 0.4261 0.2589 0.2745 0.2909 0.3405 K1	K5	K4	K3	K2

Rahman et al. [9] method with IVPFEWA operator 0.5234 0.3540 0.3637 0.3520 0.4226 K1	K5	K3	K2	K4

Rahman et al. [9] method with IVPFEWG operator 0.4436 0.2714 0.2866 0.3002 0.3540 K1	K5	K4	K3	K2

Ju et al. [20] method with IVq-ROFWA 0.4400 0.2823 0.2957 0.2576 0.3592 K1	K5	K3	K2	K4

Wang et al. [43] based in IVq-ROFWG 0.3057 0.1631 0.1892 0.1888 0.2505 K1	K5	K3	K4	K2

Wang and Li [11] method with C-IVPFWA 0.5973 0.4330 0.4406 0.4352 0.5288 K1	K5	K3	K4	K2

Peng and Li [19] method with WDBA 0.8188 0.4187 0.4062 0.4272 0.5817 K1	K5	K4	K2	K3

Garg [23] method with measure 0.2101 0.1971 0.1974 0.1966 0.1988 K1	K5	K3	K2	K4

Our method with q-CNWEA operator 0.6460 0.6740 0.6696 0.6591 0.6976 K5	K2	K3	K4	K1

Our method with q-CNWEG operator 0.6375 0.6641 0.6638 0.6550 0.6922 K5	K2	K3	K4	K1

ð27Þ
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Example 9 Consider a person which wants to invest their

certain money in one of the five markets denoted by K1,

K2, . . ., K5. For it, they hired an expert to select the best

market under the five different attributes namely V1 (risk

analysis); V2 (growth analysis); V3 (environmental impact

analysis); V4 (social-political impact analysis) and V5

(development of the society). The weight vector of them is

considered as x ¼ ð0:3; 0:2; 0:14; 0:16; 0:2Þ. The normal-

ized rating value of each alternative given by an expert in

terms of IVq-ROFNs is summarized in Eq. (28). Based on

such information, an investigation has been done and their

complete results are listed in Table 11.

Table 11 Outcomes of Example 9

Approaches Overall values Ranking

K1 K2 K3 K4 K5

Xu [8] method with IVFWA operator Cannot be implemented -

Xu and Chen [7] method with IVFWG operator Cannot be implemented -

Peng and Yang [5] method with IVPFWA operator - 0.0409 - 0.1200 0.3731 0.0055 0.1044 K3	K5	K4	K1	K2

Peng and Yang [5] method with IVPFWG operator - 0.0305 - 0.1200 - 0.0285 0.0645 0.1520 K5	K4	K3	K1	K2

Liang et al. [10] method with IPFWA operator 0.0010 - 0.1200 0.4932 0.0854 0.1696 K3	K5	K4	K1	K2

Garg [6] method with IPFWG operator - 0.0878 - 0.1200 - 0.0307 - 0.0788 0.0203 K5	K3	K4	K1	K2

Rahman et al. [9] method with IVPFEWA operator - 0.0101 - 0.1200 0.4775 0.0723 0.1604 K3	K5	K4	K1	K2

Rahman et al. [9] method with IVPFEWG operator - 0.0768 - 0.1200 - 0.0306 - 0.0639 0.0372 K5	K3	K4	K1	K2

Ju et al. [20] method with IVq-ROFWA 0.0073 - 0.1090 0.3922 0.0592 0.1178 K3	K5	K4	K1	K2

Wang et al. [43] method with IVq-ROFWG - 0.0804 - 0.1090 - 0.0063 - 0.0788 - 0.0045 K5	K3	K4	K1	K2

Wang and Li [11] method with C-IVPFWA 0.0907 - 0.0480 0.5478 0.1519 0.2416 K3	K5	K4	K1	K2

Garg [23] method with measure 0.1983 0.1955 0.2027 0.1992 0.2044 K5	K3	K4	K1	K2

Our method with q-CNWEA operator 0.4728 0.5088 0.6721 0.5887 0.6198 K3	K5	K4	K2	K1

Our method with q-CNWEG operator 0.4558 0.5088 0.6604 0.4655 0.5200 K3	K5	K2	K4	K1

Table 12 Outcomes of the main example

Approaches Overall values Ranking

K1 K2 K3 K4 K5

Xu [8] method with IVFWA operator 0.1286 0.0054 0.1710 0.1082 0.0399 K3	K1	K4	K5	K2

Xu and Chen [7] method with IVFWG operator 0.1045 - 0.0437 0.1349 0.0582 0.0072 K3	K1	K4	K5	K2

Peng and Yang [5] method with IVPFWA operator 0.0729 - 0.0097 0.0978 0.0483 0.0093 K3	K1	K4	K5	K2

Peng and Yang [5] method with IVPFWG operator 0.0701 - 0.0081 0.0931 0.0426 0.0119 K3	K1	K4	K5	K2

Liang et al. [10] method with IPFWA operator 0.0843 0.0114 0.1146 0.0730 0.0219 K3	K1	K4	K5	K2

Garg [6] method with IPFWG operator 0.0625 - 0.0301 0.0824 0.0277 - 0.0048 K3	K1	K4	K5	K2

Rahman et al. [9] method with IVPFEWA operator 0.0827 0.0089 0.1121 0.0694 0.0207 K3	K1	K4	K5	K2

Rahman et al. [9] method with IVPFEWG operator 0.0639 - 0.0277 0.0843 0.0301 - 0.0032 K3	K1	K4	K5	K2

Ju et al. [20] method with IVq-ROFWA 0.0449 0.0093 0.0625 0.0402 0.0098 K3	K1	K4	K5	K2

Wang et al. [43] method with IVq-ROFWG 0.0304 - 0.0165 0.0411 0.0103 - 0.0059 K3	K1	K4	K5	K2

Wang and Li [11] method with C-IVPFWA 0.1376 0.0630 0.1644 0.1115 0.0640 K3	K1	K4	K5	K2

Our method with q-CNWEA operator 0.5127 0.7165 0.8063 0.7153 0.8031 K3	K5	K2	K4	K1

Our method with q-CNWEG operator 0.4449 0.7052 0.7690 0.6459 0.7696 K5	K3	K2	K4	K1
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From this table, we can quickly understand that the most

suitable alternative obtained by the proposed approach is

consistent with these existing measures. Therefore, this

analysis shows the usefulness of the intended method for

determining the DMPs.

5.5 Further comparative studies

The validity of the stated algorithm was verified using

Examples 5–9. However, to signify the advantages of the

algorithm with the studies [5–11, 20, 43], we have

explained it as follows.

Example 10 Consider a case study as presented in section

5.2 and recorded the outcomes (the steps are excluded

here) using methods [5–11, 20, 43] in Table 12. From this,

we obtain the best alternative as K3. However, from

Tables 7, 8, 9, 10, 11, 12, we can see that the order of the

alternatives may be different from the proposed one due to

the following reasons.

(1) The approaches under IVIFS and IVPFS and IVq-

ROFS environment to solve the DMPs have made a

restriction only to the MD and NMD. However, the

given theory provides an alternative space to the

distribution with the problem with three degrees

namely ‘‘contrary’’, ‘‘identity’’ and ‘‘discrepancy’’ of

the q-CNs such that their qth power sum should be

equal to one. The compatibility between the SPA and

IVq-ROFS, gives a suitable procedure to transform

the given IVq-ROFNs into q-CNs, which is

described in Definition 7 and Definition 8. Therefore,

the given work is more suitable to solve modern

decision-making problems, and there is a some

reduction of information loss during the execution

process.

(2) The traditional operators under the IVq-ROFS envi-

ronment work under the condition that the exponents

are real numbers and the bases are IVq-ROFNs.

Therefore, such operators do not work when these

conditions are reversed. To address this, a proposed

q-CNWEA or q-CNWEG operator is well suited,

where the bases are considered to be real numbers,

while the exponents are the q-CNs formulated from

the given IVq-ROFNs.

(3) In the existing work, the real number f plays no role

and therefore, there may be a change in the ranking

of the given objects derived from the given and

existing algorithm. This change occurs due to the

importance and position of IVq-ROFN I and q-CN

fCn.

(4) From Table 1, we see that there are significant

weaknesses in the score functions for ranking the

numbers, since they do not taken into account the

degree of hesitation. However, in the proposed work,

a score function based on the sigmoidal function

f ðxÞ ¼ ex

1þex is defined in Eq. (8) and hence the

ranking is done based on it. Moreover, it is found that

the proposed score function successfully and effi-

ciently solves the DMPs by fixing the parameter

q. Thus, the proposed algorithm is more comprehen-

sive than the algorithms based on IVIFSs or IVPFSs.

Example 11 From Examples 6–9, it can be seen that the

given algorithm has a wider scope for simplifying the

DMPs than the algorithm in [5–11], due to the adjusting

parameter q in the constraint #
q þ uq � 1. To give further

benefits of this, we take small changes to the values of

I12; I 21; I32, I 44 and I 53 with ([0.6, 0.8], [0.5, 0.7]) of

Example 6, and then implemented the given and existing

[5–11, 20] algorithms. The final results of them are

ð28Þ

13958 Neural Computing and Applications (2021) 33:13937–13963

123



recorded in Table 13 and it can be seen that the results

obtained in [5–11] are not able to handle the DMP, because

it fails to fulfill #þ u� 1 and #
2 þ u2 � 1. Therefore, the

approaches [5–11] are narrow, while the approaches

[20, 43] #
q þ uq � 1 satisfy, where q is naturally adjusted.

In addition to that, in the computational study, we see

the best alternative resemblance with the results of [20, 43]

but the whole execution process of their algorithms is

different. In the following, we describe some highlights

between the given algorithm and the existing algorithms of

[20, 43].

(1) In [20, 43], the decision is solely taken with score

values without including the hesitancy degree in the

computation process. Counter to this, in the proposed

algorithm, we recognize the same by accompanying

the q-CNs and the novel score function defined in

Definition 10.

(2) The proposed q-CNWEA, q-CNWEG and several

existing IVq-ROFWA, IVq-ROFWG, IVIFWG,

IVIFWA, IVPFWA, IVPFWG, etc., operators are

applied at different disciplines based on the fulfill-

ment of #þ u� 1 or #
2 þ u2 � 1 or #

q þ uq � 1.

(3) The existing operators IVq-ROFWA, IVq-ROFWG,

IVIFWG, IVIFWA, IVPFWA, IVPFWG etc., work

under the conditions that the exponent is a real

number of [0, 1] and the bases are interval-numbers.

When these conditions are reversed, all these oper-

ators are no longer applicable. However, the pro-

posed q-CNWEA or q-CNWEG operator is well

suited when the bases are considered as real numbers

and the exponents are the q-CNs formulated from the

given IVq-ROFNs.

(4) In the existing work, there is no role of real number

f’s and hence due to this, there may be a change in

the ranking order of the given objects derived from

stated and existing algorithm. This change occur due

to the significance and position of IVq-ROFN I and

q-CN fCn. For instance, the q-CNWEA operator is

q-CNWEAðCn1, Cn2, . . ., CnnÞ ¼ x1ðfCn1

1 Þ � . . .�
xnðkCnnn Þ where fi 2 ½0; 1�, while IVq-ROFWA

Table 13 Outcomes of the updated Example 11

Approaches Overall values Ranking

K1 K2 K3 K4 K5

Xu [8] method with IVFWA operator Cannot be implemented –

Xu and Chen [7] method with IVFWG operator Cannot be implemented –

Peng and Yang [5] method with IVPFWA operator Cannot be implemented –

Peng and Yang [5] method with IVPFWG operator Cannot be implemented –

Liang et al. [10] method with IPFWA operator Cannot be implemented –

Garg [6] method with IPFWG operator Cannot be implemented –

Rahman et al. [9] method with IVPFEWA operator Cannot be implemented –

Rahman et al. [9] method with IVPFEWG operator Cannot be implemented –

Ju et al. [20] method with IVq-ROFWA �0.0100 0.2186 0.1225 0.2669 0.0729 K4	K2	K3	K5	K1

Wang et al. [43] method with IVq-ROFWG �0.0747 0.1531 0.0777 0.0888 �0.0597 K2	K4	K3	K5	K1

Wang and Li [11] method with C-IVPFWA Cannot be implemented –

Our method with q-CNWEA operator 0.5182 0.6392 0.5917 0.6590 0.5588 K4	K2	K3	K5	K1

Our method with q-CNWEG operator 0.5021 0.6102 0.5789 0.6010 0.5128 K2	K4	K3	K5	K1

Table 14 Computed results of

Example 12
Method Overall value of Ordering

K1 K2 K3

Xu and Chen [7] - 0.3898 - 0.3898 - 0.3898 K1 �K2 �K3

Peng and Yang [5] - 0.1441 - 0.1441 - 0.1441 K1 �K2 �K3

Garg [6] - 0.1730 - 0.1730 - 0.1730 K1 �K2 �K3

Rahman et al. [9] - 0.1698 - 0.1698 - 0.1698 K1 �K2 �K3

Wang et al. [43] - 0.0850 - 0.0850 - 0.0850 K1 �K2 �K3
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operator is q-ROFWAðI 1, I 2, . . ., I nÞ ¼ x1I 1 �
. . .� xnI n where I i 2 IVq-ROFNs and xi 2 ½0; 1�.

6 The advantages of the proposed MADM
method

Using IVq-ROFS features, we have some examples as

given below to assert the advantages of the algorithm over

the studies [5–10, 20, 43].

Example 12 Consider a problem with three alternatives

K1, K2, K3 and four attributes B1, B2, B3 and B4 with

weight x ¼ ð0:3; 0:2; 0:2; 0:3Þ. An expert gave their rating

of each alternative as

With the given weight vector and by using the existing

AOs [5–7, 9, 20, 43], the aggregated values of K’s are

summarized in Table 14 along with their ranking order

with existing score function. Clearly, the ordering of the

given alternatives becomes K1 �K2 �K3. But from their

rating values, we see that K1 6 �K2 6 �K3.

However, in order to implement the proposed operator

to the given data, we firstly construct the q-CN (with q = 2)

by using Definition 7 or 8 and get

Aggregate these values into rk by using q-CNWEG

operator with q ¼ 2 and we get r1 ¼ 0:7492þ
0:5966iþ 0:2876j, r2 ¼ 0:7185 þ 0:6202iþ 0:3148j and

r3 ¼ 0:7600 þ 0:5869iþ 0:2792j. The score values of

them are Sðr1Þ ¼ 0:5204, Sðr2Þ ¼ 0:4567 and

Sðr3Þ ¼ 0:5418. Since Sðr3Þ[Sðr1Þ[Sðr2Þ, thus order-

ing of given alternatives is K3	K1	K2 which is logical.

Example 13 For a MADM problem with two alternatives

K1 and K2 under four attributes B1, B2, B3 and B4 with

weights x ¼ ð0:4; 0:3; 0:1; 0:2Þ. The ratings of an expert

Table 15 Computed results of

Example 13
Method Overall value of Ordering

K1 K2

Xu and Chen [7] ([0.0, 0.0], [1.0, 1.0]) ([0.0, 0.0], [1.0, 1.0]) K1 �K2

Garg [6] ([0.0, 0.0], [1.0, 1.0]) ([0.0, 0.0], [1.0, 1.0]) K1 �K2

Rahman et al. [9] ([0.0, 0.0], [1.0, 1.0]) ([0.0, 0.0], [1.0, 1.0]) K1 �K2

Wang et al. [43] ([0.0, 0.0], [1.0, 1.0]) ([0.0, 0.0], [1.0, 1.0]) K1 �K2

Table 16 Computed results of Example 14

Method Overall value of Ordering

K1 K2 K3

Xu [8] 0.4407 0.4407 0.4407 K1 �K2 �K3

Peng and Yang [5] 0.1640 0.1640 0.1640 K1 �K2 �K3

Liang et al. [10] 0.2183 0.2183 0.2183 K1 �K2 �K3

Rahman et al. [9] 0.2108 0.2108 0.2108 K1 �K2 �K3

Ju et al. [20] 0.1187 0.1187 0.1187 K1 �K2 �K3

Proposed 0.6664 0.7181 0.6613 K2	K1	K3
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are recorded as:

With the given weight vector and by using the existing

AOs [6, 7, 9, 43], the aggregated values of K’s are sum-

marized in Table 15. Here, we can see that the overall

value in these existing approaches is ([0,0], [1,1]) which

means that the existing measures such as score and accu-

racy functions give the same results. Consequently, the

order of the given alternatives K1 �K2. But from their

score values, it is clear that K1 6 �K2.

On contrary to these, if we utilized the proposed MADM

approach to this given information, then we construct the

q-CNs of the given q-ROFS with q ¼ 2. The computed q-

CNs are summarized in Eq. (29)

Based on the information, aggregating the results by using

q-CNWEG operator and utilizing the proposed score

function, we get the optimal degree of K’s are Sðr1Þ ¼
0:5418 and Sðr2Þ ¼ 0:4940. Since Sðr1Þ[Sðr2Þ and thus

K1 is better than K2. Therefore, the proposed MADM

method work well under those cases also, where the

existing approaches and measures fail to rank them.

Example 14 Consider a DMP with four alternatives K1,

K2, K3 and K4 and attributes B1, B2, B3 and B4. The

expert choices on them are furnished as

With x ¼ ð0:2; 0:3; 0:2; 0:3Þ of Bt’s, we implement aver-

aging operators [5, 8–10, 20] and the proposed q-CNWEA

operators, and hence arrange the overall ordering of the

alternatives in Table 16. From it, we can see the stated

algorithm has overcome the drawbacks of the existing

algorithms [5, 8–10, 20] and get K2 is the optimal one.

7 Conclusion

The chief augmentation of the work is compiled below.

(1) A new concept of q-CNs for the IVq-ROFSs is

formed by combining the features of ‘‘identity’’,

‘‘contrary’’ and ‘‘discrepancy’’ degrees of the set into

the one consolidated system. The explained q-CN

Cn ¼ aþ biþ cj based on the SPA theory affords an

alternative way to trade with the uncertainties such

that aq þ bq þ cq ¼ 1 where q� 1 is integer.

(2) It has been noted that the existing models such as the

score function for ranking the given numbers among

the IVIFSs, IVPFS or IVq-ROFSs do not hit the

objects. The shortcomings of these are shown in

Table 1. To defeat the drawbacks, a generalized

scoring function for the pairs of q-CNs is constructed

to match the given objects. Also, the superiority, as

well as the interests of the proposed score function, is

confirmed by the examples as given in Examples 12–

14. Furthermore, the proposed ones estimate more

objective information in terms of q-CN degrees, thus

preventing any information loss.

(3) The MAGDM algorithm based on the recommended

exponential operators is explained, which is more

generalized and flexible with parameter q for the

decision-maker. In it, q-CNs are taken as the

exponent, while the bases are arbitrary real numbers.

The importance of the parameter q and the different

AOs on the final ranking are shown in detail

(Tables 5, 6). In conjunction with the various

existing MAGDM algorithms (Tables 7,12,13,15)

ð29Þ
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under different fuzzy environments, the benefits are

(i) to obtain the best alternatives by considering all

degrees such as ‘‘contrary’’, ‘‘identity’’ and ‘‘dis-

crepancy’’, (ii) without counter-intuitive cases

[5–11, 20, 43] (given in Tables 14, 15, 16), and

(iii) employ the novel S-shaped score function to

order the given alternatives rather than existing score

function which may give the effects sometimes

irregular as demonstrated in Table 1.

In the future, we expect to work in operating the proposed

approaches in some other real-life scenarios such as med-

ical diagnosis, pattern recognition, and brain hemorrhage

[44–47] under extensions of the fuzzy environment.
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