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Abstract
The cloud computing systems are sorts of shared collateral structure which has been in demand from its inception. In these

systems, clients are able to access existing services based on their needs and without knowing where the service is located

and how it is delivered, and only pay for the service used. Like other systems, there are challenges in the cloud computing

system. Because of a wide array of clients and the variety of services available in this system, it can be said that the issue of

scheduling and, of course, energy consumption is essential challenge of this system. Therefore, it should be properly

provided to users, which minimizes both the cost of the provider and consumer and the energy consumption, and this

requires the use of an optimal scheduling algorithm. In this paper, we present a two-step hybrid method for scheduling

tasks aware of energy and time called Genetic Algorithm and Energy-Conscious Scheduling Heuristic based on the Genetic

Algorithm. The first step involves prioritizing tasks, and the second step consists of assigning tasks to the processor. We

prioritized tasks and generated primary chromosomes, and used the Energy-Conscious Scheduling Heuristic model, which

is an energy-conscious model, to assign tasks to the processor. As the simulation results show, these results demonstrate

that the proposed algorithm has been able to outperform other methods.

Keywords Cloud computing � Genetic algorithm � Scheduling duration � Task � Resource � Energy consumption

1 Introduction

Cloud computing is explained as ‘‘a structure for providing

comfort, necessary network permission to use a common

pool of configurable computing resources (e.g., networks,

servers, storage, applications, and services) that can be

quickly supplied and released with the smallest amount of

supervision attempt or service contributor opera-

tion.’’ [1, 2]. Cloud computing presents diverse services to

the clients; however, there are some problems in these

networks, and task scheduling is one of the significant issue

of them [3, 4]. Through task scheduling, we can increase

the throughput of the system and manage our tasks to be

processed [5].

Task scheduling is one of the most significant issues in

many pieces of research works, and the main goal of

scheduling is to map several tasks to proper processors so

that it could optimize one or more objectives at an

acceptable time [6, 7]. Owing to large solution space,

scheduling is categorized as an NP-hard problem, and

consequently, it needs time for finding an optimal answer.
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In general, the task scheduling problem could be regarded

and modeled as a version of the Traveling Salesman

Problem (TSP) [8, 9] or Vehicle Routing Problem

(VRP) [10, 11]. In the TSP, a salesman must travel through

all the cities and return to the city of origin, provided that it

passes through the city once and travels the shortest dis-

tance [8]. In the VRP, there is also a vehicle that must

meet all customers or cities and meet their demand, pro-

vided that customer demand should not exceed the capacity

of the vehicle and should also travel the shortest possible

distance [10]. While both TSP and VRP are NP-hard

problems, based on the proves given in [12], task

scheduling is a strongly NP-hard problem that could be

solved using a metaheuristic algorithm such as the pro-

posed GA-based algorithm.

Task scheduling causes prioritization of given tasks in a

specific time, and it tries to achieve higher Quality of

Service (QoS) [13, 14]. It also inclines to satisfy some

constraints in the problem and optimizes one or more

objective functions [15, 16]. The primary aim is to build

schedules that could process tasks and allocate them to the

existing processors. Since we have limited resources, we

must schedule tasks so as we can meet all of the require-

ments of the system [17].

Recently, task scheduling in Cloud Computing Systems

has been researched in a large-scale [15]. These kinds of

systems are widely used to process the tasks very fast, and

they are designed to meet the diverse computational user

needs [18]. In task scheduling systems, the set of tasks can

be divided into smaller subtasks so that they could process

in parallel. These smaller subtasks almost always have their

constraints and dependencies, in which some subtasks must

be run before a specific subtask [18].

This method has several advantages, namely reduction

of makespan and total run time. By dividing the compu-

tation process into smaller subtasks, these two parameters

can likely be lessened. Therefore, the primary objective of

task scheduling is to allocate subtasks to free processors to

diminish makespan and satisfy our preference con-

straints [19]. This allocation is a challenging task in the

cloud computing systems, and assigning tasks to processors

in the best optimal state is essential in these systems.

Several scheduling algorithms have been proposed to cut

down makespan and energy consumption for parallelizing

the subtasks with precedence relationships. These links are

demonstrated as a Directed Acyclic Graph (DAG), and it is

comprised of vertices that represent computations and

directed edges that represent the dependencies between

those vertices. The DAG graph is a directional graph and

does not have a path whose beginning and end are the same

and one of its important applications is in routing

algorithms [20].

Classical research about task scheduling has concen-

trated on heuristic methods, such as Heterogeneous Earliest

Finish Time (HEFT) [21] and Critical Path on A Processor

(CPOP) [21]. The main basis of the listed schedule is the

maintenance of an ordered list of subtasks by assigning

priority to each subtask in accordance with greedy

heuristics. The subtasks are chosen and sorted according to

the priority and subtask with the highest priority assigns to

a processor, which permits the earliest start time, and then

it removes from the list [21]. As it is obviously under-

standable, the efficiency of these algorithms highly relies

on the performance of the heuristics. They may not create

trustable answers for various problems, particularly when

complexity increases, their performance will reduce [21].

Also, there are several metaheuristic methods for solv-

ing task scheduling problems, and they attain near-optimal

solutions within a rational time. In general, mapping tasks

onto limitless computing resources in cloud computing is

for a classification of problems recognized as NP-hard

problems [22]. There are no algorithms which may make

optimal solution within the polynomial time for these

issues. Metaheuristic techniques such as Ant Colony

Optimization (ACO) [23], Genetic Algorithm (GA) [24],

and Particle Swarm Optimization (PSO) [25] could create

answers which improve some criteria like energy con-

sumption, run time, etc. Metaheuristics have been preva-

lence recently, principally by reason of its efficiency and

efficacy in solving large and intricate issues [15]. On the

other hand, there is a guided-random-search-based algo-

rithm that incorporates a combinatoric process in the search

for solutions, and it is less effective and has a higher

computational cost in comparison with the heuristic-based

algorithms. Hence, a proper scheduling algorithm should

balance makespan against the speed of convergence.

The task scheduling problem can be expressed as the

search for an optimal allocation of a set of subtasks onto a

set of processors. It has been proven that this problem is an

NP-hard problem [22, 26]. Therefore, heuristic methods

could be used to find reasonable solutions concerning

problem constraints, and it can find a near-optimal solution

in polynomial time [2, 27].

In this paper, we solve the problem of multi-objective

task scheduling in cloud computing using a Genetic

Algorithm and Energy-Conscious Scheduling Heuristic

(GAECS). The purpose of solving the above problem is to

provide an effective and optimal way to schedule tasks

with the aim of reducing makespan and energy

consumption.

In the following, the structure of the paper is organized

as follows: In Sect. 2, the related works about task

scheduling in cloud computing are discussed. In Sect. 3,

the proposed algorithm for solving the above problem is
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fully explained. The simulation and conclusion results are

shown in Sects. 4 and 5, respectively.

2 Related works

In recent years, several types of research have been done to

schedule tasks in cloud computing systems, some of which

we will discuss as follows. Each of these methods has its

benefits and drawbacks.

Awada et al. in 2015 [28] proposed a model with a PSO

in the opinion of schedule and allocation for cloud com-

puting that takes into account trustworthiness, run time,

makespan, round trip time, transmission cost and load

stabilizing between tasks and Virtual Machine (VM). They

reduced execution time and increased environment relia-

bility by contemplating the resources unoccupied and

reschedule tasks that failed to assign.

A multiple objective task scheduling technique for a VM

was proposed by Lakraa and Yadav [29] and considered

different measures such as run time, cost, the bandwidth of

client, and so forth despite single criteria.

In [30], a Dynamic Tasks Scheduling algorithm based

on the Weighted Bi-graph model (DTSWB) is introduced.

This method consists of four parts and, compared to other

scheduling schemes, has better efficiency.

Kashikolaei et al. [31] presented a new hybrid algorithm

based on the Imperialist Competitive Algorithm (ICA) and

the Firefly Algorithm (FA) to solve the problem of

scheduling tasks in cloud computing. The authors intro-

duced test data to evaluate the proposed algorithm

(ICAFA) and compared it with five examples of other

algorithms. The simulation results of the ICAFA and the

compared algorithm show that the algorithm presented by

the authors has been able to solve the problem well and

compete with the compared algorithms. It is noteworthy

that the authors simulated various parameters such as

Makespan, load balancing, stability, CPU time, and effi-

ciency to show the performance of the ICAFA and com-

pared their simulation results with other algorithms and as

mentioned, the ICAFA was able to compete with compa-

rable algorithms and solve the problem properly. It is

noteworthy that the ICAFA has been able to reach the

optimal answer in less time than the compared algorithms.

Zhu et al. [32] focused on computation energy in cloud

computing systems and tried to balance computation

energy minimization and user-defined deadlines. They

proposed a heuristic method that included a task sequenc-

ing method and a virtual machine searching strategy.

Results show that it outperforms the other algorithms.

Alworafi [33] considered the load on resources and

proposed a Hybrid-SJF-LJF (HSLJF) algorithm, which

synthesizes the Shortest Job First (SJF) and Longest Job

First (LJF) algorithms. First, this algorithm sorts the tasks

in ascending order, and then, it chooses one task. Eventu-

ally, it chooses a VM that has the least accomplishment

time to run the selected task. The outcomes confirmed the

advantage of this method in diminishing the makespan and

response time.

In [34], a discrete edition of the PSO algorithm called

Integer-PSO is proposed, and it can order tasks in the cloud

computing environment and can be utilized for optimizing

a single target function and multiple target functions.

Practical findings show that this strategy has better con-

vergence and load balancing. To show the superiority of

the Integer-PSO algorithm presented by the authors, the

above algorithm has been compared with the two algo-

rithms rounding-off (RND-PSO) and smallest position

value (SPV-PSO). Based on the simulation results, the

integer-PSO algorithm has been able to excel in terms of

cost-optimal scheduling and makespan in comparison with

two other algorithms and solve the problem well. To show

this superiority, the authors tested the algorithms with

different tasks 512, 1024, and 2048.

Reddy and Kumar [35] presented a modified ACO

algorithm to improve task scheduling. Their main aim was

to diminish makespan and design a multi-objective task

scheduling algorithm with high functioning. They could

reduce the makespan and balance workload in the network

without any effect on other fundamental parameters. In this

algorithm, all ants are presented on processors by chance.

Next, ant creates pheromone, and according to the pher-

omone values, ants are permitted to move.

Abd Elaziz et al. [36] proposed a metaheuristic algo-

rithm based on the boost of the Moth Search Algorithm

(MSA) with the Differential Evolution (DE). MSA is a

nature-inspired method for the behavior of moths to fly to

the light source and uses the phototaxis for exploration and

levy flights for exploitation. Since exploitation ability had

some drawbacks, DE dealt with a Local Search (LS)

method. The results of the experiments showed that it

performed better than other ways on grounds of more

acceptable performance measures.

Sanaj and Prathap [37] suggested a Chaotic Squirrel

Search Algorithm (CSSA) optimize multi-objective task

scheduling in a cloud atmosphere. The methods continu-

ously work to be more profitable, and to support greater

global convergence, the early ecosystem was produced

with untidy optimization for an competent ecosystem. The

recommended CSSA was eventually synthesized with the

messy LS to enable the exploring authority to complement

Squirrel Search (SS) algorithm.

Another nature-inspired metaheuristic algorithm for task

scheduling is Crow Search Algorithm (CSA) [19]. As it is

obvious, it is inspired by the behavior of crow and the food-

collecting habits of it. In nature, the crow usually follows
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other crows to discover a better food source. Similarly, the

CSA algorithm tries to find a proper VM to cut down

makespan. In comparison with other methods, this method

could reduce the makespan value.

Sobhanayak et al. [20] presented a combined method

using GA and the Bacterial Foraging (BF) algorithms in the

computing cloud. This algorithm has two main objectives.

First, it minimizes the makespan, and then, it decreases the

use of energy. The simulation results show the primacy of

this algorithm over other algorithms. There is a Hybrid

Artificial Bee Colony and Ant Colony Optimization

(HABCACO) load balancing algorithm, which has some

advantages of these algorithms. For instance, it used the

speed of the ACO algorithm in finding good solutions

swiftly and shared interaction of bees and sharing infor-

mation by waggle dancing from Artificial Bee Colony

(ABC). Simulation results showed a good improvement in

makespan, execution time, and so on [38].

Amalarethinam and Kavitha [39] proposed a

Rescheduling Enhanced Min-Min (REMM) algorithm for

meta-task scheduling in cloud computing. The speed of

resources in the cloud system is the most significant mea-

sure in this method. The resources are sorted according to

their velocity, and a task with a smaller amount of run time

is to be designated and allocated to the fastest resources.

Then, it removes from task set.

Huang et al. [40] solved the problem of scheduling tasks

in cloud computing. They used the PSO algorithm to solve

the above problem. Their proposed algorithm has been

compared with three other optimization algorithms, and

they have shown in the simulation results that the algorithm

provided by them has a relative advantage over the com-

pared algorithms.

In [41], the authors present a new optimization method

based on the Whale Optimization Algorithm (WOA) to

solve the problem of assigning tasks in Mobile Cloud

Computing (MCC). They considered several criteria to

solve this problem, one of which is the reduction of energy

in mobile cloud computing. The simulation results of their

proposed method show that the makespan and energy

consumption in the mobile cloud computing environment

have been optimal and have performed very well compared

to the compared methods and have been able to solve the

problem well.

Basu et al. [42] presented a hybrid algorithm called

GAACO to solve the problem of scheduling tasks in cloud

computing for IoT applications. The algorithm presented at

each step uses the best combination of tasks and avoids

getting stuck in the local optimal. The algorithm provided

is a combination of GA and ACO and is compatible in

environments with multiple heterogeneous processors.

Alwonafi et al. [43] developed a Deadline Budget

Scheduling (DBS) model for scheduling tasks in cloud

computing that they also considered virtual machines. They

suggested that tasks be assigned to virtual machines and

that the limitations offered in the proposed method were

ultimately considered at the request of users until user

satisfaction was met. In the method provided by the

authors, makespan, and the cost to evaluate the above

model are calculated. The results show that the proposed

DBS model has been able to be more cost-effective than

other algorithms and reduce costs.

Raju and Devarakonda [44] used a fuzzy clustering

method along with the ACO algorithm to solve the task of

scheduling tasks in cloud computing. In their paper, they

were able to optimize the load balance for the problem and

also schedule tasks well and provide them to users.

2.1 Problem statement

The cloud environment is a complicated system with many

shared resources and unpredictable requests and is influ-

enced by uncontrollable external events. The machines are

also located in cloudy environments in different areas and

have different processing capabilities and specifications

and different costs. In this case, the cost and duration of the

schedule and the resources allocated are important and

cannot be neglected. Therefore, in order to provide an

optimal schedule, there must be coordination between the

task schedule and allocation of resources. In this way, we

can achieve an optimal schedule by reducing costs (the cost

considered in this paper is the price of energy consumed)

and the duration of the schedule. Multi-objective opti-

mization for cloud resources requires complex policies and

decisions. Among the important issues in the cloud com-

puting, energy consumption and makespan are the most

important ones. Therefore, we must be able to achieve the

optimal schedule in time and energy usage by balancing the

desired goals.

2.2 System model

The cloud computing network discussed here is composed

of a set p of m diverse processes that are altogether con-

nected with a high-speed network. Each processor is

Dynamic Voltage Scaling (DVS) enabled; in other words,

each processor is capable of working with various voltages

scales as a set v which can set with regard to the input task.

As clock frequency transition overheads take an insignifi-

cant amount of time (about 10ls� 15ls) [45], these

overheads are not taken into consideration in our paper,

and the inter-processor communications are conducted

with the same speed on all links.
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3 The proposed algorithm

Parallel programs have implementation priority, including

programs utilized in technological and engineering scopes.

These programs can be established in homogeneous or

heterogeneous systems such as cloud infrastructure. The

concept of cloud computing is derived from heterogeneous

distributed computations, greed computations, useful

computations, and automated computations. Users of cloud

systems do not own any part of the infrastructure and can

easily access the services provided through the internet and

pay for the service used, and such a system can provide any

kind of service to its users, including computing resources,

web services, social networks and communication services.

Many specifications indicate the quality of the services

provided, and the highlights include the cost of producing

the service and, ultimately, the cost the user has to pay,

makespan, and the energy expended to perform the service.

In this paper, the proposed algorithm (GAECS), which is a

combination of GA and ECS model, is a time and energy-

conscious method for scheduling tasks in cloud computing

systems and includes two steps. Since tasks have priority

and must be performed in a specific order, we used the GA

to prepare the appropriate sequence for performing tasks

based on their priority. Therefore, the first phase of the our

method is dependent upon the GA, and the role of the GA

is to generate the chromosome genes. In fact, the GA

completes the tasks of T1; T2; . . .; Tn. At this stage, the tasks

are based on their genes. In order to make optimal use of

resources and reduce energy consumption, the ECS

method, which is a conscious method of energy, has been

used to assign tasks to processors. In fact, in the second

phase, the processor part and the gene voltage are com-

pleted. Whenever the first part of the chromosome is

complete, the ECS pattern is called. In other words, ECS

completes the remaining parts of the chromosome, namely

PðT1Þ;PðT2Þ; . . .;PðTnÞ and VðT1Þ;VðT2Þ; . . .;VðTnÞ.
Whenever the working part, the processor, and the voltage

of the genes are completed, the function of the GA eval-

uator is called, and the role of this operator is to compute

the energy usage and the schedule duration of each chro-

mosome. In the mutation, the genes are changed so that

their priority is not violated. In practice, the combination of

the two parents is chosen at random and is divided into left

and right. The child consists of the right part of the two

parents.

3.1 GAECS for task scheduling in cloud
computing

In this paper, we use the GA to find a solution to

scheduling. In the following, the algorithm operators,

including chromosome display, initial population genera-

tion, selection, crossover, mutation, are fully explained.

In the GA, the variables are coded into elements called

genes, and the answers to the problem are strings of genes,

each of which is called a chromosome. The elements in this

paper are the tasks related to a program that is arranged on

the chromosome according to their priority. In each itera-

tion of the algorithm, the value of genes can be changed.

Also, by applying mutation and crossover operators, the

value of genes is changed again, and a new chromosome

(scheduling) is obtained.

Table 1 shows a sample of a chromosome for an eight-

function program and three processors. It shows the

information about the makespan on each processor and the

energy consumption. For instance, in this chromosome, the

task of T1 is on the P2 processor and V3 voltage.

3.2 Initial population

To improve the task speed and achieve the desired result,

we choose the initial population as smartly as possible, in

fact, to produce the initial population, we act as follow:

First, using the three prioritization methods, including

the upward priority, the downward priority, and the com-

bination of these two methods, the first three chromosomes

are produced, and the rest of the initial population chro-

mosomes are replaced by these three chromosomes.

Upward priority The upward priority of a task is equal

to the average cost remaining until all tasks related to the

current task are completed, which must be performed after

the completion of the current task. The upward priority is

shown as RankbðTiÞ and is calculated based on Eq. 1.

RankbðTiÞ ¼ W Tið Þ þ max C Ti þ Tj
� �

þ Rankb Tj
� �� �

ð1Þ

In Eq. 1, Ti and Tj represent the tasks of i and j, respec-

tively. W is the weight of each task. C is the capacity of

each task. Rankb shows that which task is performed sooner

or later.

In this Equation, Tj 2 SuccðTiÞ and SuccðTiÞ are sets of

successor tasks of Ti. The upward priority of the graph

starts the tasks from the last task (Texit) and upward.

Table 1 Chromosome sample with eight tasks on three processors

T1 T2 T4 T5 T3 T6 T7 T8

P2 P1 P2 P3 P3 P1 P2 P3

V3 V2 V1 V1 V2 V1 V2 T3

Neural Computing and Applications

123



Downward priority Similar to the upward priority, the

downward priority of tasks is shown as RanktðTiÞ and is

calculated as Eq. 2.

RanktðTiÞ ¼ max W Tið Þ þ C Tj; Ti
� �

þ Ranki Tj
� �� �

ð2Þ

In Eq. 2, Tj 2 PredðTiÞ and PredðTiÞ are the sums of the

predecessor tasks of Ti. The downward priority is calcu-

lated by navigating the task graph, starting from the first

task (Tentry). In this method, the priority of the first task is 0.

RanktðTiÞ is equal to the largest distance from the first task

to the desired task (Ti) except for the computational cost of

the Ti task.

Combining priorities To schedule a Directed Acyclic

Graph (DAG), we can perform tasks based on upward

priority or downward priority or a combination of them. In

the combination of priorities, one level is defined for each

task based on Eq. 3 and it shows the level of the task in the

graph.

Level Tið Þ ¼
0; if Ti ¼ Tentry

max Level Tj
� �

þ 1
� �

; otherwise

�
ð3Þ

3.3 Parent selection

In the GA, two generations are needed to produce chro-

mosomes in the next generations, and the choice of the

parent is based on different algorithms, but the algorithm

used to pick the parent here is the roulette wheel selection.

After calculating the fitness of each chromosome, chro-

mosomes with a better fitness value with a ratio that is not

constant, for example, we can copy 20% of the best

members of the original population and enter to the new

population. In this way, we give more chances to members

with different fitness values. Then, we randomly select the

number of pairs we want to combine in the next phase.

3.4 Crossover operator

This operator combines the information of the two selected

parents’ chromosomes and produces the child’s chromo-

somes. Given how the information used in this issue is

displayed, we are looking to produce two children from

each combination and try to make one of these two children

better than the parents. The crossover operator in our

problem is that two parents are selected at random, and in

each of them, we select a random point called the crossover

point. We insert the first part of the two parents in two

separate chromosomes, and the information in the second

part of the chromosomes will be similar to the information

in the second part of the parent information.

Father and mother mean two parent chromosomes,

which are divided into left and right, and the left part is

copied directly to the left part of the child’s chromosomes,

i.e., daughter and son, and the second part of the child’s

chromosomes is similar to the right part of one of the

parents’ chromosomes. Figure 1 shows how to perform a

crossover operation.

3.5 Mutation operator

This operator ensures population diversity through random

changes in gene information and aims to prevent the

chromosomes from becoming very similar over several

generations. The mutation in our problem is based on the

displacement of independent genes at the same level as the

graph. In this way, first, a mutation point is selected ran-

domly, and the information of that gene is replaced by the

first independent gene (task) after it, and thus a new

chromosome is produced. Figure 2 shows how the muta-

tion operation works.

In this Figure, as shown in the example chromosome, we

first find the first Ti substitute from the chosen point to the

end of the priority queue (Tj) and then exchange Ti with the

Fig. 1 Crossover operation

Fig. 2 Mutation operation
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first predecessor Tj called Tk. These two colors (yellow and

pink) are the point of exchanging of genes.

3.6 Fitness function

In the GA, the fitness function determines the fitness of a

solution to the problem and shows the extent to which the

constraints and optimization levels are met.

In this case, the fitness of the solution is calculated based

on energy consumption and makespan and on the founda-

tion of the fitness function, and the task is gave to the

processor and voltage, which has higher fitness.

Due to the fact that a significant part of the energy use of

data centers is connected to the processing of computing

and storage disks, networks, and cooling systems, the

energy consumption considered in this paper is the energy

consumption of processors.

As we know, the energy expending of CMOS processor

batteries is comprised of static and dynamic consumption,

and because dynamic consumption is more important than

static, only dynamic consumption is considered in this

paper. Thus, by reducing power consumption, we can

increase system efficiency.

Power battery consumption is calculated by Eq. 4:

P ¼ A � C � V2 � f ð4Þ

In this Equation, A is equal to the number of switches in

each clock cycle, C is the capacitance, V is the voltage, and

f is equal to the frequency.

Energy consumption is directly related to the square of

voltage and frequency. Therefore, reducing these two fac-

tors will have a significant effect on reducing energy

consumption, and because the frequency is directly related

to voltage, the dynamic energy consumption of processors

will be in the form of Eq. 5:

P ¼ A � C � V3 ð5Þ

And the run time of the i-th task is in the form of Eq. 6:

Ti ¼ EST þ wij ð6Þ

In this Equation, EST is the starting time of a task, and w is

the time required to perform task i on the processor j.

Based on the obtained Equations, the energy use for

each operation on each processor is as Eq. 7:

E ¼ P � wij ) E ¼ A � C � V3 � wij ð7Þ

In this Equation, wij is the time needed to run task i-th on

the processor j-th, and the total energy is calculated as

Eq. 8:

E ¼ P � wij ) E ¼
Xn

i¼1

A � C � V3 � wij ð8Þ

And assigning a task to the processor is measured by Eq. 9.

The symmetry of the sum of the energy distinction

between the present and former state to the current energy

and the ratio of the distinction between the current and

previous completion time to the current time difference and

Table 2 Computing power of

VMs
VM ID (1-10) 1 2 3 4 5 6 7 8 9 10

Computing power (kBps) 20 25 30 50 55 60 65 66 70 73

VM ID (11-20) 11 12 13 14 15 16 17 18 19 20

Computing power (kBps) 75 80 85 90 35 40 45 50 58 82

Table 3 Makespan performance comparison for all approaches with

30 tasks

Algorithm Average SD ACT

GSA 1782.8995 94.0909 1.3694

ABC 1657.3083 56.5111 1.1077

DA 1824.5682 130.4172 9.6238

Linear-PSO 1640.4564 76.7758 1.3092

Sigmod-PSO 1651.6592 99.0259 1.2898

Chaotic-PSO 1619.4062 72.0869 1.2992

Simulated-PSO 1601.0727 76.6309 1.2852

Logarithm-PSO 1588.7585 98.883 1.2968

GAECS 1567.3214 54.618 2.7927

Table 4 Makespan performance comparison for all approaches with

50 tasks

Algorithm Average SD ACT

GSA 2871.1385 150.2514 1.7026

ABC 2679.8311 127.0006 1.2681

DA 2926.4281 249.6792 15.2899

Linear-PSO 2619.7364 149.7841 1.3844

Sigmod-PSO 2615.6082 149.8076 1.3651

Chaotic-PSO 2595.0782 136.3308 1.3722

Simulated-PSO 2615.6865 129.9891 1.3514

Logarithm-PSO 2561.1159 111.5794 1.3648

GAECS 2371.5648 108.6831 2.1124
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the minimum current and previous start time should be

equal to the maximum value:

Fitness ¼ � Ec � Ep

Ec
þ EFTc � EFTp

EFTc � min ESTc � ESTp
� �

" #

ð9Þ

In this Equation, the task is first given to the first processor

with the initial frequency, and for the next step, that is, for

the different frequencies of that processor, it calculates this

formula. If this value is better than the previous state, it

will assign the task to the processor with the new fre-

quency. In this Equation, Ec equals to current energy, Ep is

the previous energy, EFTc is the current completion time,

EFTp is the previous completion time, ESTc is the current

starting time, and ESTp is the previous starting time.

3.7 ECS method

This method is an energy-based, voltage-based method for

scheduling tasks that first calculates and compares different

allocation modes to schedule tasks and finally assigns the

task to the best option (processor and voltage). The purpose

of this method is to schedule tasks on processors with the

criterion of reducing time and energy consumption. First,

the tasks are organized descendingly and for each task, the

amount of consumed energy and the time of doing it are

calculated on each processor and voltage, and the task is

assigned to the processor and voltage, which these two

criteria should be minimal [46].

3.8 Termination condition

The condition for ending the algorithm here is to achieve

maximum iteration. Whenever the algorithm attains its

maximum iteration, the algorithm finishes. The maximum

number of iterations in this algorithm is 100.

4 Simulation results

The proposed algorithm (GAECS) is described in the for-

mer part, and in this part, we will discuss the results of

simulating and comparing the results obtained using pro-

posed algorithm with the results obtained using other

methods. As mentioned, we used the GA and the ECS

model in the proposed method for optimal resource

scheduling and energy saving. In this method, the chro-

mosomes are first sorted according to their priority so that

we have optimal primary chromosomes. In practice, the

crossover and mutation of genes are based on their priority,

and thus their order of execution is never violated. In the

process of allocating tasks to the processor, it is also tried

to assign tasks to a processor that has both a minimum time

and energy factor.

Table 5 Makespan performance comparison for all approaches with

100 tasks

Algorithm Average SD ACT

GSA 5688.6096 201.5961 3.0662

ABC 5560.9419 286.2516 1.812

DA 5805.9244 427.2967 35.1305

Linear-PSO 4897.1396 218.0289 1.7437

Sigmod-PSO 5108.8297 111.9476 1.702

Chaotic-PSO 4907.816 175.8923 1.7129

Simulated-PSO 5019.1349 273.517 1.5996

Logarithm-PSO 4838.3595 198.5673 1.6597

GAECS 4611.5380 112.4317 3.7639

Table 6 Makespan performance comparison for all approaches with

200 tasks

Algorithm Average SD ACT

GSA 11702.2816 346.5467 3.9206

ABC 12214.6315 710.2963 1.6917

DA 11010.5597 868.8301 86.3467

Linear-PSO 9647.5628 412.1729 1.8739

Sigmod-PSO 9823.4108 308.8059 1.842

Chaotic-PSO 9536.7212 311.8092 1.8727

Simulated-PSO 9790.0579 314.9119 1.8398

Logarithm-PSO 9463.4511 243.2355 1.8742

GAECS 8136.8792 241.1193 4.4319

Table 7 Makespan performance comparison for all approaches with

300 tasks

Algorithm Average SD ACT

GSA 18307.5988 584.0432 6.7591

ABC 19421.5846 1072.29 2.9392

DA 16892.2548 1488.8774 137.098

Linear-PSO 14244.2165 862.2472 2.1473

Sigmod-PSO 14738.0963 442.2664 1.882

Chaotic-PSO 14352.9043 391.3443 1.9294

Simulated-PSO 14762.6141 741.0269 1.8726

Logarithm-PSO 14185.258 349.483 1.9063

GAECS 14181.320 347.649 4.5843
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Here, we depict the appropriate condition for evaluating

and proving the improvement of the proposed method over

other methods. In this environment, we show that using the

proposed algorithm, we will improve energy and time, and

in this environment, we compare our method with other

similar methods and show the results.

4.1 Simulation environment

We implemented and evaluated all algorithms using

MATLAB 2014a. The operating environment for running

was a personal computer with an Intel (R) Core i7 2.4GH

processor, 8GB of memory and Windows 10.

Fig. 3 Makespan convergence curve for all approaches with 30 tasks

Fig. 4 Makespan convergence curve for all approaches with 50 tasks
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In this evaluation, experiments are run with five

stochastic datasets of 30, 50, 100, 200 and 300 tasks.

For scheduling the tasks of datasets whose file size is 32

to 64 MB, 20 VMs have been used. Table 2 shows the

capabilities of these VMs.

The GAECS is compared with Gravitational Search

Algorithm (GSA) [47], ABC [48], Dragonfly Algorithm

(DA) [49], Linear-PSO [40], Sigmod-PSO [40], Chaotic-

PSO [40] and Simulated-PSO [40], Logarithm-PSO [40],

the simulation results of which can be seen in Tables 3,4,

5, 6, 7.

Fig. 5 Makespan convergence curve for all approaches with 100 tasks

Fig. 6 Makespan convergence curve for all approaches with 200 tasks
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As you can see, the GAECS has been able to solve

problems properly and compete with comparable algo-

rithms. As the GAECS is a hybrid algorithm, it has a higher

Average Computation Time (ACT) than the comparable

algorithm. All algorithms were run 20 times and then these

average results are presented in Tables. In Tables 3, 4, 5, 6,

7, Average, SD and ACT columns represent Average Value

(Mean), Standard Deviation (SD) and average computation

time, respectively.

Tables 3, 4, 5, 6, 7 show the best position as shown in

Fig. 3 for changes to the proposed algorithm (GAECS) and

compared algorithms. Comparative algorithms that have

Fig. 7 Makespan convergence curve for all approaches with 300 tasks

Fig. 8 Comparison of energy consumption of the GAECS with comparable algorithms for the number of tasks from 40 to 100
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similar differences based on Average, SD, and ACT have

been investigated. As can be seen, the GAECS has more

optimal conditions to find the Makespan, and these con-

ditions are considered for 30 tasks. As shown, the Linear-

PSO and Sigmod-PSO methods acted linearly similar to the

GAECS. In Figs. 4, 5, 6, 7, the conditions for the GAECS

are improved by increasing the number of tasks. As shown

in Figs. 3, 4, 5, 6, 7, GAECS is superior to other algorithms

in terms of accuracy. All the compared algorithms perform

very well in these cases. PSO-based approaches also work

well in all cases. Note that, as the number of tasks

increases, the DA computational time increases rapidly.

Figure 8 shows the energy results of the proposed

algorithm with other algorithms in watt per hour (Wh). All

performance metrics are evaluated for several 40–100

tasks. As can be seen in this figure, the energy increases

with increasing tasks in all algorithms. The GAECS algo-

rithm has better conditions for finding energy in different

tasks, and this operation is due to the low value of make-

span, and these 40 to 100 tasks are considered. As shown,

Linear-PSO and Sigmod-PSO methods, such as GAECS,

operate linearly. Due to the low computational complexity

(time-space), we will have an energy reduction in the

proposed method. GAECS is superior to the comparable

algorithms in terms of accuracy, and note that as the

number of tasks increases, the DA energy computation

time increases rapidly [50].

5 Conclusion

Cloud computing system is a prevailing model for clients

to use cloud resources due to the ‘‘pay for use’’ model, but

due to the high volume of resources and high requests from

users, the issue of scheduling and energy use has become

one of the important obstacle of this type of system. Much

research has been done on this topic. Scheduling is a way

to allocate resources to users, and the main goal of a

schedule is to reduce makespan. Scheduling is a way to

allocate resources to users, and the primary goal of a

schedule is to reduce makespan. In most of the methods

presented for cloud system scheduling, little attention has

been paid to the energy issue, and in some methods that

have been optimized for energy consumption, the make-

span has increased. For example, the Hybrid GA algorithm

is an energy-conscious scheduling method for dependent

tasks, but despite the fact that tasks are interdependent, the

scheduling and production of primary chromosomes have

not been optimally performed. The ECS algorithm does not

consider all possible combinations to perform tasks.

Therefore, it is better to use scheduling algorithms that can

optimize time and energy usage. In this study, a two-step

algorithms called GAECS is presented with the aim of

reducing time and energy. In the proposed GAECS algo-

rithm, we used the GA to create optimal schedules and

three ranking algorithms to create the primary chromo-

somes. We also used the ECS algorithm, which is an

energy-aware technique, to optimize the allocation of

resources to processors. In the GAECS algorithm, first

three primary chromosomes are produced using three pri-

oritization algorithms, and the primary chromosomes are

given to the GA, and the primary population is completed

in the GA. Then, using the defined crossover and mutation

operators, better chromosomes are selected, and finally, the

optimal chromosomes are selected in terms of time and

energy and are assigned to resources. The GAECS algo-

rithm is compared to eight algorithms. The results of the

evaluation of the GAECS show that the GAECS has a

better makespan and energy consumption.
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