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Abstract
In recent years, as the knowledge graph has attained significant achievements in many specific fields, which has become

one of the core driving forces for the development of the internet and artificial intelligence. However, there is no mature

knowledge graph in the field of agriculture, so it is a great significance study on the construction technology of agricultural

knowledge graph. Named entity recognition and relation extraction are key steps in the construction of knowledge graph.

In this paper, based on the joint extraction model LSTM-LSTM-Bias brought in BERT pre-training language model to

proposed a agricultural entity relationship joint extraction model BERT-BILSTM-LSTM which is applied to the standard

data set NYT and self-built agricultural data set AgriRelation. Experimental results showed that the model can effectively

extracted the relationship between agricultural entities and entities.

Keywords Agricultural knowledge graph � Named entity recognition � Relation extraction � Joint extraction �
BERT

1 Introduction

Information extraction (IE) is the first step in the con-

struction of knowledge graphs, which is to convert

unstructured or semi-structured natural language text into

structured data. Named entity recognition (NER) and

relation extraction (RE) are two important subtasks of IE.

The purpose of NER is to identify entity information with

special or referential significance from the text, and RE is

responsible for extracting the entity semantic relationship

from the text and getting the entity–relation triples

like\entity1, relationship, entity2[.

The traditional pipeline methods treat entity extraction

and relation extraction as two independent processes. After

identified the entities in the sentences, the follow task is to

identify entities combined in pairs and then classified its

relationship. The pipeline methods are relatively simple in

modelling, but the correlation between the two subtasks is

not considered in the training process. They are easy to

cause error propagation, and the errors of the entity

recognition task will affect the performance of subsequent

relationship classification. In addition, unrelated entities

will bring redundant information, thereby increasing the

error rate.

In recent years, many works have considered the joint

modeling of entity recognition and relationship extraction

tasks. These end-to-end models have also brought signifi-

cantly better results. However, the existing joint extraction

models use static word vector representation for word

embedding, and do not take into account that the same

word may have different semantics, and cannot model

polysemous words. To solve this problem, we replaced the
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static word embedding [1] in the LSTM-LSTM-Bias model

proposed by Zheng et al. [2] with a dynamic fine-tuning

method [3] to solve downstream tasks. Our model effec-

tively solved the problem that the original model cannot

model polysemous words.

The main contributions of this paper are as follows:

1. We have improved the joint extraction model of Zheng

et al. [2], which currently has excellent results. We

introduced the pre-training language model BERT on

the basis of their model [4] and proposed a joint

extraction model BERT-BILSTM-LSTM. The model

achieved an F1 score of 55.9% on the NYT standard

data set, which is 3.9 percentage points higher than the

result of Zheng et al.

2. We constructed the agricultural data set AgriRelation,

and used the BERT-BILSTM-LSTM model to extract

relation, and obtained a F1 score of 57.6%. It is

verified that the model can also extract entity relations

when the sample data set is small.

The rest parts of this paper are organized as follows:

Sect. 2 briefly introduces relevant works, Sect. 3 comes up

with the BERT-BILSTM-LSTM model, and Sect. 4 states

the environment, data, parameter settings and results

relating to the experiments with the model. And in the final,

the conclusion based on above works is given in Sect. 5.

2 Related work

2.1 Named entity recognition

Entity is an important language unit that carries informa-

tion in the text. A fundamental semantic expression can be

expressed as the entities that contains and the association

and interaction among these entities. Entities are also the

core units of knowledge graph. Knowledge graph is usually

a huge knowledge network with entities as nodes. Named

entity recognition refers to the task of recognizing named

entities in the text and classifying them into designated

categories, which is the basis for understanding the

meaning of text. NER technology can detect new entities in

the text and add them to the existing database. It is the core

technology of knowledge graph construction.

Since the 1990s, statistical models have been the

mainstream method of entity recognition. There are many

statistical methods used to extract entities in text, such as

hidden Markov model [5, 6], Maximum Entropy model

[7, 8] and Support Vector Machines [9]. However, tradi-

tional statistical models require a large amount of anno-

tated corpus to learn information, which leads to the

bottleneck of constructing information extraction system in

open domain or Web environment. With the popularity of

deep learning in different fields, more and more deep

learning models are proposed to solve entity recognition

problems [10–14].

2.2 Relation extraction

Entity relationship describes the association relationship of

existing things, and it is defined as a certain connection for

two or more entities, which is the basis for the automatic

construction of knowledge graph and natural language

understanding. Relation extraction is to automatically

detect and identify a certain semantic relationship between

entities from the text. It systematically processes various

unstructured/semi-structured text inputs (such as news

pages, product pages, Weibo, forum pages), using a variety

of technologies to identify and discover the relationship

between various predefined categories and open categories,

which has important theoretical significance and broad

application prospects to provide a variety of applications

important support.

Relation extraction has been continuously studied in the

past two decades. Feature engineering [15], kernel methods

[16, 17], and graph models [18] have been widely used in

them, and some results have been achieved. With the

advent of the deep learning era, neural network models

have brought new breakthroughs in relation extraction. In

2014, Zeng et al. [19] improved the accuracy of the rela-

tionship extraction model by extracting the features of

word level and sentence level with CNN and classifying

the relationship by combing the hidden layer and softmax

layer. Nguyen and Grishman [20] improved on Zeng’s

work by adding a multi-size convolution kernel and

extracting the characteristics of sentences level. Santos

et al. modified the loss function used in Zeng’s model into

a new pairwise ranking loss function [21]. Considering the

unsatisfactory modeling effect of CNN for long distance

text sequences, Socher et al. took the lead in using RNN for

entity relationship extraction [22]. Zhou et al. [23] com-

bined attention and BiLSTM to conduct the experiment of

relationship classification. Lin et al. [24] proposed a self-

training framework and built a recursive neural network

embedded with multiple semantic isomeric elements within

the framework. Zhang et al. [25] proposed an extended

graph convolutional neural network, which can effectively

process arbitrary-dependent structures in parallel and

facilitate the extraction of entity relations. Zhu et al. [26]

proposed a method to generate graph neural network

parameters based on natural language statements to enable

the neural network to perform relational reasoning on

unstructured text input. In addition, BERT is being used in

more and more relational extraction models for pre-train-

ing. Shi and Lin [27] proposed a simple model based on

BERT, which can be used for relationship extraction and
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semantic role annotation. Shen et al. [28] used BERT to

extract the relationship between characters, reducing the

impact of noise data on the relation extraction model.

2.3 Joint extraction

The term joint learning is not a term that has only recently

appeared. In the field of natural language processing,

researchers have long used joint models based on tradi-

tional machine learning to jointly learn some closely

related natural language processing tasks. Early joint

learning methods mostly for entity and relation extraction

used structured systems based on feature engineering

[29, 30], which required complex feature engineering,

strongly relied on natural language processing tools, and

still led to the problem of error propagation. In 2016, the

end-to-end model proposed by Miwa and Bansal [31] laid

the foundation for various efficient neural network-based

joint extraction models in recent years, but they used a NN

structure to predict entity labels, thus ignoring entities

long-distance dependencies between tags. Zheng et al. [32]

performed joint learning by sharing the underlying

expressions of neural networks. Li et al. [33] applied the

same method to the extraction of entities and relation in

biomedical texts, but the parameter sharing method still has

two subtasks, only that there is interaction between these

two subtasks through parameter sharing. The training

process is still to identify entities firstly and then perform

pair-wise matching based on their prediction information to

classify relationships. This kind of redundant information

will still be generated for entities with no relationship.

Zheng et al. [2] proposed a new labelling strategy in 2017.

The new labelling strategy turns the relation extraction

involving sequence labelling tasks and classification tasks

into sequence labelling tasks and uses a end-to-end neural

network model to directly obtain entity-relation triples. Our

work focuses on the improvement of this model having the

architecture shown in Fig. 1, which mainly includes the

layers of inputting, embedding, encoding, decoding and

outputting.

3 Proposed method

The LSTM-LSTM-Bias joint extraction model uses a static

word vector representation for word embedding, which

does not take into account that the same word may have

different semantics. In this paper, on the basis of the

LSTM-LSTM-Bias joint extraction model proposed by

Zheng et al. [2], the BERT pre-training model is introduced

to realize the modeling of polysemous words, and a joint

extraction model BERT-BILSTM-LSTM is proposed.

3.1 Label mode

The BERT-BILSTM-LSTM model adopts the label mode

consistent with the LSTM-LSTM-Bias model. This mode

is composed of three parts: the location information, the

relation type information and the role information of the

entities. The B, I, E in the labels represent the starting

words, internal words, and ending words of the entities, and

S represents the entities that contain only one word. The

numbers 1 and 2 in the label indicate the order in which the

entities appear in the relationship, where the number 1

indicates the entities that appear first in the relation, and the

number 2 indicates the entities that appear later in the

relation. For example, the starting word of the entity that

appears first in the Country-President relationship can be

expressed as ‘‘B-CP-1’’. In addition, all other irrelevant

words are marked as ‘‘O’’.

3.2 Model structure

The BERT-BILSTM-LSTM model contains a BERT layer,

an encoding layer, a decoding layer and a softmax layer.

The structure of the model is shown in Fig. 2.

3.2.1 BERT layer

The BERT layer accurately learns the semantic information

of words through two steps of pre-training and fine-tuning.

First it uses other large corpus to pre-train the BERT model

and then solves the joint extraction problem through fine-

tuning. We use the access method shown in Fig. 3 to add

the BERT model to the joint extraction model. In Fig. 3, E

represents the input embedding, Ti is the contextual rep-

resentation of the word i, and [CLS] is a special symbol for

classification output. [CLS] is ignored during joint

extraction and marked as ‘‘O’’. When a sentence of length

n is input into BERT, a ‘‘[CLS]’’ symbol is added to the

beginning of the sentence, the sentence length becomes

n ? 1, and the corresponding output label adds a label

‘‘O’’, and the length becomes n ? 1.

3.2.2 Encoding layer

The BERT layer is followed by the encoding layer, which

can learn the representation characteristics of the input

data. The encoding layer is a bidirectional LSTM, which

consists of two LSTM layers in parallel with a forward

LSTM and a backward LSTM. Each LSTM layer is com-

posed of a series of cyclically connected subnets, and each

time step is an LSTM memory block. The LSTM memory

block calculates the state vector of the hidden layer at the

current moment based on the state of the hidden layer at the
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previous moment and the output vector of the BERT layer

at the current moment. The structure of each LSTM cell is

shown in Fig. 4.

The specific calculation formula is as follows:

iðtÞ ¼ r Wixx
ðtÞ þWihh

ðt�1Þ þ bi

� �
ð1Þ

f ðtÞ ¼ r Wfxx
ðtÞ þWfhh

ðt�1Þ þ bf

� �
ð2Þ

Figure1 End-to-end model proposed by Zheng et al.

Fig. 2 BERT-BILSTM-LSTM model
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gðtÞ ¼ tanh Wgxx
ðtÞ þWghh

ðt�1Þ þ bg

� �
ð3Þ

cðtÞ ¼ iðtÞ � gðtÞ þ f ðtÞ � cðt�1Þ ð4Þ

oðtÞ ¼ r Woxx
ðtÞ þWohh

ðt�1Þ þ bo

� �
ð5Þ

hðtÞ ¼ tanh cðtÞ
� �

� oðtÞ ð6Þ

Among them, the formula (1) is the calculation formula

of the input gate i, xðtÞ represents the data of input gate and
the current time step t, Wix represents the weight matrix

from the BERT layer to the input gate, Wih represents the

weight matrix from the hidden state to the input gate, and

bi is the bias term of the input gate. The formula (2) is the

calculation formula of the forget gate f , Wfx represents the

weight matrix from the BERT layer to the forget gate, Wfh

represents the weight matrix from the hidden state to the

forget gate, and bf is the bias term of the forget gate. c is

the cell memory. o is the output gate. The formula (6) is the

calculation formula for the output value of the memory

cell, and hðtÞ is the product of the cell memory cðtÞ and the

output gate oðtÞ.

3.2.3 Decoding layer

The encoding layer is followed by the decoding layer,

which consists of a single-layer LSTM network, and the

function of the decoding layer is to generate tag sequences.

The decoding layer uses the output vector c
ðt�1Þ
2 of the

memory unit at the previous moment, the hidden layer state

vðt�1Þ at the previous moment, and the current hidden layer

state hðtÞ of the encoding layer to calculate the hidden layer

state value vðtÞ at the current moment. The specific calcu-

lation process is similar to the encoding layer.

3.2.4 Softmax layer

The decoding layer is followed by a softmax layer, which

is mainly used for normalization processing. The specific

formula is as follows:

yt ¼ WyTt þ by ð7Þ

pit ¼
expðyitÞPNt

j¼1 expðy
j
t Þ

ð8Þ

Among them, Wy is the softmax matrix and Nt is the

number of marks. At the same time, the objective function

L without bias is used. The formula is defined as follows:

L ¼ max
XjDj

j¼1

XLj
t¼1

logðpðjÞt ¼ y
ðjÞ
t jxj; h

� �
ð9Þ

Fig. 3 BERT model is combined with the joint extraction task

Fig. 4 A LSTM cell
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|D| is the size of the training set, Lj is the length of

sentence xj, y
ðjÞ
t is the true label of the tth word of sentence

xj, and p
ðjÞ
t is the normalized probability value of the

obtained predicted label.

3.3 Training algorithm

3.3.1 Pre-training

The pre-training of the BERT model needs to use a large

corpus, which has high requirements on the performance of

the corpus and the server. In this paper, we use the BERT

pre-training model disclosed by Google, which includes

BERT-Base and BERT-large, and each model has two

versions, Uncased and Cased. Among them, the Cased

version retains the case of the original text, and the

Uncased version converts all uppercase letters in the text to

lowercase before word segmentation and removes all

spoken marks. Because the tasks in this paper do not

require high case sensitivity, the Uncased model is adop-

ted. The download address of all pre-trained models is:

https://github.com/google-research/bert.

3.3.2 Network structure setting

Number of LSTM layers (num_layers): The number of

LSTMs in the hidden layer.

The size of the state of the LSTM unit(state_size): The

size of the state vector of each LSTM memory unit. At

each moment, the size of the state vector of the entire

hidden layer is state_size*num_layers.

Dimension of LSTM unit output (output_size): The size

of the LSTM output unit, which is generally the same as

the unit state vector.

Dimension of LSTM unit input (input_size): The size of

the LSTM input unit, which is generally the same as the

unit state vector.

3.3.3 Model training setting

trains The data used to train the model.

tests: The data used to test the model.

max_seq_length: Sentence truncated length.

vocab.txt: The dictionary used during BERT model

training.

bert_config.json: The configuration file of the parameters

of the BERT model.

warmup_proportion: The proportion of warm up steps.

learning_rate: The magnitude of the progress in the

direction of the gradient.

batch_size: The number of truncated sequences of loss

summary. It only updates the gradient after obtaining the

loss sum of a batch of sequences.

epoch: The number of times that all training samples

repeatedly perform a forward pass and a reverse pass.

3.3.4 Training process

The model training process is shown in Algorithm 1. By

modeling polysemous words, the BERT-BILSTM-LSTM

joint extraction model can learn different semantic infor-

mation of the same word according to context information.
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4 Experiments

4.1 Experimental environment

The paper carried out experiments on the standard data set

NYT and the self-constructed agricultural data set

AgriRelation. The server used in the experiments had an

Intel Xeon E5-2620 v4 processor and 16G of memory. The

experiments were performed on the Ubuntu16.04 operating

system, using python3.5 and tensorflow1.10 to build the

extraction model and a GPU card of K80 to accelerate the

training.

4.2 Data sets

4.2.1 AgriRelation

Since there is no public agricultural relation extraction data

set, we constructed the agricultural data set AgriRelation

through web crawler technology crawled from Baidu Baike

refer to the Agricultural Thesaurus [34]. In order to reduce

the impact of sparse sample, we choose ‘‘fruit’’ and

‘‘geographical location’’ as entities, and ‘‘place of origin’’

as the entity relation after analyzing the agricultural data in

the Agricultural Thesaurus and Baidu Baike. So that more

sentences in the crawled text data include two entities and

the relation. The specific construction steps of the data set

are as follows:

1. Crawl text data for various ‘‘fruits’’. By analyzing the

URL address of Baidu Baike, we can know that the

Baidu Baike URL has a fixed prefix format: ‘‘https://

baike.baidu.com/item/term’’. Therefore, by replacing

the ‘‘term’’ in the URL, you can get the set of seed

URLs that need to be crawled. In order to increase the

number of positive samples, we select all fruit the-

sauruses and their aliases under the category of ‘‘fruit

crops’’ in the Agricultural Thesaurus for crawling.
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2. Filter text data that contain ‘‘geographic location’’.

Select all thesauruses of the geographic and adminis-

trative districts under the category of ‘‘China’’ in the

Agricultural Thesaurus, and then parse the text part of

the div block with class value of para in the pages of

fruit crops obtained in the previous step to extract the

sentences containing China’s geographical and admin-

istrative districts. At the same time, in order to increase

the number of positive samples, we extracted sentences

containing words such as ‘‘origin’’ and ‘‘producing

area’’.

3. Process the data and complete the triples. By manually

complementing sentences that do not contain complete

triples, we get the data set AgriRelation for relation

extraction. The AgriRelation contains two parts: train-

ing set and test set. The training set contains 1348

sentences and the test set contains 187 sentences.

4. Annotate data. Manual data annotation is performed on

the obtained data set. In this paper, we use entity

location information, relation type information, and

entity role information to label the entities in the

triples. For example, the sentence ‘‘Baishui County is

recognized by experts at home and abroad as one of the

best producing areas for apples’’, which contains the

two entities ‘‘Baishui County’’ and ‘‘Apple’’ and their

‘‘producing area’’ relationship. Baishui County is the

first entity, so it is labelled ‘‘E1’’, and ‘‘Apple’’ is the

second entity, so it is labelled ‘‘E2’’. The ‘‘Baishui’’ in

‘‘Baishui County’’ is the start position of the entity,

‘‘County’’ is the end position of the entity, so they are

marked as ‘‘E1B’’ and ‘‘E1L’’ respectively. In the same

way, ‘‘Apple’’ is marked as ‘‘E2S’’.

4.2.2 NYT

In order to be consistent with the experiment of the LSTM-

LSTM-Bias model proposed by Zheng et al. [2], we use the

NYT public data set to verify the experimental data. The

download address of NYT data set is: https://github.com/

INK-USC/DS-RelationExtraction. The data set has 24

types of relationships, including two sets of training set and

test set. There are 235,982 sentences in the training set and

395 sentences in the test set. Each sentence in the training

set consists of 4 parts: ‘‘sentText’’, ‘‘articleId’’, ‘‘rela-

tionMentions’’, and ‘‘entityMentions’’:

• ‘‘sentText’’: ‘‘But that spasm of irritation by …’’

• ‘‘articleId’’: ‘‘/m/vinci8/data1/riedel/projects/relation/

kb/nyt1/docstore/nyt-2005–2006.backup/

1677367.xml.pb’’

• ‘‘relationMentions’’: [{‘‘em1Text’’:‘‘Bobby Fis-

cher’’,‘‘em2Text’’:‘‘Iceland’’, ‘‘label’’:‘‘/people/

person/nationality’’},……]

• ‘‘entityMentions’’: [{‘‘start’’: 0, ‘‘label’’:‘‘PERSON’’,

‘‘text’’:‘‘Bobby Fischer’’}, ……]

Among them, sentText is the original sentence, articleId

is the source of the sentence, and relationMentions is the

description of all entity relationships in the sentences. In

relationMentions, em1Text represents entity 1, em2Text

represents entity 2, label represents the relationship cate-

gory, and entityMentions is a description of all entities in

the sentence. The start in entityMentions represents the

entity position number, label represents the entity category,

and text represents the entity content.

In order to ensure quality, the test set is manually

annotated. The test set contains 24 relation types and 47

entity types. In order to facilitate the comparison of results,

we downloaded the data set labelled by Zheng et al. [2] for

model training. Since the statements at the end of the

training set contain few relationships and most of the

corresponding output tags are ‘‘O’’, we intercept the pre-

vious 66,339 sentences as the training set, and the inter-

cepted training set has 162 tags (including the label ‘‘O’’).

In order to access the BERT pre-training model, in addition

to the original 162 tags, we added ‘‘X’’, ‘‘[CLS]’’ and

‘‘[SEP]’’, resulting in a total of 165 tags. In order to avoid

the problem of disappearing gradient when the sentence is

too long, we refer to the experiments of Zheng et al. [2] and

set the maximum sentence length. When the sentence

length exceeds 50, only the first 50 words are kept as

sentence input.

4.3 Parameter settings

The experiments use the BPTT algorithm to update the

parameters of the model, and use AdamWeightDecayOp-

timizer to optimize. The num_layers of the encoding layer

is 300, the num_layers of the decoding layer is 600, the

learning_rate is 5e-5, the batch_size is 64, the

warmup_proportion is 0.1, and the sentence truncation

length is 50. The epoch on the agricultural data set is 300,

and the epoch on the NYT data set is 50. This paper uses

the public word vectors set trained from Baidu Encyclo-

pedia Corpus by SGNS to represent the Chinese sentences.

The download address is: https://github.com/Embedding/

Chinese-Word-Vectors. The size of Chinese word vectors

is 300 dimensions.

4.4 Evaluation indictor

In order to evaluate the effect of relation extraction, as

mentioned in other documents, we use precision, recall,

and F1 to evaluate the experimental results. The formulas

are defined as follows:
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Precision ¼ Ecorrect

Erecognition

ð10Þ

Recall ¼ Ecorrect

Esample

ð11Þ

F1 ¼ 2 � Precision � Recall
Precision þ Recall

ð12Þ

Because the BERT-BILSTM-LSTM joint extraction

model is not trained with the label of the entity type, there

is no need to consider the entity type in the evaluation.

When the relation type of the triple and the head offset of

the two corresponding entities are correct, the triple is

considered correct. Ecorrect represents the number of correct

triples identified in the output sequence of the model,

Erecognition represents the number of all triples identified in

the output sequence of the model, and Esample represents the

number of triples contained in the data set. Precision

reflects the precision rate, which indicates how many tri-

ples identified are correct triples. Recall reflects the recall

rate, which indicates how many correct triples have been

identified. F1 is a comprehensive evaluation of the results

of Precision and Recall.

4.5 Results

4.5.1 The experimental results using AgriRelation

In the experiments, we used the evaluation function eval-

uate_triple in the exaluate.py file written by Zheng et al.

[2], which directly returns the evaluation results of entity1,

entity2 and relation. In order to make the results objec-

tively, we train the model 5 times to get the prediction

results and take the average. The experimental results of all

models using the agricultural data set AgriRelation are

shown in Tables 1 and 2. It can be seen from the tables that

the BERT-BILSTM-LSTM model has obtained the highest

F1 value and Recall value both in entity recognition and

relation extraction. Experimental results show that the

BERT-BILSTM-LSTM model can extract relation effec-

tively when agricultural data sets are in a small corpus.

Furthermore, we did another experiment to add a bias loss

Table 1 Results of agricultural

NER
Elements Entity1 Entity2

PRF Precision Recall F1 Precision Recall F1

LSTM-CRF 23.5 12.5 16.3 25 15.6 19.2

LSTM-LSTM 29.4 15.6 20.4 33.3 21.9 26.4

LSTM-LSTM-Bias 35.7 31.2 33.3 36.7 34.3 35.5

BERT-BILSTM-LSTM 46.2 43 44.5 44.6 49.2 46.8

BERT-BILSTM-LSTM-Bias (bias = 10) 44.2 43 43.6 51.2 54.7 52.9

Table 2 Results of agricultural RE

PRF Precision Recall F1

LSTM-CRF 83.3 31.2 45.4

LSTM-LSTM 71.4 31.3 43.5

LSTM-LSTM-Bias 61.9 40.6 49

BERT-BILSTM-LSTM 61.5 54.2 57.6

BERT-BILSTM-LSTM-Bias (bias = 10) 60.6 55.5 57.9

Table 3 Results of NER
Elements Entity1 Entity2

PRF Precision Recall F1 Precision Recall F1

LSTM-CRF 59.6 32.5 42 60.5 32.5 42.3

LSTM-LSTM 59.3 34.2 43.4 61.9 33.4 43.4

LSTM-LSTM-Bias 59.0 47.9 52.9 59.7 45.1 51.4

BERT-BILSTM-LSTM 58.1 55.7 56.9 57.7 54.4 56

BERT-BILSTM-LSTM-Bias (bias = 10) 57.9 56.4 57.1 57.5 55 56.2

Table 4 Results of RE

PRF Precision Recall F1

LSTM-CRF 72.4 34.1 46.5

LSTM-LSTM 70.5 34.0 45.8

LSTM-LSTM-Bias 64.5 43.7 52

BERT-BILSTM-LSTM 61.7 51.2 55.9

BERT-BILSTM-LSTM-Bias (bias = 10) 61 51.3 55.7
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function to BERT-LSTM-LSTM model, which enhances

the relationship between related entity pairs and reduces

the influence of invalid entity tags. The experimental

results show that the F1 value of BERT-BILSTM-LSTM-

Bias is not much better than BERT-BILSTM-LSTM

model.

4.5.2 The experimental results using NYT

In order to verify the effectiveness of the BERT-BILSTM-

LSTM model, we also conducted experiments using the

standard data set NYT. The experimental results of all

models on the standard data set NYT are shown in Tables 3

and 4. The results show that the F1 value of the BERT-

BILSTM-LSTM model is increased by 3.9 percentage

points compared with the best results of other models for

the NYT standard data set, indicating that the BERT-

BILSTM-LSTM model can effectively improve the effect

of relation extraction by using the standard data set.

Moreover, the Recall has also been significantly improved

in relation extraction, that is to say the model can identify

more entity relation triples. In addition, we also test the

bias model of BERT-BILSTM-LSTM using NYT data set.

The experimental results showed that the F1 value of

BERT-BILSTM-LSTM-Bias model was close to that of the

BERT-BILSTM-LSTM model.

5 Conclusion

In this paper, we have improved the LSTM-LSTM-Bias

joint extraction model, and proposed a joint model for

agricultural entity and relation extraction based on BERT

model. By using the characteristics of BERT, that different

meanings of the same word can be learned according to the

context information. In the experiments, we used the BERT

model to replace the commonly used Word2vec model and

realized the modelling of polysemous words through pre-

training and fine-tuning. It can be seen from Tables 2 and 4

that the F1 value of BERT-BILSTM-LSTM model is

improved compared with LSTM-LSTM-Bias for the two

data sets, which indicates that BERT-BILSTM-LSTM

model is an effective relationship extraction model. How-

ever, the Recall in Tables 2 and 4 increases while the

Precision decreases, indicating that although the model

recognizes more entity relations, some entity relations are

wrong. As can be seen from Tables 1 and 3, the F1 value of

proposed model for entity recognition is also improved. On

NYT data set, entity recognition results also have the sit-

uation that the Recall increases while the Precision

decreases. But on the data set AgriRelation, the Precision

and Recall of entity recognition are both improved, which

indicating that the model is also applicable to small sample

data sets. We also compared the experimental results with

those of the BERT-BILSTM-LSTM-Bias model. The

experimental results show that adding bias function to the

BERT-BILSTM-LSTM model will not significantly

improve the extraction efficiency.
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