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Abstract
Computer-supported approaches have been widely used for enriching the learning process. The technological advances

have led tutoring systems to embody intelligence in their functionalities. However, so far, they fail to adequately incor-

porate intelligence and adaptivity in their diagnostic and reasoning mechanisms. In view of the above, this paper presents a

novel expert system for the instruction of the programming language Java. A multilayer inference engine was developed

and used in this system to provide individualized instruction to students according to their needs and preferences. The

multilayer inference engine incorporates a set of algorithmic methods in different layers promoting personalization in the

tutoring strategies. In particular, an artificial neural network and multi-criteria decision analysis are used in one layer for

adapting the learning units based on students’ learning style, and a fuzzy logic model is applied in the other layer for

defining the granularity of learning units according to students’ profile characteristics, such as learning style, knowledge

level and misconceptions. The students’ learning style is based on the Honey and Mumford model. The evaluation of the

system was conducted using an established framework and Student’s t test, and the results showed a high level of

acceptance of the presented model.
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1 Introduction

Computer-supported education has been a field that has

attracted the interest of numerous researchers worldwide.

In parallel, the radical advancements in the area of com-

puter science create a fertile ground for developing new

methods and perspectives in this field [1]. To this direction,

such novel improvements serve for the creation of a

learning environment in which the student will play the

leading role. In these environments, where the audience is

characterized by a high level of heterogeneity, there are

new technological instruments that provide an individual-

ized learning experience by preserving the specific learning

preferences and interests of students [2]. These instruments

incorporate intelligence into the learning and tutoring

procedures of the learning technology systems in order to

adapt them to the individualized pace of instruction of each

student.

The embodiment of intelligent methods to learning

technology systems serves for determining the cognitive

needs and abilities of learners [3]. As such, it helps the

systems to create adaptive learning material for the stu-

dents, offer dynamic assessment units, provide tailored

teaching strategies, etc. For this reason, artificial intelli-

gence (AI) mechanisms are employed to effectively man-

age learning paths tailored to each learner, monitor

learners’ activities, elucidate them using appropriate

models, reason about learners’ preferences and needs, and

utilize learner and domain knowledge to dynamically
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expedite the tutoring procedure. Examples of AI methods

are the technology of artificial neural networks and fuzzy

logic.

There are many research studies that have presented

adaptive educational systems [4–9]. These researches have

focused on analyzing learners’ needs and perceptions, and

creating adaptive educational material using the hierar-

chical relationships between domain terms. Moreover, they

have dealt with the provision of appropriate advice to

students based on their performance and the assessment of

their knowledge towards offering adequate learning paths

and enhancing learners’ motivation through novel tech-

niques. These researches have also explored the cus-

tomization of the learning environments based on students’

learning styles, providing adaptive self-assessment and

increasing students’ knowledge reflection by incorporating

dynamic student models.

ANNs are the pieces of a computing system designed to

simulate the way the human brain analyzes and processes

information [10–15]. The technology of artificial neural

networks (ANNs) has been utilized by researchers in the

field of learning technology systems for providing per-

sonalization to students’ needs. According to [16, 17], the

authors have focused on finding similarities pertaining to

the domain knowledge patterns between the learners’

profiles and the learning material. As demonstrated in

[18, 19], the adaptation of the learning technology system

to the students’ specific needs and preferences using ANNs

has been explored. In [20], the researchers have used ANN

to construct a recommender system to assist students

throughout the learning process. Other efforts have focused

on the provision of adaptive instruction using ANN through

the establishment of learning paths that align with the

students’ needs and abilities [21, 22]. Finally, ANNs have

been also employed for sentiment analysis in learning

technology systems [17, 23].

Fuzzy logic models are mathematical tools for repre-

senting vagueness and imprecision. These models are used

for recognizing, representing, manipulating, interpreting

and utilizing data and information that lack certainty.

Fuzzy logic has been applied to the field of learning

technology mainly for analyzing the learners’ knowledge

level, needs and behavior and for making the right decision

about the instructional model that has to be applied for

each individual learner. For example, in [24, 25], the

authors employed fuzzy logic to explore the characteristics

and behavior of students in learning technology systems.

Other researchers have focused on determining the learning

level [26], adapting the learning content and instruction

according to students’ learning styles [27–29], and gener-

ating adaptive domain model [30, 31]. Furthermore, other

works concerned the provision of emotion awareness [23],

the delivery of feedback to students [32] and the assess-

ment of the level of learner collaboration [33].

Moreover, recent developments in AI, particularly with

regard to intelligent and adaptive learning technology

systems, offer possibilities for modeling decision analysis.

Decision analysis is utilized to create systems, aiming to

give explanations to complicated problems by reasoning

through sets of knowledge, mostly represented as if–then

rules [34]. In learning technology systems, decision anal-

ysis can be employed to determine the appropriate learning

material to be delivered to learners or the suitable test to be

given to them. For instance, according to [35, 36], the

authors have used decision analysis mechanisms in order to

provide adaptive assessment units to learners. More

specifically, in [36], the researchers explored the creation

of dynamic adaptive tests using multiple-criteria decision

analysis by taking into account multiple learners’ charac-

teristics as well as the kinds of exercises and the desirable

learning outcomes. Moreover, in [3], the authors proposed

decision-making models and methods to assess adequacy,

acceptance and utilization of personalized learning objects.

In addition, other researchers incorporated multi-criteria

decision analysis approaches for selecting and evaluating

digital learning units, delivered to students [37].

Based on the analysis of the afore-presented related

scientific literature, we came up with the conclusion that

the individualized tutoring provided by the systems mainly

focuses on adapting learning content based on student

knowledge level without considering characteristics as

students’ misconceptions or using adaptation approaches

like content granularity. Furthermore, to achieve this, they

mainly adopt only one artificial intelligent technique, not a

combination of them. More specifically, there are not any

research efforts that involve ANN, WSM and fuzzy logic,

as being proposed in this article, to further improve the hot

research topic of tutoring modeling in intelligent and

adaptive tutoring systems. As such, the need for this

research emerged by the under-researched area of person-

alized tutoring systems. The aforementioned mechanisms

are joined together in a novel way, and by considering

different aspects of the students (e.g., cognitive character-

istics, strengths and weaknesses), they offer a fertile ground

for offering an individualized learning experience to them

with the aim of further ameliorating their knowledge level.

In view of the above, this paper presents a multilayer

inference engine to provide an individualized tutoring

model to students. To achieve this, the students’ individual

cognitive preferences and needs are taken into account.

The multilayer inference engine involves a merge of

algorithmic methods in different layers, namely artificial

neural networks and multi-criteria decision analysis in one

layer and fuzzy logic in the other layer. This engine pro-

vides individualized learning material to student regarding
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learning units’ adaptation and granularity. In particular, the

artificial neural network is used for determining the way

the domain knowledge is presented. It takes as input the

learning style of the students according to the Honey and

Mumford learning style model, which distinguishes learn-

ers to activists, theorists, pragmatists and reflectors [38].

The output of the artificial neural network is the way of

presentation of the domain model, e.g., participation in

problem solving activities, case studies, role playing, etc.

The activation function of the presented ANN is calculated

using the Weighted Sum Model (WSM), which is a method

for multi-criteria decision analysis. Thus, the system pro-

vides adaptive learning units to students’ needs. The fuzzy

logic is used for determining the granularity level of the

learning material being delivered to students. To achieve

this, it takes as input several students’ characteristics,

namely the learning style, the knowledge level, the severity

of mistakes occurred in assessment process and their fre-

quency. In this way, the system further supports the indi-

vidualized instruction and promotes students’ personalized

learning enhancing their learning experience.

As a testbed for our research, we have designed and

fully developed an intelligent and adaptive web-based

system for the tutoring of the programming language Java.

The domain to be taught includes basic to more advanced

topics of Java, being appropriate to be delivered to

undergraduate students of computer science. Our system

was evaluated with the use of an established instrument and

the statistical hypothesis test. The results of the evaluation

are very promising, showing that our approach, to provide

individualized domain knowledge using ANN, WSM and

fuzzy logic, can be a powerful tool for personalized

learning technology systems.

The remainder of this paper is organized as follows.

Section 2 presents the architecture of the system devel-

oped. In Sect. 3, the approach of adaptive learning units

using ANN and WSM is analyzed, whereas, in Sect. 4, the

way of defining the learning units’ granularity using fuzzy

logic is described. Section 5 includes the evaluation pro-

cess of the proposed system and an extensive discussion on

its results. Finally, Sect. 6 presents the conclusions

deduced from the study and the future work for extending

this research.

2 System architecture

This section presents the logical architecture of our system.

As being an intelligent and adaptive tutoring system, it

consists of three main modules, namely the domain, the

student and the tutoring model (Fig. 1).

2.1 Domain model

The domain model deals with the knowledge of the subject

to be learned, i.e., information on topics/concepts,

Fig. 1 Logical architecture of the proposed system

Table 1 Domain knowledge to be taught

Chapters Title

Chapter 1 Introduction

Chapter 2 Basic concepts: strings and expressions

Chapter 3 Control

Chapter 4 Subroutines

Chapter 5 Objects and classes

Chapter 6 Applets, HTML, and GUI’s

Chapter 7 Advanced GUI programming

Chapter 8 Arrays

Chapter 9 Correctness and robustness

Chapter 10 Advanced input/output

Chapter 11 Linked data structures and recursion
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exercises, problems and relationships between them. It

includes different knowledge representations of the domain

knowledge to support alternative instructional strategies,

and testing items for student evaluation.

The domain knowledge of the system presented in this

paper is comprised of the programming language Java. It

has been divided into 11 chapters, covering knowledge in

Java from basic to more advanced concepts. The domain

knowledge is designed to be used by undergraduate com-

puter sciences students (Table 1).

The learning units of the domain model range from

course concepts presented through multimedia, namely

text/images/videos, to learning activities, i.e., problem

solving, pair discussion, role-playing and others. This

instructional material is characterized by metadata indi-

cating its difficulty, its granularity, the area of domain

knowledge, the learning goals, etc. Moreover, a range of

question items is provided through the domain model

which is used for constructing the assessments dynami-

cally. These elements include metadata regarding the area

of domain knowledge and the nature of mistake each

incorrect answer referred to. As the domain knowledge is

the programming language Java, our system can diagnose

two possible students’ mistakes, namely syntax and logical

mistakes. Syntax mistakes can happen due to the fact that

the syntax of the language is not respected. Examples of

syntax mistakes can include opening brackets without

closing them or entering several decimal points in one

number, etc. On the other hand, logical mistakes concern

programs that operate incorrectly producing unexpected

results or undesired behavior. Examples of logical mistakes

can include assigning a wrong value to a variable. Each

incorrect answer is also characterized by a degree of

severity ranged from 0 to 1, indicating whether a mistake is

serious (near 1) or not (near 0). Therefore, the syntax

mistakes have a low degree of severity, whereas the logic

ones have a high degree of severity.

The proposed system tailors the presentation of the

learning units to the individual needs of the student

regarding the types of activities delivered. Moreover, it

adjusts the granularity of the instructional material. For

this, the performance of the learner in the assessment

process plays a crucial role, namely the grades achieved

and the mistakes occurred.

2.2 Student model

The student model includes data about student’s charac-

teristics, cognitive and skills in the domain knowledge. It

gathers measurement of student’s behavior and attitudes

that are diagnosed through the interaction with the system

during the learning process. Below, the student data used in

the individualized instruction modules are described; since

the fully analysis of student model is out of the scope of

this research. Thus, the information about students that our

system used is the learning style, the knowledge level, the

types of mistakes usually made and their frequency.

The learning style refers to the way an individual learns.

Students’ learning style is determined through a question-

naire delivered to them during their registration to the

system. In our approach, we utilize the Honey and Mum-

ford learning style model [38] in order to provide adaptive

learning units with the intention to improve learning out-

comes. The reason why we used the Honey and Mumford

model is that it involves learning approaches that individ-

uals inherently prefer. In Honey and Mumford model [38],

the learning is maximized when students understand how

they learn effectively and adopt approaches to learn in that

way. Moreover, this model provides a highly sophisticated

self-perception inventory being essential for individuals to

find out their dominant learning style. The characteristics

of the four learning styles proposed by this model are

summarized as follows:

• Activists (A): Activists are those people who learn by

doing. Hence, they learn better through learning

activities, such as brainstorming, problem solving,

group discussion, puzzles, competitions and role-play.

• Theorists (T): Theorists need to comprehend the theory

behind the activities in order to learn better. The

learning activities they prefer include models, statistics,

stories, quotes, background information, applying con-

cepts theoretically, etc.

• Pragmatists (P): These learners are practical preferring

applying the new concepts to problems of the real

world. The learning activities, facilitating their knowl-

edge acquisition, include experimenters, trying out new

ideas, case studies, discussion, etc.

• Reflectors (R): These people learn by observing and

reflecting on results. They prefer to examine different

perspectives, collect data and afterwards work towards

a conclusion. Appropriate learning activities for reflec-

tors are observing activities, feedback from others,

paired discussions, etc.

During the assessment process, the system records stu-

dents’ knowledge level based on scores achieved in the

tests of the chapters. Moreover, it diagnoses students’

misconceptions through the mistakes they made, namely

syntax and logical ones. This diagnosis can reason about

the severity of the mistakes that the student is prone to, i.e.,

the average of severity’s degree with which each incorrect

tests’ answer is characterized, and the frequency that the

student makes mistakes, i.e., the ratio of tests where the

student makes mistakes to the total tests given. This

information is used in fuzzy logic inference for adjusting
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the granularity of the instructional material to students’

characteristics.

2.3 Tutoring model

The tutoring model exploits the information from domain

and student model and generates adaptive scenarios

according to teaching strategies. The system presented in

this work provides two kinds of content adaptation (Fig. 2).

The first one concerns the presentation of adaptive learning

units according to the student learning style. The other one

deals with the granularity of content delivered to students

regarding their needs. These modules are described

extensively in the following sections.

3 Adaptive learning units using ANN/WSM

Our system supports fully the individualization of the

domain knowledge to students’ cognitive needs and pref-

erences by providing adaptive recommendation to students

for enhancing their knowledge acquisition and an individ-

ualized pace of instruction according to a proper

granularity.

For the types of activities presented for better knowl-

edge acquisition, the system uses ANN combined with the

weighted sum model (WSM), which is one of the most

effective multiple criteria decisions analysis tools [39]. The

reason why this approach is adopted is because it renders

the system more dynamic and robust to select the most

appropriate solution out of several alternatives. The pro-

posed activities may include problem solving, pair dis-

cussion, role-playing and other activities through which

students can learn the material regarding their learning

style.

The learning style of each learner according to Honey

and Mumford model [38] is the input of the ANN. In

particular, each preference modality of this model (A, T, P,

R) utilizes different ways, as seen in Fig. 3. For example,

an activist prefers to participate in activities involving

problem solving, role-playing and pair discussions; how-

ever, there is a different percentage for the preference of

each activity. Accordingly, the remaining preference

modalities of the learning style model are assigned weights

by the same reasoning. Following, the activation function

of the ANN, using WSM, produces the output of the ANN

by calculating the resulting values. The weights and the

activities of the ANN have been determined by 20 experts

of the field of education. More specifically, 12 of them are

university faculty members in the area of e-learning and

pedagogy, 4 of them are primary school teachers and 4 are

secondary school teachers. All these experts have a doc-

torate degree in educational sciences and also an extensive

experience in the field of educational design. The experi-

ence of experts in the educational process is more than

12 years. Their knowledge and experience in the fields of

education and pedagogy science were the cornerstone for

their selection to determine the weights. The experts were

asked to define descriptively the different degree of each

learning style being involved in each activity, as well as the

kinds of activities that are incorporated in our approach. In

more detail, the collection of data was based on interviews

with the experts. The interviews took place after a detailed

presentation of our approach to the experts. The experts

had three different rounds of elaboration. The results of

each round were discussed and analyzed in the next round

until the final one. At the final round, the experts delivered

their proposals to the authors. It needs to be underlined that

these weights are changeable and can be altered by the

instructors using our system according to the educational

design that they have made.

The artificial neural network, presented in this paper, is

a kind of a network involving a group of sensory units.

These units can be seen as cascading layers. These layers

include an input layer (student learning styles using the

Honey and Mumford model), one intermediate-hidden

layer (learning activities offered to students) and an output

layer of neurons (types of learning activities presented to

students). The type of the ANN is FFNN (feedforward

neural network) and the type of the activation function is

the sigmoid. The ANN is fully interconnected in a way that

all the neurons of each layer are connected to all neurons in

the preceding layer. In our presented structure, the input

nodes deliver the information into the units in the hidden

layer and then the outputs from the hidden layer are

delivered into the output layer. It is worth noting that the

network is a supervised learning technique, i.e., mapping

an input to an output based on input–output pairs. The

output of the ANN concerns the type of activities as well as

the percentage of them being presented to students and is

summarized as follows:

Fig. 2 Individualized tutoring model
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y1 ¼ U XAW1A þ XPW1Pð Þ ð1Þ
y2 ¼ U XTW2T þ XPW2P þ XRW2Rð Þ ð2Þ
y3 ¼ U XAW3A þ XRW3Rð Þ ð3Þ
y4 ¼ U XTW4T þ XPW4Pð Þ ð4Þ
y5 ¼ U XAW5A þ XPW5P þ XRW5Rð Þ ð5Þ

To better clarify the functionality of the ANN, the case

of a student is described. Maria is 65% activist and 35%

pragmatist, based on the system’s log files. As such, XA-

= 0.65, XT = 0.0, XP = 0.35 and XR = 0.0. The corre-

sponding weights receive the following values: W1A = 0.7,

W3A = 0.2, W5A = 0.1, W1P = 0.4, W2P = 0.1, W4P = 0.1

and W5P = 0.4. These weights are the input to the activa-

tion function, which has the following outputs:

y1 ¼ 0:65 � 0:7þ 0:35 � 0:4 ¼ 0:595 ð6Þ
y2 ¼ 0:35 � 0:1 ¼ 0:035 ð7Þ
y3 ¼ 0:65 � 0:2 ¼ 0:13 ð8Þ
y4 ¼ 0:35 � 0:1 ¼ 0:035 ð9Þ
y5 ¼ 0:65 � 0:1þ 0:35 � 0:4 ¼ 0:205 ð10Þ

The output of the ANN proposes that the domain model

will mainly include problem solving activities and group

discussion towards the enhancement of the knowledge

acquisition.

4 Defining learning units granularity using
fuzzy logic

The granularity refers to the level of detail regarding the

domain knowledge that a tutoring system provides to stu-

dents. In essence, the level of detail of instructional content

should correspond to the knowledge levels and needs of the

students. For example, in universities, students may have

different learning capacities or background knowledge

levels. As such, the granularity of the learning units should

be tailored to their needs. In view of the above, our system

diagnoses the granularity of the content that should be

delivered to students regarding their characteristics in order

to improve their learning outcomes. To this direction, a

fuzzy inference module is applied for identifying the

learning units’ granularity based on students’ learning style

and their performance.

Fuzzy logic deals with the imprecision and uncertainty

reasoning in comparison with traditional logic, which

recognizes two values: true or false. The granularity level

cannot be considered as a Boolean variable, and thus, fuzzy

logic is the proper approach for our system to define it. In

particular, it cannot be decided using simple if-clauses,

since the value of each input and output (crisp values) has a

degree of truth in which category it belongs, determined by

the membership functions. For instance, if the knowledge

level is 68%, it cannot be characterized as intermediate or

Fig. 3 Adaptive learning units using ANN/WSM
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high for sure, but there is a degree of truth for each

category.

The fuzzy inference process consists of the following

parts (Fig. 4): fuzzification of the input variables, choosing

membership functions, constructing rules, making decision

and defuzzification.

The input set of the fuzzy model includes four variables,

namely student learning style, knowledge level, types of

mistakes and frequency of mistakes. All the input values

are numerical and are mapped into fuzzy ones using mainly

triangular membership functions, except from one variable

where singleton membership functions are applied. The

description of the input variables is as follows:

• Learning style (LS): The learning style is based on

Honey and Mumford model, as mentioned in Sect. 2.2.

The fuzzy model takes as input the dominant learning

style for each student as it is emerged from the system.

The four types of this learning style model constitute

the linguistic variables and are assigned using singleton

membership functions to an integer, i.e., activists

(A_LS) to 1, theorists (T_LS) to 2, pragmatists

(P_LS) to 3 and reflectors (R_LS) to 4.

• Knowledge level (KL): Student’s knowledge level is

defined by his/her performance on chapters’ tests,

namely the average of the scores achieved, and can

be characterized from low to high. The rating of the

provided assessments is based on 100-point scale. The

linguistic variables of this input are low (L_KL),

intermediate (I_KL) and high (H_KL).

• Severity of mistakes (SM): This variable refers to the

severity of the mistakes the student makes during the

assessment process. The input value is calculated by the

average of severity’s degree with which each incorrect

tests’ answer is characterized. The linguistic expres-

sions of this variable are low (L_SM), medium (M_SM)

and high (H_SM).

• Frequency of mistakes (FM): The frequency of mis-

takes is calculated during the assessment process based

on the ratio of tests where the student makes mistakes to

the total number of tests given by him/her. The

linguistic variables of this input are rarely (R_FM),

often (O_FM) and constantly (C_FM).

The output of the fuzzy model returns the level of

granularity of the learning content delivered to each indi-

vidual student based on the input set, i.e., student’s attri-

butes, and the fuzzy rules, i.e., the reasoning of the model.

This means that the system based on fuzzy logic provides

different levels of detail in the proposed learning activities,

and not different numbers of activities. In particular, the

output can be described as follows:

• Content granularity (G): It refers to the level of detail of

the domain knowledge delivered to the student. The

linguistic expressions of this output are abstract

(A_CG), normal (N_CG) and detailed (D_CG).

Table 2 illustrates the fuzzy input and output set.

Regarding the fuzzy variables’ representation, Fig. 5 shows

an example of the equations of the singleton membership

functions of learning style variable, whereas Fig. 6 shows

an example of the equations of the triangular membership

function for each linguistic expression of knowledge level

variable. Moreover, Fig. 7 depicts the schemes of these two

aformentioned variables. It should be noted that the type of

membership functions was selected so that they approxi-

mately match the distribution of the data and their interval

defined by experts after an interview process.

The inference mechanism produces the fuzzy outcome

applying the fuzzy rules according to the fuzzy input and

employing the Mamdani method for combining the active

rules. The developed fuzzy model consists of 108 IF–

THEN type fuzzy rules. The reasoning of the fuzzy rules’

design is based on the combination of the following facts

emerged by the learning strategies of the Honey and

Fig. 4 Fuzzy logic model for diagnosing content granularity
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Mumford model and the experience of experts involved in

the process:

1. A more detailed content is more proper for Theorists

and Reflectors rather than activists and pragmatists.

2. A student with low knowledge level needs simplified

information regarding the domain knowledge in order

to understand better the concepts, whereas a high

granularity of content with advanced knowledge can be

provided to an excellent student.

3. When a student makes serious mistakes in assessment

process, such as logical ones, a more detailed content

may be beneficial in contrast to students who make

nonsevere mistakes.

Table 2 Fuzzy input and output

set
Variable Linguistic term Symbol Interval

Input

Learning style (LS) Activist A_LS (1)

Theorist T_LS (2)

Pragmatist P_LS (3)

Reflector R_LS (4)

Knowledge level (KL) Low L_KL (0, 20, 40)

Intermediate I_KL (30, 50, 70)

High H_KL (60, 80, 100)

Severity of mistakes (SM) Low L_SM (0, 0.25, 0.5)

Medium M_SM (0.4, 0.6, 0.8)

High H_SM (0.7, 0.9, 1)

Frequency of mistakes (FM) Rarely R_FM (0, 0.2, 0.4)

Often O_FM (0.3, 0.5, 0.7)

Constantly C_FM (0.6, 0.8, 1)

Output

Content granularity (CG) Abstract A_CG (0, 0.2, 0.4)

Normal N_CG (0.3, 0.5, 0.7)

Detailed D_CG (0.6, 0.8, 1)

Fig. 5 Equations of learning style membership functions

Fig. 6 Equations of knowledge level membership functions
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4. A student who makes constantly mistakes may need

shorter analysis of content in order to maintain a

progress rate and avoid confusion of knowledge,

whereas when the frequency of mistakes is low, the

domain knowledge can be enriched with information.

A sample of these fuzzy rules is as follows:

1. IF LS is A_LS AND KL is L_KL AND SM is H_SM

AND FM is C_FM THEN CG is A_G

2. IF LS is T_LS AND KL is L_KL AND SM is H_SM

AND FM is C_FM THEN CG is N_G

3. IF LS is R_LS AND KL is I_KL AND SM is M_SM

AND FM is R_FM THEN CG is N_G

4. IF LS is R_LS AND KL is H_KL AND SM is M_SM

AND FM is R_FM THEN CG is D_G

5. IF LS is T_LS AND KL is I_KL AND SM is H_SM

AND FM is O_FM THEN CG is N_G

6. IF LS is T_LS AND KL is I_KL AND SM is L_SM

AND FM is O_FM THEN CG is D_G

7. IF LS is P_LS AND KL is I_KL AND SM is M_SM

AND FM is R_FM THEN CG is N_G

8. IF LS is P_LS AND KL is I_KL AND SM is M_SM

AND FM is C_FM THEN CG is A_G

This sample was chosen as representative rules showing

the effect of each input to the output. Therefore, based on

the first two rules, if a student has low knowledge level and

makes serious mistakes constantly, he/she will receive

simplest domain knowledge when being activist, whereas

more information will be delivered to a theorist. However,

this theorist student will not receive fully detailed content

as this kind of learning style requires, since the other

characteristics show that the student may face problems to

the acquisition of knowledge.

Regarding fuzzy rules 3 and 4, a reflector student who

makes rarely mistakes of medium severity may receive

content of normal granularity if he/she is an intermediate

student, whereas more advanced knowledge can be deliv-

ered if he/she is an excellent student. Therefore, the

knowledge level affects the granularity of content, since,

while reflectors prefer a variety of perspectives to investi-

gate, in the first case, less detailed content is provided as

we want the student to be improved progressively.

Being a theorist with intermediate knowledge level who

makes often mistakes in assessment process, a normal level

of content’s granularity will be delivered if the severity of

misconceptions is high, whereas more information will be

provided if it is low (rules 5–6). The reason why this has

been decided is that in the first case, the serious mistakes

occurred in combination with the other student’s charac-

teristics indicates that the student may be confused if full

information is provided.

The fuzzy rules 7 and 8 illustrate the impact of the

frequency that a student makes mistakes in tests. If a

pragmatist with intermediate knowledge level makes mis-

takes of medium severity rarely, a normal level of granu-

larity in instructional material will be provided as it seems

from the other characteristics that he/she can manage it,

and thus, this individual instruction can help him/her to

advance his/her knowledge, whereas, if he/she makes

mistakes of the same severity constantly, he/she will

receive simplest material in order to better digest the

information.

The last stage of the fuzzy model is the defuzzification

where the center of gravity (COG) technique is used to

convert the fuzzy output produced by inference mechanism

into a crisp output. Thus, the content granularity is esti-

mated, and individualized instruction is provided to

student.

To better clarify the functionality of this module in

combination with the previous one, namely how the

learning units granularity indicated by the fuzzy logic

model is merged with the adaptive learning units produced

by ANN/WSM, we extend the example of operation

described in previous section illustrating the results

emerged from the fuzzy model for this student. According

to the ANN output, Maria’s domain model will mainly

include problem-solving activities and pair discussion. Her

dominant learning style is activist, and when she requests

the Chapter 3 for studying, her instance of student model

characteristics is KL = 35, SM = 0.81 and FM = 0.72.

Thus, the fuzzy model diagnoses that the proper granularity

of the learning units is abstract (CG = 0.289). As a result,

Fig. 7 Schemes of learning style and knowledge membership

functions
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the system delivers a simple problem solving activity for

better content understanding and recommends a discussion

in small group not to be confused with information over-

load. After a while, having given several chapters’ tests,

Mary requests the Chapter 9. At that moment, her profile

has formed as follows: KL = 70, SM = 0.38 and FM =

0.29. The output of the fuzzy model is that the proper

content granularity is detailed (CG = 0.686). Therefore, the

system now provides two advanced problem-solving

activities promoting a challenging learning and proposes

four group discussion rooms with more participants than

the one recommended in Chapter 3 to interact with a range

of ideas.

5 Evaluation results and discussion

The evaluation of software is considered to be a significant

phase in the systems development life cycle (SDLC). For

this reason, using established evaluation frameworks can

provide more reliable results and enhance software’s

usability. Specifically for the evaluation of the presented

multilayer inference engine, incorporating ANN and WSM

and fuzzy logic, the experimental measurement as pre-

sented in this section was chosen as one of the most widely

used and effective techniques of performance evaluation

[40]. Towards this direction, we employed the Lynch and

Ghergulescu framework [2], which is oriented to the

evaluation of adaptive and intelligent tutoring systems.

This framework involves four discrete dimensions to be

evaluated: (1) learning and training, (2) system, (3) user

experience and (4) affective dimension.

The dimension of learning and training evaluates the

efficiency and effectiveness of the educational process. In

more detail, it assesses the pedagogical affordance of the

system as well as the amelioration of the knowledge

acquisition that has been achieved by the learners and the

time needed for this amelioration to happen. The dimen-

sion of system evaluates the efficacy of the algorithmic

approaches that have been utilized towards providing a

better modeling of learners’ needs and preferences to

ensure individualization and adaptivity. The dimension of

user experience assesses the students’ attitude using the

system. It involves the practical, experiential and valuable

aspects of human–computer interaction, including user

interface friendliness and ease of use and user satisfaction.

Finally, the affective dimension evaluates the engagement

of learners throughout their interaction with the system.

The population which took part in the experiment

includes 60 students from the Department of Informatics of

a public university in the country. All the students are

undergraduate students of the same class year who attend

the second-year course ‘‘Java Programming.’’ Furthermore,

three faculty members gave their assistance in the evalu-

ation process by taking part in the presentation and

explanation of the system to students as well as in the

supervision of students throughout the experiment. The

whole experiment lasted for an academic semester. At the

end of the semester, the students were given questionnaires

to complete under the supervision of the evaluators and

their instructors (faculty members). The questionnaires

were based on the Lynch–Ghergulescu framework and

included twelve questions, as follows:

• two (2) questions for the evaluation of the ‘‘Learning

and Training’’ dimension.

• two (2) questions for the evaluation of the ‘‘System’’

dimension.

• six (6) questions for the evaluation of the ‘‘User

experience’’ dimension.

• two (2) questions for the evaluation of the ‘‘Affective’’

dimension.

Table 3 summarizes the questionnaire that was delivered

to students. These questions follow a 1-to-10 ranking

model (lower is negative, higher is positive). In order to

evaluate questionnaire’s reliability, a Cronbach’s alpha was

run on the sample (Table 4). The alpha coefficient obtained

was 0.826, higher than 0.7, indicating a high level of

internal consistency for our scale with this specific sample.

The results of the questionnaires were aggregated based

on the framework’s dimensions are presented in Fig. 8. It

needs to be noted that the students were very interested in

using the software, and they became very familiar with it,

since they are computer science students.

Analyzing the results of the evaluation study, there is

considerable evidence that the creation of multilayer

engine involving ANN and WSM combined with fuzzy

logic mechanisms can be seen as a valuable tool for a more

adaptive domain model for the students and an individu-

alized learning experience. Concerning Question 2 which is

about the efficiency in the use of time, students rated it with

7.56 points which is a high score indicating that the time

they took using the system was very productive. This can

be explained due to the high level of adaptivity to their

cognitive preferences and needs provided by the system

helping them learn efficiently. Concerning Question 3,

evaluating the way of presentation of the domain knowl-

edge, its score was 8.03 which further strengthens the

reliability of the approaches to individualized instruction

been incorporated into the system, namely ANN and WSM

techniques. Concerning Question 4, evaluating the level of

abstraction of the domain knowledge delivered to students,

its score was 8 depicting a high acceptance of the results of

learning unit’s granularity module. It should be noted that

this module takes into consideration the learning needs of
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the students by employing fuzzy logic and delivers the

domain knowledge to them according to these needs.

In total, 34 students (56.66%) attested the high peda-

gogical potential of our system and declared that their

knowledge level was improved after their interaction with

it (Learning and Training dimension). Thirty-nine students

(65%) declared that the domain knowledge was delivered

through an individualized way of presentation and at a

proper level of abstraction, approving the ANN and WSM

technique and the fuzzy logic mechanism. Also, 31 stu-

dents (51.66%) attested their satisfaction while using the

system and underlined the friendliness and easiness of the

user interface. Finally, 30 students (50%) noted that they

were very engaged and motivated throughout their inter-

action with the system.

The aforementioned results show that the proposed

tutoring model achieves its goals for promoting an efficient

learning experience. In particular, the pedagogical

approach of providing individualization of not only the

learning objects but also their granularity, boosts students’

engagement and productivity through the learning process.

Moreover, the beneficial impact on learning outcomes and

the positive attitude towards the developed system validate

the choice of the intelligent techniques used for adapting

tutoring to students’ needs and preferences.

Table 3 Evaluation

questionnaire
Dimensions # Question

Learning and training 1 Rate your learning outcome improvement

2 How efficient is the use of the time?

System 3 Rate the way of presentation of the domain knowledge

4 Rate the level of abstraction of the domain knowledge

User experience 5 Rate your satisfaction

6 Rate your overall experience

7 Rate the easiness of use of the system

8 Rate the familiarity of the system

9 Rate the quality of the system

10 Ratethe usefulness of the system

Affective 11 Rate your engagement with the system

12 How motivating is your learning experience?

Table 4 Reliability analysis of

questionnaire
Cronbach’s alpha Cronbach’s alpha based on standardized items N of items

0.826 0.818 12

Fig. 8 Results of questionnaire

survey
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In the evaluation process, the faculty members (who are

also instructors of the students) used the system for a while

as students, exploring the individualized learning content

provided to them based on their characteristics in all

chapters. Moreover, different case studies were presented

to them in order to get an overview of adaptation approa-

ches used in the system. Afterwards, they provided their

feedback through oral interviews. They noted that the uti-

lization of ANN and WSM as well as the fuzzy logic

offered great results in the way of presentation and level of

abstraction of the domain knowledge. In particular, they

found the kind of learning activities to be appropriate to

engage students into the learning process and the delivered

learning activities to be pertinent and relevant to each

individual’s characteristics. In addition, they mentioned

that the approach of adapting content granularity is inno-

vative and useful to students for learning better through

well-aimed learning content. They underlined that these

techniques offered an individualized learning experience to

students and improved their knowledge level.

In order to provide more quantitative results, t test was

also applied. The system presented in this article was

compared to its conventional version. This conventional

version had the same interface with the presented system

without adopting the novel approaches for the domain

knowledge model, namely the ANN and WSM techniques

for individualized way of presentation of the domain model

and the fuzzy logic mechanism for adaptive level of

abstraction of the domain model. Instead, the conventional

version delivered the domain knowledge to be taught

progressively in chapters delivering learning activities of

all categories in a static way solely based on students’

learning style. Our system was used by 60 students (Group

A), as mentioned above. The conventional version was

used by another 60 students (Group B), who are students in

the same Department and with the same characteristics

(Table 5). It needs to be noted that the classification into

two groups (Group A and Group B) was made by the

evaluators and the faculty members of the university,

taking into account the demographic and psychometric

characteristics of the students and as such they ensured that

the two groups are comparable.

For the t test, the alpha value was set equal to 0.05 and

we analyzed the p value results. Based on these results

(Tables 6, 7), there is a statistically significant difference

between the means of the two trials concerning Questions

1, 3, 4 and 6 (of Table 3); since the P values were

1.45238E-08, 2.57714E-07, 1.4624E-10 and

0.022880914, respectively, less than the alpha value. This

means that our system (holding the multilayer inference

engine) surpasses its conventional version in terms of

students’ learning outcome improvement, degree of

acceptance of the way of presentation and level of

abstraction of the domain knowledge model and their

overall experience while interacting with the systems.

These results were anticipated since our presented system

incorporates the ANN and WSM technique for an opti-

mized way of presentation of the domain knowledge as

well as the fuzzy logic mechanism for delivering an indi-

vidualized level of abstraction. These novel approaches

also ameliorate the learning outcome improvement and the

students’ experience while using the tutoring systems. An

important clarification concerns specifically Question 2. As

mentioned above, the efficiency in the use of time is related

to a high degree of adaptivity to students’ needs and

preferences. However, this question does not present sta-

tistically significant difference possibly because the learn-

ers are familiar with computers and the use of software,

and thus they do not face difficulties interacting with them.

All the other questions do not present statistically signifi-

cant difference as both systems hold the same user inter-

face which provides friendliness and easiness in its use.

To further investigate the pedagogical potential of the

presented multilayer inference engine, a t test was devel-

oped between the performance data of Groups A and B,

and specifically the grades of the students (Table 8). The

mean of Group A grades was 7.42, while this of Group B

was 6.52. The t test results showed a significant difference

Table 5 Population characteristics

Characteristics Group B Group B

Age 20.1 19.9

Gender 26 females

34 males

25 females

35 males

Geographic Area Same number of students from urban centers and suburban areas

Computer knowledge Advanced computer skills

Previous knowledge level All students have passed successfully the same number of courses of the previous year of their studies

Motivation All students attended the mandatory course of the programming language Java and wanted to achieve a high grade
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between these means, since the P value was 0.009286, less

than the alpha value which had been set as 0.05, indicating

that the system used by Group A outperformed this of

Group B in terms of learning outcomes. Therefore, using

the presented system, students achieved better grades and

improved their knowledge level due to the successful

individualized instruction.

Regarding the scalability and reusability of the proposed

multilayer inference engine, it should be noted that its

design is domain independent since it is developed based

on pedagogical aspects emerged by the Honey and Mum-

ford model and the experience of experts involved in the

process. Thus, it is fully reusable in other domains

requiring only the proper design of learning content.

Moreover, the weights of the ANN model and the fuzzy

rules can be parameterized by instructors according to their

educational design. However, in this case, the pedagogical

affordance and learning outcomes may not be the optimal,

since the presented model has been evaluated thoroughly

ensuring system’s reliability.

6 Conclusions and future work

With the proliferation of computers, a new form of edu-

cation is emerged, namely digital one. The technological

advances in this field lead to the development of online

learning environments where students are in the center of

Table 6 T test results for

question 1 and 3
Metric Question 1 Question 3

Group A Group B Group A Group B

Mean 7.883333 5.883333 8.033333 6.05

Variance 4.95226 1.15565 5.693785 1.980508

Observations 60 60 60 60

Hypothesized Mean difference 0 0

df 85 96

t Stat 6.268438 5,545,646

P(T\= t) one-tail 7.26192E-09 1.28857E-07

t critical one-tail 1.6629785 1.66088144

P(T\= t) two-tail 1.45238E-08 2.57714E-07

t critical two-tail 1.988267907 1.984984312

Table 7 T test results for

question 4 and 6
Metric Question 4 Question 6

Group A Group B Group A Group B

Mean 8 5.383333333 7.166666667 6.416666667

Variance 6.779661017 0.24039548 5.056497175 1.230225989

Observations 60 60 60 60

Hypothesized Mean difference 0 0

Df 63 86

t Stat 7.649864163 2.316992992

P(T\= t) one-tail 7.31202E-11 0.011440457

t critical one-tail 1.669402222 1.662765449

P(T\= t) two-tail 1.4624E-10 0.022880914

t critical two-tail 1.998340543 1.987934206

Table 8 T test results for students’ grades

Metric Students’ grades

Group A Group B

Mean 7.416667 6.516667

Variance 2.925141 4.016667

Observations 60 60

Hypothesized mean difference 0

Df 115

t Stat 2.64595

P(T\= t) one-tail 0.004643

t critical one-tail 1.658212

P(T\= t) two-tail 0.009286

t critical two-tail 1.980808
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learning process. Hence, they are designed to mainly pro-

vide individualized tutoring regarding students’ needs and

preferences. To achieve this, intelligent techniques are

applied in learning technology systems to enhance adap-

tivity and improve learning experience.

In view of the above, this paper presents a multilayer

inference engine to provide personalization in tutoring

model to students. The multilayer inference engine merges

algorithmic methods in different layers, namely artificial

neural networks and multi-criteria decision analysis in one

layer for adapting learning units to student learning style,

and fuzzy logic in the other layer for defining the granu-

larity of learning units based on student profile. The student

characteristics used in both methods emerge from student

model that involves learning style, knowledge level,

severity and frequency of mistakes made in assessment

process. The scope of this approach is to enhance students’

learning experience incorporating effective tutoring

strategies for improving learning outcomes. The novelty of

this system is that it not only provides adjusted content to

students’ needs, but also tailors its level of detail for better

knowledge acquisition.

The system was evaluated using the Lynch and Gher-

gulescu framework, oriented to assess adaptive and intel-

ligent tutoring systems based on four discrete dimensions:

(1) learning and training, (2) system, (3) user experience

and (4) affective dimension. Thus, a survey examining

these dimensions was conducted and the statistical

hypothesis test was applied. The results show a high level

of acceptance of the presented model. The development of

the multilayer engine incorporating ANN and WSM with

fuzzy logic mechanism can be considered as a valuable tool

for improving the adaptability of the domain model

according to students’ needs and providing an effective

individualized learning experience.

The limitations of this study concern the average of

severity’s degree with which each incorrect tests’ answer

is characterized. Future work includes the depiction of

the severity’s degree using sophisticated techniques, such

as cognitive maps. Another limitation is the number of

the learning activities’ types which can be extended in a

future research. Furthermore, other techniques for the

selection of learning activities could be explored. It is

worth noting that the approach of learning styles (Honey

and Mumford model) was utilized in our research;

however, arising from the study of Kirschner [41], there

are also several other interesting and promising tech-

niques for future investigation towards personalizing

teaching and learning.

Moreover, future steps include the incorporation of

further layers to inference engine enhancing system’s

personalization. For example, machine learning techniques

can be applied to predict students’ learning style and a

second fuzzy logic model can be used to define the mis-

conceptions in assessments. Moreover, it is in our future

plans to incorporate to our artificial neural network the

ability to be self-trained, in order to adjust the values of the

weights automatically. Finally, it is desirable to investigate

further the need for more triangulation in terms of data

sources, and data collection, processing and analysis

techniques.
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