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Abstract
With the development of industry, air pollution has become a serious problem. It is very important to create an air quality

prediction model with high accuracy and good performance. Therefore, a new method of CT-LSTM is proposed in this

paper, in which the prediction model is established by combining chi-square test (CT) and long short-term memory

(LSTM) network model. CT is used to determine the influencing factors of air quality. The hourly air quality data and

meteorological data from Jan. 1, 2017 to Dec. 31, 2018 are used to train the LSTM network model. The data from Jan. 1,

2019 to Dec. 31, 2019 are used to evaluate the LSTM network model. The AQI level of Shijiazhuang of Hebei Province of

China from Jan. 1, 2019 to Dec. 31, 2019 is predicted with five methods (SVR, MLP, BP neural network, Simple RNN and

this paper’s new method). Then, a contrastive analysis of the five prediction results is made. The experimental results show

that the accuracy of this new method reaches 93.7%, which is the highest in the five methods and the maximum error of this

new method is 1. The correct number of days predicted by this new method is also the highest among the five methods,

which is 342 days. The new method also shows good characteristics in MAE, MSE and RMSE, which makes it more

accurate for people to predict the AQI level.
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1 Introduction

In recent years, with the rapid development of urbanization

and industrialization and the intensification of human

activities, energy consumption is increasing. This leads to

more and more serious environmental pollution problems.

As the main pollutant killers, PM2:5,PM10,SO2 and other air

pollutants not only make the environment worse, but they

are also a serious threat to human health. Air quality has

gradually become a hot issue of people’s daily concerns

[1, 2].

The air quality index (AQI) indicates the level of air

pollution. It is affected by the concentration of various

pollutants in the air. One of the factors affecting air quality

comes from the emission of man-made pollutants, includ-

ing motor vehicle exhaust, factory waste, residential heat-

ing, waste burning and so on. Many pollutants in the air are

harmful to human health. Such pollutants include carbon

monoxide (CO), particulate matters (e.g., PM2:5 and PM10),

ozone (O3), nitrogen dioxide (NO2) and sulfur dioxide

(SO2). These pollutants are the main influencers of the

value of AQI [3].

Located in the capital economic circle of Beijing-Tian-

jin-Hebei, Hebei province has a high proportion of heavy

industry in the industrial structure. The overall air quality is

relatively poor due to large quantities of discharged pol-

lutants. Taking Shijiazhuang, the capital of Hebei Province

as an example, it has a serious air pollution problem and its

air quality is worrying. From 2017 to 2019, the days of

excellent air quality in Shijiazhuang are only 696 (a rate of

63.6% of the days). However, the days of heavy pollution

are 102 days and the air pollution is very serious.
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It is very important to take different measures for dif-

ferent air quality levels, and the right measures can help

improve the current air pollution situation. Air quality

monitoring stations have been set up in many Chinese

cities to perform real-time monitoring of the concentration

of air pollutants, such as PM2:5,PM10 and so on [4].

Simultaneously, the price of monitoring equipment is very

expensive, which brings certain financial burdens to the

environmental monitoring department [5, 6]. In addition,

real-time monitoring cannot completely solve the air pol-

lution problem. It is also necessary to predict the air quality

in the future in order to better improve the air pollution

problem. Therefore, it is very important to establish a

scientific and accurate prediction model to predict future

air quality in advance. Based on the prediction results, the

relevant departments may take corresponding measures in

advance to effectively reduce the damage caused by air

pollution.

In recent years, this research group has been engaged in

the research of air quality prediction. In order to improve

the accuracy of AQI level prediction, this paper proposes

an air quality prediction method that uses the combination

of CT & LSTM (CT-LSTM). In this paper, CT-LSTM

prediction method is also called the new method. CT is

used to determine the influencing factors of air quality. The

LSTM model is trained by using the historical air quality

data and meteorological data from Jan. 1, 2017 to Dec. 31,

2018. Then, the new model is used to predict the air quality

from Jan. 1, 2019 to Dec. 31, 2019.

The main contributions of this paper are as follows:

(1) By analyzing the correlation and time series of air

quality data and meteorological data, a new deep

learning method for predicting air quality is pro-

posed. This method can make full use of the time

series data to enhance the accuracy of AQI

prediction.

(2) The superiority of the new method’s prediction is

verified by comparing the air quality prediction

performance of five methods (support vector regres-

sion (SVR), multi-layer perceptron (MLP), BP

neural network, recurrent neural network (Simple

RNN) and the new method). It is proved that the new

method has the highest accuracy and lowest predic-

tion error among the five methods. It is more

suitable for AQI level prediction than the other four

methods.

2 Related work

The prediction of air quality is affected by a variety of

environmental factors, such as meteorological factors,

intensity of pollution sources, proximity of receptors and

local topography [7–9]. Under different weather condi-

tions, the same pollutants have a different impact on the

environment. The air quality is affected by the concentra-

tion of pollutants on the same day. Among these factors,

meteorological factors have the greatest influence on the

concentration of ambient air pollutants [10–12]. For

example, Revlett found that the concentration of ambient

ozone depends on the state of the atmosphere, the amount

of sunlight, ambient air temperature, wind speed and the

depth of the mixed layer [13]. Therefore, meteorological

factors play an important role in the concentration of air

pollutants [14].

At present, the main methods used for air quality pre-

diction include traditional prediction methods (e.g., math-

ematical statistics, multi-variable linear regression model,

time series and gray system) and machine learning methods

(e.g., artificial neural network (ANN) and support vector

machine (SVM)) [15–20].

Singh et al. used linear and non-linear modeling to

predict air quality [21]. Rajput et al. established a model

for predicting air pollutant levels in India using multiple

linear regression (MLR) [22]. Because the air quality is

greatly affected by weather factors and air pollutants and

has obvious non-linear and uncertain characteristics, it is

difficult for traditional prediction methods to get effective

prediction results.

Wang et al. used SVM to predict air quality [23].

Although the prediction method based on SVM can quickly

find the globally optimal solution, it is difficult to deter-

mine the parameters in SVM. So people seldom choose to

use it. At present, most studies use non-linear models to

predict air quality. A previous study conducted by Prybutol

et al. showed that non-linear models (such as ANN) pro-

duce more accurate results than linear models because

there are clearer non-linear patterns in air quality data [24].

ANN is a powerful tool to describe non-linear phenomena

[25]. Therefore, ANN has been widely used in air quality

prediction.

Taşpınar used the ANN model to predict PM10 con-

centration and found that seasons have a certain effect on

pollutant concentration [26]. Perez et al. used feed-forward

neural network to predict hourly PM2:5 concentration in

Santiago, Chile [27]. Xia et al. used a fuzzy neural network

to predict air quality [28]. Oh et al. used a neural network

model to study the predictability of PM10 grade in Seoul,

Korea and concluded that the neural network has a strong

advantage in predicting PM10 [29]. Biancofiore et al. used
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the recurrent neural network (RNN) model to predict and

analyze PM10 and PM2:5 levels [30]. Ong et al. improved

the accuracy of the result by connecting RNN with natural

sensor information to predict PM2:5 [31]. Pardo et al. only

used a simple LSTM network to predict air quality [32].

Wang et al. optimized a neural network using genetic

algorithms neural network to predict PM2:5[33]. Eslami

et al. used a deep convolutional neural network (CNN) to

predict ozone concentrations over Seoul, South Korea for

2017 [34]. Gu et al. used the SVM model optimized by

improved SAPSO algorithm and PSO algorithm to con-

struct an air quality evaluation model [35].

3 Background

3.1 Neural network

Neural network is a kind of network structure that is cre-

ated to model the neural network in the human brain. There

are many versions of neural networks, among which is the

BP algorithm proposed in 1980. It is the most famous

neural network algorithm [36]. The most common multi-

layer neural network is the three-layer neural network. It

includes input layer, one-layer hidden layer and output

layer [37]. The basic structure of the multi-layer neural

network is shown in Fig. 1.

The operation process of BP algorithm in the neural

network structure is basically divided into two parts. One is

to calculate the error between the predicted value and the

real value through forwarding transfer. The other part is to

update the weight and bias between each node according to

the error back propagation.

The specific operation steps of the algorithm are as

follows:

(1) Initialize weight (wij) and bias (hj): Random weight

initialization of a number between -1 and 1, or a

number between -0.5 and 0.5, and each node has its

own bias.

(2) Calculate the input value of each neural node in the

hidden layer based on the following formula:

Ij ¼
X

i

wijOi þ hj ð1Þ

where Ij represents the input value of the neural

node, Oi is the output value of the upper layer of the

neural node, wij is the weight of the upper layer of

the neural node, and hj is the bias of the neural

node.

(3) Calculate the output values of each node in the

hidden layer using the sigmoid activation function

as follows:

Oj ¼
1

1þ e�Ij
ð2Þ

where Oj is the output value of the neural node and

Ij is the input value of the neural node.

(4) Calculate the input value of each node in the output

layer by formula (1)

(5) Calculate the output value of each node in the

output layer by formula (2)

(6) Calculate the error between the predicted value and

the real value of each node in the output layer by

formula (3) and then apply back propagation.

Errj ¼ Oj 1� Oj

� �
Tj � Oj

� �
ð3Þ

where Errj is the error value of the neural node, Oj is

the predicted output value of the neural node, and

Tj is the real value of the neural node.

(7) Calculate the error value of each neural node in the

hidden layer by formula (4):

Errj ¼ Oj 1� Oj

� �X

k

Errkwjk ð4Þ

where Errj is the error value of the node, Oj is the

predicted output value of the neural node, Errk is

the error value of the output layer nerve unit con-

nected by the neural node, and wjk is the weight of

the output layer nerve unit connected by the neural

node.

(8) Update the weight between each neural node by

formula (5) and formula (6):

Dwij ¼ lð ÞErrjOi ð5Þ

wij ¼ wij þ Dwij ð6Þ

where Dwij is the value of weight change, l is the

learning rate of neural network, Errj is the error
Fig. 1 Three Layer Neural Network Structure Diagram
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value of the jth neural node, Oi is the output value

of the ith neural node, the first wij is the weight

value after the change, and the second wij is the

weight value before the change.

(9) Update the bias between each neural node by

formula (7) and formula (8):

Dhj ¼ lð ÞErrj ð7Þ

hj ¼ hj þ Dhj ð8Þ

where Dhj is the value of bias change, l is the

learning rate of neural network, Errj is the error

value of the neural node, the first hj is the bias after
change, and the second hj is the bias before the

change.

(10) Determine whether or not at least one of the

following three conditions is satisfied. First, the

updated weight is lower than a certain threshold.

Second, the error rate of the prediction is lower than

a certain threshold. Third, a preset number of cycles

has been reached. If one of them is satisfied, stop

the operation directly. Otherwise, jump to step 2,

and then re-execute steps 2 to 10 in order.

3.2 LSTM

LSTM is a special RNN structure, which is specially

designed to solve the problem of gradient explosion and

gradient disappearance that was caused by traditional RNN

for a long time [38–40]. There is only one repetitive

module in the standard RNN, and its structure is very

simple. For example, it has just one tanh layer while there

are four tanh layers in LSTM and they interact in a very

special way [41–43]. The memory cell architecture of

LSTM consists of three parts which are shown in Fig. 2.

These three parts are the forget gate, the input gate and the

output gate [44, 45].Ct�1 is the cell state at time t-1, ht�1 is

the final output value of LSTM neural unit at time t-1, xt is

the input at time t,r is the activation function of sigmoid, ft
is the output of forget gate at time t, it is the output of input

gate at time t, ~Ct is the candidate cell state at time t, and ot
is the output of the output gate at time t, Ct is the cell state

at time t, and ht is the output at time t. LSTM network

realizes the protection and control of information through

such a structure.

The detailed process of updating the LSTM neural unit

is as follows:

(1) The output ht�1 and input xt are received as input

values of the forget gate at time t. The output ft of the

forget gate is obtained. The formula is as follows:

ft ¼ r Wf ht�1; xt½ � þ bfð Þ ð9Þ

where the value range of ft is 0 to 1, Wf is the weight

of the forget gate, and bf is the bias of the forget gate.

(2) The output ht�1 and input xt are received as input

values of the input gate at time t. The output it and

the candidate cell state ~Ct of the input gate are

obtained. The formulas are shown in formula 10 and

formula 11:

it ¼ r Wi ht�1; xt½ � þ bið Þ ð10Þ
fCt ¼ tanh Wc ht�1; xt½ � þ bcð Þ ð11Þ

where the value range of it is 0 to 1, Wi is the weight

of the input gate, bi is the bias of the input gate, Wc is

the weight of the candidate input gate, and bc is the

bias of the candidate input gate.

(3) Update the cell status Ct at time t. Its formula is as

follows:

Ct ¼ ft�Ct�1 þ it�fCt ð12Þ

where the value range of Ct is 0 to 1.

(4) The output ht�1 and input xt are received as input

values of the output gate at time t, and the output ot
of the output gate is obtained. The formula is as

follows:

ot ¼ r Wo ht�1; xt½ � þ boð Þ ð13Þ

where the value range of ot is 0 to 1, Wo is the weight

of the output gate, and bo is the bias of the output

gate.

(5) The final output value ht of the LSTM neural unit is

calculated as shown in formula (14):

ht ¼ ot � tanh Ctð Þ

Fig. 2 Architecture of LSTM Memory Cell
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4 CT-LSTM

4.1 The process of determining the influencing
factors using CT

CT is the degree of deviation between the actual observed

value and the theoretical inferred value of a statistical

sample. CT is a commonly used hypothesis testing method

based on x2 distribution. x2 is shown as follows:

x2 ¼
Xk

i¼1

foi � feið Þ2

fei
ð15Þ

where foi is the ith observed frequency and fei is the ith
expected frequency.

The invalid hypothesis of CT is that there is no differ-

ence between the observed frequency and the expected

frequency. The basic idea of the test is as follows. First, it

is assumed that H0 is established. The value of x2 is cal-

culated based on this premise, which indicates the degree

of deviation between the observed value and the theoretical

value. The critical value P is calculated according to the

degree of freedom and significant level c. The larger the x2

is relative to P, the greater the deviation is, the more non-

conforming it is to the hypothesis H0. This means the

more it rejects the hypothesis H0. The smaller the x2 is

relative to P, the smaller the deviation is, the more it tends

to conform to the hypothesis H0, and the more it accepts

the hypothesis.

The CT method is used to determine the influencing

factors of AQI, including the weather conditions, temper-

ature and wind scale.

4.2 Training process of LSTM network

The training process of the LSTM network is shown in

Fig. 3:

The main steps are as follows:

(1) Input Data: The training data set needed for the

training of the LSTM network is inputted.

(2) Initialize the Network: It mainly includes setting the

number of neurons in the input layer, the number of

neurons in the hidden layer, the number of neurons in

the output layer, the transfer function from the input

layer to the hidden layer, the transfer function from

the hidden layer to the output layer, the network

training function, the number of iterations, time steps

and learning rate.

(3) Input T-time Data: The corresponding input data at

time t are inputted.

(4) Forward Propagation: The process of forward prop-

agation includes updating, in sequence, the output ft

of the forget gate, two outputs it and ~Ct of the input

gate, the cell status Ct, the output ot of the output

gate and the current data prediction output ht.

(5) Calculate Error: The error is the difference between

the output value of an hour predicted by the LSTM

network and its real value.

(6) Error Back Propagation: According to the error of

the output layer, the weights and biases of the input

layer to the hidden layer, the weights and biases of

the hidden layer to the hidden layer, and the weights

and biases of the hidden layer to the output layer can

be obtained. Then, the gradient descent method is

used to update each weight and bias.

(7) Time t is increased by 1.

(8) Determining whether or not the End Condition is

Satisfied: If one of the following three conditions is

satisfied: the updated weight is lower than a certain

threshold, the error rate of the prediction is lower

than a certain threshold, or a preset number of cycles

has been reached, then stop the operation directly.

Otherwise, jump back to step 3.

Begin

Initialize the 
Network

Input T-time 
Data

Forward 
Propagation

Calculate 
Error

End

Error back 
Propagation

The time t 
increases by 1

Input Data

Y

Determining whether or not 
the End Condition is Satisfied

Fig. 3 The Training Process of LSTM Network
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4.3 Prediction process using LSTM network

The pre-condition of the prediction process using the

LSTM network is that the training process of the LSTM

network has been completed.

The prediction process of the LSTM network is shown

in Fig. 4:

The main steps are as follows:

(1) Input Data: The prediction data set needed for LSTM

network prediction is inputted.

(2) Predict Output Value: The trained neural network

model is used to predict the corresponding output

value.

(3) Input the True Value: Input the real output value

corresponding to the test data.

(4) Compare Two Values. The prediction error is

calculated by subtracting the predicted output value

from the real output value of the test set. Finally, the

prediction result is evaluated.

4.4 The AQI prediction process using LSTM
network

The AQI prediction process using the LSTM network is

shown in Fig. 5.

The main steps are as follows:

(1) Using CT to Determine Data Input: The input items

of CO, PM2:5, O3,NO2, SO2, PM10, wind scale,

temperature and weather conditions are determined

by CT.

(2) Data Partition: According to the actual situation, the

data are divided into training set and test set. In this

paper, the data of 2017 and 2018 are used as the

training set, and the data of 2019 are used as the test

set.

(3) Input Training Set: Input the data of the training set.

(4) Data Standardization: The data of the training set are

standardized by z-score standardization method

described in formula (16):

yi ¼
xi � x

s
ð16Þ

where yi is the standardized value, xi is the input

data, x is the average of the input data calculated by

formula (17), and s is the standard deviation of the

input data calculated by formula (18)

x ¼ 1

n

Xn

i¼1

xi ð17Þ

s ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n� 1

Xn

i¼1

xi � xð Þ2
s

ð18Þ

(5) Model Training: The training set is used to train the

LSTM network model.

(6) Input Test Set: Input the data of the test set.

(7) Data Standardization: The Z-score standardization

method shown in formula (16) is adopted to

standardize the test data set.

(8) Prediction: The standardized test data set is inputted

into the trained LSTM network model to make

predictions. The predicted values are obtained.

(9) Comparison: The performance of the neural network

model is analyzed by comparing the predicted value

with the true value corresponding to the input value.

Begin

Predict Output Value

End

Input the True Value

Input Data

Compare Two Values

Fig. 4 Prediction Process of

LSTM Network

Begin

Using CT to Determine 
Data Input

Input Training Set

Data 
Standardization

End

Model 
Training

Input Test 
Set

Data 
Standardization

Prediction

Comparison

Data Partition

Fig. 5 LSTM Network AQI

Prediction Process
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5 Experiments

The same experimental test data set on the same computer

is used to predict the AQI level of Shijiazhuang of Hebei

province from Jan. 1, 2019 to Dec. 31, 2019 (365 days) by

SVR, MLP, BP neural network, Simple RNN and the new

method respectively. Then, the accuracy and performance

of the five methods are compared.

5.1 Experimental data source

The data of this experiment are divided into two parts: air

quality data and meteorological data. The air quality data

come from http://data.epmap.org/ website and can be

downloaded directly according to the required time. The

meteorological data are obtained free from the website

(https://www.nowapi.com/api/weather.history) by calling

the API interface. The required meteorological data are

obtained by date and stored in CSV.

5.2 Data preprocessing

Data preprocessing mainly includes two parts: data clean-

ing and data transformation.

5.2.1 Data cleaning

Data cleaning is mainly used to remove abnormal data in

the original data, including duplicate data, missing data and

illegal data.

For repeated experimental data, the data appearing for

the first time are retained and all other duplicate data are

deleted.

The missing data are filled by the average of the last

hour’s data and the next hour’s data. The formula is as

follows:

xi ¼
xi�1 þ xiþ1

2
ð19Þ

where xi is the data to be filled, xi�1 is the data of the last

hour of the padding data, and xiþ1 is the data of the next

hour of the padding data.

The illegal data in this experiment are the data whose

value is 0 but should not be 0. It is also replaced by the

average value of the last hour data and the next hour data,

which is calculated by formula (19).

5.2.2 Data transformation

Because the weather conditions in the meteorological data

are non-numeric data, it needs to be converted to numeric

data. This is done by using numerical values to replace the

meaning of the data itself. Weather conditions include

haze, fog, sunny, cloudy and other non-numerical infor-

mation, which need to be quantified. The weather condi-

tions are quantified as shown in Table 1. The relationships

between AQI and AQI levels are shown in Table 2.

5.3 The process of determining the influencing
factors of air quality

There are many types of ambient air pollutants. According

to the AQI definition, AQI is a dimensionless index used to

quantitatively describe the air quality, which is mainly used

to convert the concentrations of CO, PM2:5, O3, NO2, SO2

and PM10 pollutants into corresponding indexes. Also,

meteorological conditions affect the AQI. What needs to be

done is to determine which meteorological factors (e.g.,

temperature, humidity, wind direction and wind scale) will

affect AQI. In this paper, wind scale and humidity are used

to take CT. The results show that wind scale is an influ-

encing factor of air quality but humidity is not.

5.3.1 Wind scale

(1) This research effort has a collection of the daily wind

scale of Shijiazhuang from Jan. 1, 2019 to Dec. 31,

2019. It has five kinds of AQI levels (level 1, level 2,

level 3, level 4 and level 5). These data are used as

the experimental data. Table 3 shows the observed

frequency of the wind scale and the AQI level.

(2) H0: the wind scale and the AQI level are indepen-

dent. Using formula (20), the expected frequency is

calculated according to the observed frequency:

feij ¼
fOi

�fOj

N
ð20Þ

(3) According to Table 3, the expected frequency of the

wind scale and AQI level is calculated. The results

are shown in Table 4.

(4) x2 can be calculated according to formula (21). The

result of x2 is 70.913.

x2 ¼
X5

i¼1

X6

j¼1

foij � feij
� �2

feij
ð21Þ

(5) Freedom: (5–1) * (6–1) = 20, a = 0.005, significant

level

Critical Value P = 39.69, according to

CHIINV(0.005, 10).

CHIINV is a function in Excel, which is used to

return the inverse function of the single tail proba-

bility of x2 distribution.

(6) x2[ P, reject H0 hypothesis: It is concluded that the

wind scale is associated with AQI level.
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5.3.2 Humidity

This research has a collection of the daily humidity value

of Shijiazhuang from Jan. 1, 2019 to Dec. 31. The humidity

classification is shown in Table 5.

(1) H0: the humidity has nothing to do with AQI levels.

Table 6 shows the observed frequency of humidity

and AQI level.

(2) According to Table 6, the expected frequency of

humidity and AQI levels are calculated. Table 7

shows the results.

(3) x2 can be calculated according to formula (21). The

result of x2 is 21.43.

(4) Freedom: (5–1)*(3–1) = 8, a = 0.005, significant

level,

According to CHIINV(0.005,8), critical value

P = 21.95.

(5) x2\ P, accept H0 hypothesis. So it is concluded that

the humidity has nothing to do with the AQI level.

Table 1 Weather Conditions

Quantification
No Weather Quantification No Weather Quantification

1 Sunny 3 14 Snow shower 8

2 Cloudy 4 15 Light snow 6

3 Overcast 5 16 Moderate snow 7

4 Shower 8 17 Heavy snow 8

5 Thundery shower 8 18 Blizzard 8

6 Hail 8 19 Foggy 2

7 Sleet 6 20 Freezing rain 10

8 Light rain 6 21 Sandstorm 10

9 Moderate rain 7 22 Floating dust 10

10 Heavy rain 8 23 Dusty weather 10

11 Torrential rain 8 24 Severe sandstorm 10

12 Heavy torrential rain 8 25 Haze 1

13 Extremely torrential downpours 9

Table 2 Relationships between AQI and AQI levels

AQI level AQI Quantized Value

Level 1 0–50 1

Level 2 51–100 2

Level 3 101–150 3

Level 4 151–200 4

Level 5 201–300 5

Level 6 [ 300 6

Table 3 Observed frequency table of wind scale and AQI level

Wind Scale AQI Level 1 AQI Level 2 AQI Level 3 AQI Level 4 AQI Level 5 AQI Level 6 Amount

1 fo11 = 5 fo12 = 24 fo13 = 31 fo14 = 13 fo15 = 16 fo16 = 15 fo1. = 104

2 fo21 = 2 fo22 = 76 fo23 = 47 fo24 = 23 fo25 = 9 fo26 = 2 fo2. = 159

3 fo31 = 0 fo32 = 30 fo33 = 22 fo34 = 12 fo35 = 5 fo36 = 0 fo3. = 69

4 fo41 = 0 fo42 = 15 fo43 = 11 fo44 = 2 fo45 = 0 fo46 = 0 fo4. = 28

5 fo51 = 0 fo52 = 3 fo53 = 0 fo54 = 0 fo55 = 0 fo56 = 0 fo5. = 3

Amount fo.1 = 7 fo.2 = 148 fo.3 = 111 fo.4 = 50 fo.5 = 30 fo.6 = 17 N = 363

Table 4 Expected frequency

table results of the wind scale

and AQI level calculation

Wind Scale AQI Level 1 AQI Level 2 AQI Level 3 AQI Level 4 AQI Level 5 AQI Level 6

1 fe11 = 2.00 fe12 = 42.40 fe13 = 31.80 fe14 = 14.33 fe15 = 8.60 fe16 = 4.87

2 fe21 = 3.06 fe22 = 64.83 fe23 = 48.62 fe24 = 21.90 fe25 = 13.14 fe26 = 7.45

3 fe31 = 1.33 fe32 = 28.13 fe33 = 21.10 fe34 = 9.50 fe35 = 5.70 fe36 = 3.23

4 fe41 = 0.54 fe42 = 11.41 fe43 = 8.56 fe44 = 3.86 fe45 = 2.31 fe46 = 1.31

5 fe51 = 0.05 fe52 = 1.22 fe53 = 0.92 fe54 = 0.41 fe55 = 0.25 fe56 = 0.14
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5.4 Network model

The new method trains the network model based on hourly

air quality data and meteorological data in 2017 and 2018.

Then, the model is used to predict the hourly AQI in 2019.

The corresponding AQI level can be calculated in terms of

the AQI. According to the characteristics of the LSTM

network, it has the function of long-term memory and

determines influencing factors of AQI including CO,

PM2:5, O3,NO2, SO2, PM10, weather conditions, air tem-

perature and wind scale. Sample data items included in the

new method’s LSTM network training are shown in

Table 8.

Item 1 is the output item, and item 2–14 are the input

items.

The new method is the LSTM network. The number of

neurons in the input layer of the network is 13, the number

of neurons in the output layer is 1 (i.e., AQI), and the

number of hidden layer neurons is 10 which is calculated

according to formula (22):

n ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ni þ n0

p
þ a ð22Þ

where n is the number of neurons in the hidden layer, ni is

the number of neurons in the input layer, n0 is the number

of neurons in the output layer, and a is a constant between 1

and 10.

Therefore, the new method adopts the network structure

of 13-10-1.

5.5 The new method

The new method is CT-LSTM. It uses the hourly air quality

data and meteorological data from Jan. 1, 2017 to Dec. 31,

2018 (17,520 h) as the training set to train the model. It

then applies the model’s learning to predict the hourly AQI

in 2019. The average AQI can be obtained from the values

of 24 h per day, and the predicted AQI level can be

obtained according to it. This method only needs a training

set group and a test set group. The data from Jan. 1, 2017 to

Dec. 31, 2018 are used as the training set, and the file is

named LSTMTrain.csv. The data from Jan. 1, 2019 to Dec.

31, 2019 are used as the test set, and the file is named

LSTMTest.csv.

The parameters’ setting of the LSTM network is shown

in Table 9.

The experimental results of the new method is shown in

Fig. 6.

The prediction error of the new method is shown in

Fig. 7.

The statistical table of the test results of the new method

are shown in Table 10.

5.6 Results comparison

In order to prove that the new method is the most efficient

and feasible compared to other methods, this paper com-

pares the new method with SVR, MLP, BP neural network

and simple RNN. Under the same computer operating

environment, the same training set and appropriate

parameters for training are used. Then, predictions are

applied to the test data. Next, the new method is evaluated

Table 5 Classification of humidity

Humidity value unit (%) Classification of humidity

[0,20] 1

[21, 40] 2

[41,60] 3

[61,80] 4

[81,100] 5

Table 6 Frequency table of

humidity and AQI
Humidity AQI Level 1,2 AQI Level 3,4 AQI Level 5,6 Amount

1 fo11 = 9 fo12 = 9 fo13 = 2 fo1. = 20

2 fo21 = 55 fo22 = 40 fo23 = 5 fo2. = 100

3 fo31 = 34 fo32 = 57 fo33 = 22 fo3. = 113

4 fo41 = 35 fo42 = 44 fo43 = 11 fo4. = 90

5 fo51 = 18 fo52 = 13 fo53 = 9 fo5. = 40

Amount fo.1 = 155 fo.2 = 161 fo.3 = 47 N = 363

Table 7 Expected frequency table of humidity and AQI level

Humidity AQI Level 1,2 AQI Level 3,4 AQI Level 5,6

1 fe11 = 8.54 fe12 = 8.87 fe13 = 2.59

2 fe21 = 42.70 fe22 = 44.35 fe23 = 12.94

3 fe31 = 48.25 fe32 = 50.12 fe33 = 14.63

4 fe41 = 38.42 fe42 = 39.91 fe43 = 11.65

5 fe51 = 17.08 fe52 = 17.74 fe53 = 5.18
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according to the number of days it correctly predicts the

AQI level, and according to maximum prediction error,

accuracy, error rate, mean absolute error (MAE), mean

squared error (MSE), and root mean squared error (RMSE)

of the prediction results. The comparison results are shown

in Table 11 and Fig. 8.

As shown in Table 11 and Fig. 8, the performance of

each method is ranked from high to low. The ranking from

high to low is as follows:

1. the new method

2. MLP

3. Simple RNN

4. SVR

5. BP Neural Network Method.

The accuracy and the number of days where the AQI

level is correctly predicted for the new method are the

highest. Also, the error rate, maximum prediction error,

MAE, MSE and RMSE are the lowest for the new method.

In contrast, the BP neural network method has the lowest

accuracy rate and the lowest number of days where the

AQI level is correctly predicted. As well, the error rate,

maximum prediction error, MAE, MSE and RMSE are all

the highest for the BP neural network method. The number

of days where AQI level is correctly predicted by the new

method is 30 days higher than that of the BP neural net-

work method. The prediction accuracy of the new method

Table 8 Contents of the training data for each item of the new method

No Data name Data meaning No Data name Data meaning

1 AQI Current AQI 8 co_onehour CO concentration an hour ago

2 Temp Current temperature 9 no2_onehour NO2 concentration an hour ago

3 Fj Current wind scale 10 so2_onehour SO2 concentration an hour ago

4 Weather Current weather 11 o3_onehour O3 concentration an hour ago

5 AQI_onehour AQI an hour ago 12 temp_onehour The temperature an hour ago

6 pm10_onehour PM10 concentration an hour ago 13 fj_onehour The wind scale an hour ago

7 pm25_onehour PM2:5 concentration an hour ago 14 weather _onehour The weather an hour ago

Table 9 Parameters’ setting of LSTM network

Parameters Value

Transfer function of input layer to hidden layer Sigmoid

Transfer function of hidden layer to output layer Sigmoid

Training function tanh

The number of elements in the input layer 13

The number of hidden neurons 10

The number of elements in the output layer 1

Batch size 64

Time step 24

Learning rate 0.001

Fig.6 Experimental Results Diagram of the New Method
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is 93.70%, which is 8.22% higher than the prediction

accuracy of the BP neural network method (85.48%). The

MAE of the new method is 0.063, but the BP neural net-

work method’s MAE is 0.225. The MSE of the new method

is 0.063, which is 86.15% lower than that of the BP neural

network method (0.455). The RMSE of the new method

(0.251) is also lower than the BP neural network method’s

RMSE. The new method, MLP and SVR have the lowest

maximum prediction error (1). Simple RNN’s maximum

prediction error is 2. The maximum prediction error of the

Fig.7 Prediction Error Diagram of the New Method

Table 10 Statistics of test

results of the new method
No Difference between the Predicted Value and the True Value Count Percentage

1 -5 0 0.00

2 -4 0 0.00

3 -3 0 0.00

4 -2 0 0.00

5 -1 13 3.57

6 0 342 93.70

7 1 10 2.73

8 2 0 0.00

9 3 0 0.00

10 4 0 0.00

11 5 0 0.00

Total 365 100

Table 11 Statistics of test results of the new method

Method SVR MLP BP Simple RNN New method

Number of Days AQI level is Correctly Predicted 313 332 312 324 342

Accuracy 85.75% 90.96% 85.48% 88.77% 93.70%

Error rate 14.25% 9.04% 14.52% 11.23% 6.3%

Maximum Prediction Error 1 1 5 2 1

MAE 0.143 0.090 0.225 0.112 0.063

MSE 0.143 0.090 0.455 0.186 0.063

RMSE 0.378 0.300 0.675 0.431 0.251
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BP neural network method is the highest (5). The number

of days where the AQI level is correctly predicted by the

MLP method is 10 days lower than that of the new method.

The prediction accuracy of the MLP method is 90.96%,

which is lower than that of the new method. The MAE,

MSE and RMSE of the MLP method are 0.900, 0.900 and

0.030, respectively. The results show that the new method

is the most suitable, out of the five methods, for the pre-

diction of AQI level.

6 Conclusions

In this paper, a CT-LSTM method is proposed to predict

the AQI level. It uses air quality data and meteorological

data for prediction. The experimental results show that the

CT-LSTM method has higher prediction accuracy.

The main conclusions of this paper are as follows:

(1) Through the analysis of air quality data and mete-

orological data, it is concluded that the prediction of

AQI level is sequential. The new method uses an

LSTM network with having the long short-term

memory function in the hidden neurons. This makes

the model training more perfect.

(2) The experimental results show that the error of

predicting AQI level can be better avoided by using

the CT-LSTM method.

(3) The proposed CT-LSTM method can be applied to

AQI level prediction. Compared with SVR, MLP, BP

neural network and simple RNN, its prediction

accuracy is significantly improved, and it has lower

MAE, MSE and RMSE error metrics.

Although this method can more accurately predict the

AQI level, its multi-scale prediction in the spatial domain

will be explored in the future. In addition, the method

should also be extended to the prediction of pollutants in

order to caution air pollution and protect people’s health. It

is also studied whether this method can be applied to other

time series prediction fields, such as gold prediction and

stock price prediction.
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