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Abstract
Some scholars have shown that the machine learning methods based on a single-source data can successfully monitor the

risks of formal financial activities, but not those of informal financial activities. This is because the data generated by

formal financial activities, whether it is the structured or unstructured data, are of high quality and quantity, while the data

generated by informal financial activities are not. Therefore, multi-source data are the key to monitor the risks of informal

financial activities through machine learning. Although a few studies attempted to use multi-source data for financial risk

prediction, they simply stack the obtained multi-source data, but ignore the original sources, heterogeneity, mutual

redundancy and other characteristics of the data, so that the improvement of the prediction effect is not obvious. Therefore,

TSAIB_RS method based on the two-stage adaptive integration of multi-source heterogeneous data was constructed in the

paper, in which the data with different sources and different distributions were adaptively integrated. In order to test the

reliability of TSAIB_RS method, the paper takes the default risk of microcredit in China as the test target and compares the

prediction results of various test methods. It concludes that TSAIB_RS method can significantly improve the prediction

effects.

Keywords Multi-source heterogeneous data � Adaptive integration � Microcredit risk

1 Introduction

Information asymmetry is the root cause of financial risks,

and obtaining as much information as possible is the key to

predict financial risks. As a result, some scholars put for-

ward the problem of multi-source information in financial

risk monitoring earlier [1, 2], which means that banks

should not only use hard information (financial statement

information), but also use soft information (financial

statement information) to reduce credit risk.

However, soft information is often unstructured data,

which cannot be used by statistics and econometrics, which

are the traditional financial risk prediction methods. It

greatly limits the improvement of financial risk prediction

accuracy, because a large amount of information in the

Internet era is unstructured data. Therefore, machine

learning is an excellent supplement to the traditional

methods of financial risk prediction.

As for the relationship between the data used in machine

learning and the prediction effect, Tsai found that the

algorithm of risk identification model showed different

advantages in different sample data [3]. This is an earlier

study that focused on the correlation between data sources

and algorithms. Liu believed that unbalanced data had a

serious impact on the performance of classifiers [4], and the

operation would cause the big classes to be ‘‘valued’’ and

the small classes to be ‘‘neglected.’’ According to the work

of West and Bhattacharya, the algorithm-level approach is

to compensate for unbalanced data to a certain extent [5]. It

can handle unbalanced data well by using cost-sensitive

learning methods or the skewed distribution methods

adopted by the learners themselves [6]. Ghatasheh believes

& Fei Wu

2013310135@live.sufe.edu.cn

1 School of Economics and Management, Jiangsu University of

Science and Technology, Zhenjiang 212003, China

2 School of Law, Shanghai University of Finance and

Economics, Shanghai 200433, China

123

Neural Computing and Applications (2021) 33:4065–4075
https://doi.org/10.1007/s00521-020-05489-z(0123456789().,-volV)(0123456789().,-volV)

http://crossmark.crossref.org/dialog/?doi=10.1007/s00521-020-05489-z&amp;domain=pdf
https://doi.org/10.1007/s00521-020-05489-z


that data processing is more effective than algorithm

optimization in unbalanced data, so most fraud risk pre-

diction systems choose to balance data at the data level [7].

Such studies are successful because the financial activ-

ities they researched are formal, such as credit between

companies and banks, and credit card banking. The struc-

tured and unstructured data generated by formal financial

activities are of high quality and quantity. Therefore, the

traditional method, which only uses structured data, and

machine learning, which only uses unstructured data can

both obtain satisfactory prediction results. For example,

Fanning found that BP neural network was no inferior to

discriminant analysis and logistic regression [8]. Some

scholars used the bank’s revenue and expenditure data

(structured data) to monitor credit card risks [9, 10].

Anzhong processes network text data (unstructured data)

through affective computing when monitoring the fraud

risk of e-commerce [11].

However, the quality and quantity of the data, no matter

structured data and unstructured data, produced by some

informal financial activities are low, which cannot meet the

needs of risk prediction, such as microcredit, P2P. For

example, many scholars found that the basic information of

P2P borrowers, such as gender, age, education level and

income, has limited interpretation on their default risk, and

it is even impossible to reveal the risk status of risky

borrowers directly [12, 13].

Recently, some studies have tried to use the data got

from social media and other sources to comprehensively

assess the risk status of individual borrowers so as to

improve the prediction effect of risk prediction [14, 15].

Meanwhile, some researchers found that the application of

information related to social networks can reduce the

information asymmetry between lenders and borrowers in

P2P market [16]. Ge used microblog data to extract the

number of microblog friends, fans, followers and micro-

blog of borrowers, and on the basis of this, he predicted the

default risk [17]. Ma revealed the consumption habits and

essential characteristics of characters through the data of

mobile phone usage [18].

These studies broadened the data sources used in

machine learning, but the data sources they used are still

single, which can also lead to the homogenization of the

information, low accuracy and poor of prediction model.

From the perspective of comprehensive utilization of

information, if the relationships between some specific

factors, such as the different data sources and the different

prediction effects, the different prediction scenarios and the

different information sources, as well as the problems

could be handled properly, the effect of risk prediction

through machine learning will be improved from the

source.

In view of this, the paper tries to propose TSAIB_RS

method, which bases on adaptive fusion of multi-source

heterogeneous data and starts from two-stage integration,

namely feature integration and result integration to achieve

a deep information integration, to improve the efficiency of

machine learning in predicting financial risk. In order to

test the effectiveness of TSAIB_RS method, the paper

takes the default risk in Chinese microcredit market as the

test target and draws a conclusion through comparing the

prediction effects of various methods

2 TSAIB_RS method: two-step adaptive
integration based on random subspace

In order to realize the efficient utilization of multi-source

heterogeneous data and improve the prediction effect of

microcredit default risk, from a two-stage integration per-

spective, namely features integration and result integration,

the paper proposes the TSAIB_RS method, which can

achieve adaptive integration of multi-source heterogeneous

data.

2.1 Formal definition of problem

We assume that there are n samples in the given data set

D ¼ ½X; y�, where X ¼ ½x1; x2; . . .; xp�, xi ¼ ðxi1; xi2; . . .;
xinÞT , y ¼ ðy1; y2; . . .; ynÞY and yi 2 f�1;þ1g. Let W ð1Þ ¼
ðwð1Þ

1 ;w
ð1Þ
2 ; . . .;w

ð1Þ
p ÞT 2 Rp

þ to be the weight vector of

features, W ð2Þ ¼ ðwð2Þ
1 ;w

ð2Þ
2 ; . . .;w

ð2Þ
M ÞT 2 Rp

þ to be the

weight vector of base classifiers, R ¼ ðR1;R2; . . .;RMÞT 2
RM
þ to be the degree of confidence vector of base classi-

fiers, X ¼ ½xð1Þ1 ; x
ð1Þ
2 ; . . .; x

ð1Þ
p1 ; x

ð2Þ
1 ; x

ð2Þ
2 ; . . .; x

ð2Þ
p2 ; . . .; x

ðJÞ
1 ; x

ðJÞ
2 ;

. . .; x
ðJÞ
pJ � to be the feature space after grouping. In order to

build sparse model, we assume that the linear model is

y ¼ b0 þ
Pp

i¼1 bixi þ ei, where bj ¼ ðbðjÞ1 ; . . .; bðjÞpj Þ 2 Rpj is

the vector of regression coefficients, ei is a random variable

with a normal distribution whose mean is 0 and variance is

r2. j:j represents the norm of L1 and jj:jj22 the norm of L2.

Data are normalized and centralized before using, namely
Pn

i¼1 xij ¼ 0, jjxjjj2 ¼ 1.

The framework structure of TSAIB_RS method is

shown in Fig. 1, which mainly includes modules such as

data acquisition, feature extraction and model building.

2.2 Predicting model: two-step adaptive
integration based on random subspace

Most of the existing researches are based on the basic

information of borrowers, which is a single data source.
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From the perspective of methodology, it is common to

apply a single model to predict default risk. So, in the

process of building the prediction model, this paper focuses

on discovering and extracting more new useful features

from multiple data sources and designs a mechanism that

can effectively utilize multi-source features, so as to

improve the accuracy and stability of the model.

In general, the ensemble learning methods can achieve

more accurate and stable learning results than a single

model, because ensemble learning methods take both

accuracy and diversity of learning into consideration. If a

good balance can be struck between the diversity of clas-

sifiers and quasi-certainty, the error and generalization

ability of model learning will be improved. Therefore, we

introduce ensemble learning methods as the basic predic-

tion model. Among the three kinds of commonly used

ensemble learning methods, the random subspace is more

suitable for predicting microcredit default risk, because

multi-source hard features, soft features and the integration

of these features are from the perspective of features. So

ensemble learning method RS, which is based on feature

division, is the best choice for the paper to build a risk

prediction model based on multi-source heterogeneous data

integration. Therefore, the random subspace method

TSAIB_RS based on two-stage adaptive fusion proposed in

the paper is formed. The flow of this method is shown in

Fig. 2.

In the first stage of the model, the adaptive integration of

multi-source heterogeneous features is carried out to

improve the feature quality, reduce the complexity of the

model while comprehensively utilizing a variety of pre-

diction information and achieve a good balance between

accuracy and generalization ability of the model.

First of all, during indenting the important features, the

researchers found that feature weighting method is more

efficient than the method to directly select features,

because the feature subset which is obtained by feature-

weighting-sifting has the capacity to identify and explain

the features. That is to say, even if some features are

deleted, we can know their degree of importance because

of the weighting process.

Secondly, under the special requirements of adaptive

integration of multi-source heterogeneous features pro-

posed by the paper, feature integration is facing some new

challenges, for example, the heterogeneous features natu-

rally reflect the different aspects of the target, and there are

some differences in the feature space distribution. These

factors lead to their different prediction capacity, so it is

important to deal with characteristics of heterogeneous

structure.

Based on the above two points, we consider to introduce

the regularized sparse model into the traditional RS

method.

Recently, the regularized sparse model has been suc-

cessfully applied in many important fields such as image

identification, target tracking, bioinformatics. Among the

regularized sparse models, there is a special method based

on group concept, which can effectively handle variables

with group structure, for example the typical representa-

tive, GL (Group Lasso) method. In order to identify the

Risk  Prediction

Soft Information Source 1 Hard Information Source 2 Hard Information Source S

.....

Adaptive Integration of Features

Base Classifier 1 Base Classifier 2 Base Classifier N.....

Output Integration

Prediction Results

Quantitative Features Qualitative Features

Features Group 1 Features Group JFeatures Group 2

Fig. 1 Framework of

TSAIB_RS method
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different role of natural group structure variables in the

model learning, some put forward an improved regular

norm to punish the regression coefficients of variables in

group, which achieved the goal of variable selection in

groups. Subsequently, many scholars pointed out the

shortcoming of GL method [19, 20], that is, it could only

sift the group form of variables and ignored the different

effects of intra-group variables on the model. At the same

time, they proposed SGL (sparse group Lasso) method to

achieve the purpose of simultaneous filtration of variables

within and between groups.

In summary, by introducing the SGL model, the multi-

source heterogeneous features that have been grouped can

be effectively integrated. The SGL model used by the

paper is as follows:

b�SGL ¼ argmin
b

1

2
jjy�

XJ

i¼1

xjb
ðjÞjj22 þ kð1� aÞ

XJ

j¼1

jjbðjÞjj2 þ kajbj
( )

ð1Þ

Obviously, the regular term of SGL model includes both

the norms of L1 and L2, where the role of norm of L1 is to

sift the features in group, while role of norm of L2 is to sift

the features between groups. These two kinds of sifting

mechanisms will be adjusted through the parameters: when

the value is bigger, the punishment, inflicted by SGL

model, on the regression coefficients of variables in group

becomes greatly, and the compression on those among

groups becomes little. Additionally, regularized parameters

will adjust the compression scope of features in group:

when the value is bigger, more coefficients of feature

weights will be compressed to 0; on the contrary, when it is

small, the number of reserved features will become more.

The feature coefficients obtained by regressing SGL model

will be used as the weights, so we will obtain the weight

vector W ð1Þ ¼ ðwð1Þ
1 ;w

ð1Þ
2 ; . . .;w

ð1Þ
p ÞT 2 Rp

þ, which will be

used for feature integration. Then, according to the weight

of the probability sampling, the feature subset will be

obtained. During the second stage of TSAIB_RS method,

we still choose SVM as the base classifier.

There are many methods to integrate the outputs of base

classifier, such as average method, voting method, but

these methods have some defects, because they will lose a

certain amount of prediction information during process of

integrating results of base classifier and result in the decline

of prediction accuracy. For example, during the process of

voting method, it only considers the opinions of most of the

base classifiers and ignores role of those classifiers which

are minority. However, each classifier holds the different

knowledge for a given learning task, therefore, during the

integration of the results, not only to consider the impor-

tance of the classifier itself but also to fully consider the

overall effect. Therefore, the paper introduces the eviden-

tial reasoning rule (ER) to realize the full integration of the

results. When Yang et al. proposed ER rule method, they

pointed out that the integrated evidences should be inde-

pendent of each other [21], and the reliability and weight of

each evidence should be defined before fusion integration.

Zhou et al. applied ER rule in ensemble learning and

pointed out that the output of each base classifier is inde-

pendent of each other [22]. So ER rule is available in

output integration. We introduce the ER rule method as

follows:

Ei ¼ ðh; ph;iÞ; 8h � H;
X

h�H

ph;i ¼ 1

( )

ð2Þ

where Ei is evidence; H ¼ fh1; h2; . . .; hHg is a set of

complete and mutually exclusive assumptions. In a

Stage1: feature integration

Feature group … Feature group J

Adaptive integration

… 

Sampling probability

Feature Subste1

Stage2: construction of base classifier

Feature SubsteM

Base classifier Base classifier 

Stage3: output integration

confidence

R1 RM

weights

Evidence integrationPrediction results

1 2 n

M1
)

Fig. 2 Process of the

TSAIB_RS method
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dichotomous scenario, you can consider hH as a category

distribution. ðh; ph;iÞ is evidence factor, which indicates the

support degree ph;i, to which the evidence Ei supports the

proposition h. When considering the weight and reliability

of evidence, the support degree mh;i is

mh;i ¼ fðh;mh;iÞ; 8h � H; ðPðHÞ;mpðHÞ;iÞg ð3Þ

mh;i ¼
0; h ¼ u

cRw;i
mh;i; h � H; h 6¼ u

cRw;i
ð1� RiÞ; h ¼ PðHÞ

8
<

:
ð4Þ

where cRw;i
¼ 1

1þwi�Ri
. When local ignorance is not con-

sidered, the total support degree of proposition h is:

mh;EðNcÞ ¼ ½ð1� RiÞmh;Eði�1 þ mpðHÞ;Eði�1Þmh;i�; 8h � H

ð5Þ

The remaining support degree is:

mpðHÞ;EðNcÞ ¼ ð1� RiÞmpðHÞ;Eði�1Þ ð6Þ

The probability of the support degree of all the final base

classifiers (evidence) on the category (proposition) is

obtained after the alignment:

ph ¼
mh;EðLÞ

1� mpðHÞ;EðLÞ
; 8h � H ð7Þ

According to the above results, the final prediction

results of TSAIB_RS method can be obtained. Considering

that the default risk prediction is an unbalanced classifi-

cation problem, the AUC index can more fully reflect the

advantages and disadvantages of the learning effect of the

classifier. Therefore, the AUC obtained by testing the base

classifiers is regarded as its reliability vector

R ¼ ðR1;R2; . . .;RMÞT 2 RM
þ . At the same time, consider-

ing that the risk samples have a higher concern value than

the normal samples, the recall rate index on the risk sample

is used as the weight of the base classifier

W ð1Þ ¼ ðwð1Þ
1 ;w

ð1Þ
2 ; . . .;w

ð1Þ
p ÞT 2 Rp

þ.

3 Algorithm of TSAIB_RS

For a given data set X ¼ ½x1; x2; . . .; xp�, the first step of

algorithm is to group the data according to the heteroge-

neous structure of the data source and the data to obtain the

features vector X ¼ ½xð1Þ1 ; x
ð1Þ
2 ; . . .; x

ð1Þ
p1 ; x

ð2Þ
1 ; x

ð2Þ
2 ; . . .; x

ð2Þ
p2 ;

. . .; x
ðJÞ
1 ; x

ðJÞ
2 ; . . .; x

ðJÞ
pJ � after grouping. In the second step,

formula (1) is used to obtain the grouping feature weight

W ð2Þ ¼ ðwð2Þ
1 ;w

ð2Þ
2 ; . . .;w

ð2Þ
M ÞT 2 RM

þ . The third step is to

conduct probability sampling based on features, obtain

feature subset and train the base classifiers. Then, based on

the reliability and weight of the pre-determined base

classifier, the total support on each category is calculated

by using Eqs. (4)–(7). Step 4: get the prediction. The

specific flowchart of the algorithm is shown in Fig. 3.

4 Feature extraction and construction

In predicting financial default risk, there are two types

usually used information, namely hard and soft informa-

tion. Hard information refers to the basic information

directly related to the credit and financial statuses of the

borrower, which is published on the lending platform, such

as balance of payments information, credit score informa-

tion and historical loan information. In contrast, soft

information is difficult to obtain and process. For example,

social media information related to borrowers, mobile

phone usage data and so on are all soft information.

Although soft information is not directly related to the

default risk of the borrower, it can help to reflect the bor-

rower’s personality characteristics, consumption habits and

social status and so on. This important external information

cannot be reflected in the basic information. In order to

fully and thoroughly reveal the default risk, the model

constructed in this research not only takes into account the

basic information, but also collects the social information,

online consumption information and mobile phone use

information of borrowers and predicts their risk status from

indirect, direct, internal and external perspectives. The

TSAIB_R method constructed in this paper uses both basic

hard and soft information to predict the default risk of

individual borrowers. Therefore, the corresponding feature

extraction also includes hard and soft features.

In the process of feature extraction of basic hard infor-

mation, we collect the fields based on the platform dis-

closure information that have been widely used by existing

researches as basic features, such as education level,

income and expenditure status, credit status. For some

specific soft information sources, which contain both

qualitative and quantitative data, it is also important to

reveal the default risk of borrower. Ge confirmed that the

quantitative fields, such as the number of focus extracted

from Weibo [17], the number of fans and friends, can be

effectively applied to predict the default risk. At the same

time, according to the existing research, many researchers

proposed that the text information of microblog may reflect

the risk preference and credit-related personality and

emotional characteristics of borrowers to some extent

[23, 24], so it is also useful for the predicting default risk.

For this text information, the paper uses word embedding

model to transform them into learnable structured fields

and finally obtains some emotional features and a series of

text features.
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For hard and soft features from different sources, their

effects on default risk prediction may be different, because

their distributions and meanings are different. For example,

although a few studies [24, 25] had used a variety of

information sources to predict risks, the improvement of

prediction effects is not significant. Obviously, in order to

give full play to the prediction effect of multi-source fea-

tures, the multi-source heterogeneous characteristics of

features need to be processed. Therefore, in the construc-

tion of soft features, we clearly group the features of dif-

ferent sources and different data structures. Firstly, features

are divided into multiple feature groups according to dif-

ferent data sources. Secondly, the features based on

microblog data are divided according to their different

qualitative and quantitative data formats. For example, the

quantified microblog fields are divided into a feature group,

and the text features a feature group. In addition, the

extracted emotional features are grouped according to the

different emotion polarity. Among them, positive and

strong modal emotional features are classified as positive

emotional feature group, negative, weak modal and legal-

related emotional features are classified as negative emo-

tional features group, and the uncertain emotional features

are neutral emotional feature group.

According to the above method, we will finally obtain

multi-source and heterogeneous feature set F ¼
fFð1Þ;Fð1Þ; . . .;FðsÞg, where s is the number of information

sources and FðiÞ ¼ fFðiÞ
1 ;F

ðiÞ
2 g(subscripts 1 and 2 represent

quantitative characteristics and qualitative data-based

characteristics, respectively). So the feature set after being

divided in J groups will be X ¼ ½xð1Þ1 ; . . .; x
ð1Þ
p1 ; . . .; x

ðjÞ
1 ;

. . .; x
ðjÞ
pj ; . . .; x

ðJÞ
1 ; . . .; x

ðJÞ
pJ �.

5 Experimental design

In order to compare and verify the improvement effect of

TSAIB_RS method in two stages, the paper will apply

comparative method among base classifiers and the usually

used three method of ensemble learning. Besides SVM,

Bagging, Boosting, RS (Random Subspace) methods, we

also introduce Lasso_RS method, in which Lasso method is

introduced in the feature sampling process of RS method,

and ER_RS method, in which ER rule method is applied in

the result integration stage of RS method, where the reli-

ability of base classifier is also set as AUC and the weight

is set as equal. In addition, PMB_RS, a new and effective

method in the field of financial risk prediction, which was

verified [26], is also used as a comparison method to verify

the effectiveness of TSAIB_RS method in predicting

financial risk.

5.1 Model evaluation indexes

In the experiment, the AUC, the recall rate and precision of

the model in positive and negative categories were selected

as evaluation indexes. The value of AUC is equal to the

area under the ROC curve, which is usually between 0 and

1. ROC is a curve in two-dimensional coordinate depart-

ment, with the horizontal axis as the false-positive rate

(FPR) and the vertical axis as the true-positive rate (TPR).

If the possible classification results are represented as true

positive (TP), true negative (TN), false positive (FP) and

false negative (FN) and are, respectively, represented as the

indicators on the risk category and the risk-free category;

the calculation method of various indicators is as follows:

INPUT

D Data Set 

Lasso Regular Parameters 

Adjustment Parameters

Random Space Ratio

Base Classifier Weigth

Base Classifier Reliability

The Number of Iterations

: Base Classifier

The Number of Base 
Classifier

Forecast Result:

1: SGL Estimation of D after grouping to obtain 

2: For =1,2,..,M do 
3:   For =1,2,…,T do 
4:       

5:       

6.       

7:       
8:    End for;
9: End for 
10: Return to average forecast result

OUTPUT:INPUT

D Data Set 

Lasso Regular Parameters 

Adjustment Parameters

Random Space Ratio

Base Classifier Weigth

Base Classifier Reliability

The Number of Iterations

: Base Classifier

The Number of Base 
Classifier

Forecast Result:

1: SGL Estimation of D after grouping to obtain 

2: For =1,2,..,M do 
3:   For =1,2,…,T do 
4:       

5:       

6.       

7:       
8:    End for;
9: End for 
10: Return to average forecast result

OUTPUT:
Fig. 3 The TSAIB_RS

algorithm
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R Recall ¼ TP=ðTPþ FNÞ ð8Þ
R Precision ¼ TP=ðTPþ FPÞ ð9Þ
NR Recall ¼ TN=ðTN þ FPÞ ð10Þ
NR Precision ¼ TN=ðTN þ FNÞ ð11Þ

5.2 Data set

There are two sources of experimental data used by the

paper; the hard information of borrowers comes from

CHFS (China Household Finance Survey); the soft infor-

mation of the borrower comes from web crawler data. The

data include three kinds of features: the basic information

features, the payment transaction features and the con-

sumption data features.

The basic information features include: gender, age,

region, nationality, education level, historical loan amount

and historical loan default times in 7 fields. Specifically,

the characteristics of mobile phone use include whether the

borrower has a real name, and the number and length of

calls between the borrower and his/her parents, relatives,

spouse, colleagues, friends and classmates during the loan

period, totaling 13 fields. The payment transaction features

include: whether real name, number of bank cards bound,

payment balance, sesame credit rating, total expenditure,

total income, total loanable amount, total remaining loan

amount, 8 fields. The consumption data characteristics

based on the online shopping platform include: the total

number of online purchases, the total number of orders, the

average price of purchased items, the average price of each

purchase and the maximum amount of consumption per

purchase, in a total of 5 fields. The characteristics based on

the microblog platform include: the number of fans, the

number of followers, the number of microblog posts, the

number of friends (the situation of mutual attention is

defined as the relationship of friends) and a total of 4 fields,

as well as 12 emotional characteristics and text character-

istics based on the microblog.

The data involved 86 microcredit institutions in 24

provinces and 183 counties (districts and cities) in China.

The sample period was from 2011 to 2018, including data

of 9688 microcredit borrowers. All data are desensitized

before use, in line with the borrower’s personal privacy

protection requirements.

5.3 Experimental process

The paper will take the 10-times 10-fold cross-validation,

that is to say the 10-times 10-fold cross-validation will be

repeated ten times. The random subspace ratio is set to 0.1

to 0.9 (increase by 0.1). The regular parameters are,

respectively, 0.0001, 0.001, 0.01, 0.1 and 1, and the SGL

parameters are 0.1 to 0.9 (the increase rate is 0.1).

6 Analysis and discussion of experimental
results

6.1 Experimental results

The experimental results are shown in Tables 1, 2, 3 and 4,

where the bold value is the maximum value of AUC index

column.

It can be seen from the experimental results of the

TSAIB_RS method (two-stage adaptive integration) pro-

posed in the paper achieving the best performance in soft

feature set, hard feature set and integrated feature set,

especially in the case of integrated feature, the highest

AUC value reaches 0.9620. From the perspective of pre-

cision index, the classified precision values of risk are

generally lower than those of risk-free, while the values of

the classified recall rate of risk are generally higher than

those of risk-free. The disequilibrium of the sample dis-

tribution of default risk is the possible cause of the above

phenomenon. Its essence is that the training on minority

samples is not enough, so it is easy to be misclassified.

It is worth noting that, even though the sample data

distribution is unbalanced, the prediction effect of the

TSAIB_RS method on both types of samples has reached a

good level, which fully demonstrates the effectiveness and

stability of TSAIB_RS method in default risk prediction.

According to the AUC index, under the hard feature set,

the average improvement rate of TSAIB_RS method to the

comparison method reached 2.7%, and under the soft fea-

ture set and the integrated feature set, the average

improvement rate was 3.2% and 4.1%, respectively. When

compared with the new PMB_RS method in the domain,

the AUC improvement rate of TSAIB_RS method is still

1% on average.

6.2 Analysis and discussion

Starting from the feature dimension and the method

dimension, the paper carries on the comparative analysis.

In the feature analysis, the paper explores the effects of

traditional basic features, multi-source soft features and

integrated features. In order to verify the rationality of the

multi-source heterogeneous feature integration proposed in

the paper, we also make a comparative analysis of the

prediction effects of different methods under the features.

(1) The influence of different feature sets on the

predicted results

In order to fully verify the fusion effect of TSAIB_RS

method on multi-source features, we selected the AUC
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index to compare and analyze the prediction effects of hard

features, soft features and integrated features under dif-

ferent methods. The comparison results are shown in

Fig. 1.

As shown in Fig. 1, the AUC values of integrated fea-

ture are significantly higher than that of those of basic hard

features and soft features, which fully demonstrates that it

is reasonable and feasible to use multi-source information

Table 1 Experimental results

on hard features
Hard feature AUC Risk Risk-free

Method R Precision R Recall NR Precision NR Recall

SVM 0.8544 0.4013 0.7955 0.9244) 0.6716

Bagging 0.8933 0.4127 0.8134 0.9305) 0.6801

Boosting 0.8944 0.4107 0.8510 0.9289) 0.6459

RS 0.8923 0.5456 0.8127 0.9177) 0.7533

ER_RS 0.8921 0.5863 0.8958 0.9301) 0.7218

Lasso_RS 0.9059 0.6011 0.8876 0.9300 0.7573

TSAIB_RS 0.9135 0.5832 0.9321 0.9281 0.8127

Table 2 Experimental results

on soft features
Soft feature method AUC Risk Risk-free

R Precision R Recall NR Precision NR Recall

SVM 0.8637 0.5537 0.8172 0.9127 0.7850

Bagging 0.9133 0.5721 0.8054 0.9254 0.8107

Boosting 0.9127 0.6238 0.8327 0.9261 0.8231

RS 0.9043 0.6709 0.7958 0.9389 0.8729

ER_RS 0.8993 0.7153 0.8301 0.9347 0.8914

Lasso_RS 0.9209 0.6971 0.8733 0.9563 0.8876

TSAIB_RS 0.9449 0.7316 0.9215 0.9712 0.8719

Table 3 Experimental results

on integrated features
Integrated features method AUC Risk Risk-free

R Precision R Recall NR Precision NR Recall

SVM 0.9271 0.5627 0.8523 0.9587 0.8033

Bagging 0.9104 0.5871 0.8601 0.9613 0.8217

Boosting 0.9276 0.6120 0.9017 0.9687 0.8229

RS 0.9115 0.7023 0.9124 0.9745 0.8730

ER_RS 0.9422 0.6522 0.9233 0.9769 0.8409

Lasso_RS 0.9354 0.7216 0.9557 0.9836 0.8564

TSAIB_RS 0.9620 0.7753 0.9608 0.9875 0.8675

Table 4 Experimental results

on compared methods
Method Features AUC Risk Risk-free

NR

Precision

R

Recall

NR

Precision

NR

Recall

PBM_RS Hard features 0.9063 0.6013 0.9202 0.9569 0.8367

Soft Features 0.9212 0.6241 0.8835 0.9513 0.9124

Integrated features 0.9135 0.6874 0.9439 0.9704 0.8876

TSAIB_RS Hard features 0.9218 0.5942 0.9387 0.9472 0.8256

Soft features 0.9449 0.6911 0.9451 0.9721 0.8409

Integrated features 0.9620 00.7126 0.9571 0.9853 0.8627
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to improve the prediction effect of default risk. Taking the

SVM method as an example, which is the worst among all

methods, the AUC obtained by the integrated feature is

increased by 7.4% compared with the hard features (from

0.8544 to 0.9271) and about 7.3% compared with the soft

feature (from 0.8637 to 0.9271). Under the proposed

TSAIB_RS method, the improvement of the integrated

feature is up to 5.3% compared with the hard feature (from

0.9135 to 0.9620) and 1.8% compared with the soft feature

(from 0.9449 to 0.09602) (Fig. 4).

These results support the use of multi-source informa-

tion integration for predicting default risk prediction is

better than the existing methods. It also suggests that if we

can design a reasonable mechanism or a method, which can

effectively integrate the multi-source data based on the

online platform with the traditional basic data, the predic-

tion accuracy and stability can be improved significantly. It

also continue to dig deep for subsequent research and

explore more of the available prediction information pro-

vides a method for reference.

(1) The influence of different methods on the pre-

diction results

In order to fully verify the effectiveness of the proposed

method in default risk prediction, the improvement effect

of the existing method and the fusion effect of multi-source

features, this section makes a comparative analysis of the

predicted AUC results of different methods, as shown in

Fig. 2.

(2)The influence of different methods on results

Obviously, in experiments involving all kinds of meth-

ods, TSAIB_RS method of prediction effect is the most

prominent and stable performance, the hard feature set, soft

features and integration feature sets is to reach the best

prediction level; this shows fully convincingly that based

on two-phase fusion strategy of success, but also reflects

the presented method for different default risk prediction

scenarios to have strong adaptive capacity and high-level

prediction ability, to verify the proposed method to forecast

model accuracy, stability and adaptability of improvement.

In addition, it can be seen that the Lasso_RS method and

ER_RS method achieve a higher prediction level than the

RS method, which indicates the contribution to feature

fusion based on the regularized sparse model and the

rationality of using evidential reasoning rules to synthesize

the prediction results of the base classifier. The TSAIB_RS

method has two fusion strategies, so it has the best pre-

diction effect. For the existing method PBM_RS, the

increase value of TSAIB_RS method is 1.3% under the

hard feature and 1.4% under the soft feature. With the

increase of the number of features, the enhancement effect

of TSAIB_RS method is more obvious. For example, under

the integrated features, TSAIB_RS method improves the

PBM_RS method by 1.3% (Fig. 5).

(3) Analysis of Parameters Sensitivity of TSAIB_RS

Method

According to the model construction above, we can see

that TSAIB_RS method has subspace ratio r, regularized

parameters k and group adjustment parameters a, whose
values have an important impact on the predicted effects of

the TSAIB_RS method. Therefore, we analyze the sensi-

tivity of these three parameters of TSAIB_RS method.

According to the experimental results, TSAIB_RS

method performs better when the subspace ratio r is in the

middle. Therefore, we will, respectively, analyze the

common sensitivity of k and a under r ¼ 0:3,r ¼ 0:5 and

r ¼ 0:7. The results are shown in Fig. 3, with a to be the

horizontal axis, k to be the vertical axis (Fig. 6).

The results shown in Fig. 3 indicate that when r ¼ 0:3,

the value of AUC of TSAIB_RS method achieves the

highest value (0.9623) under the condition of

a ¼ 0:5 [ k ¼ 0:01. Similarly, when r ¼ 0:5, the highest

value of AUC is 0.9487 under the condition of

a ¼ 0:1 [ k ¼ 0:001, and the highest value is 0.9401 under

the condition of a ¼ 0:7 [ k ¼ 1.

Generally speaking, the AUC of TSAIB_RS method

decreases gradually with the increase in a, which impli-

cates the increase in the sparse efforts in the group. It

means that the change in features in group impacts the

predicted effects significantly. Meanwhile, the performance

of TSAIB_RS method on parameters k is V-shaped, which

indicates that when the intermediate value of k is taken, the

features in and between groups are compressed to a certain

extent, and the prediction effect is not ideal. On the con-

trary, when the TSAIB_RS method tends to compress only

Fig. 4 Comparisons among

Different Feature Sets

Neural Computing and Applications (2021) 33:4065–4075 4073

123



the features of a group or compress only the features in

groups, it can achieve a more ideal prediction effect.

7 Conclusions and future research prospect

The TSAIB_RS, a method proposed by the paper, is to

predict default risk of microcredit which is an informal

financial activities that cannot generate enough structured

or unstructured date for conventional methods to use.

Through experiments on collected multi-source data sets, it

is found that the proposed two-stage fusion strategy plays a

significant role in improving the prediction effect. At the

same time, the stable and accurate experimental results also

prove that it is feasible and reasonable to use multi-source

data to improve the prediction effect of default risk.

Although the paper takes the fusion and efficient uti-

lization of multi-source heterogeneous data as the starting

point and constructs an adaptive fusion model based on

multi-source heterogeneous characteristics and obtains

good prediction results and high prediction stability, there

are still some problems to be further solved in the future

research.

From the perspective of features, first, due to the limi-

tation of data acquisition channels, this study has not

considered the prediction effect of other feasible and useful

data sources (such as news, online comments). Therefore,

the meaning of ‘‘multi-source’’ in multi-source information

needs to be further expanded. Second, with the extensive

and successful application of deep learning model in text

feature extraction, the text feature extraction method

adopted in this study needs to be further improved to give

full play to the prediction effect of unstructured

Fig. 5 Comparisons among

different methods

Fig. 6 Sensitivity analysis of the TSAIB _RS method
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information. Third, in view of some new multi-source data

currently used in this study, we need to conduct a com-

prehensive comparison and deeper analysis of its differ-

entiated prediction effect in future research and provide a

reasonable (theoretical) explanation for its usefulness.

From the perspective of methodology, firstly, the pre-

diction effect of the new method proposed in this study

needs to be compared with more mature methods in this

field, so as to further verify the vitality of multi-source data

fusion strategy in the field of financial risk prediction.

Secondly, the effectiveness and stability of the proposed

method in this study need to be verified on more data sets.

Finally, one of the key research directions in the future is to

build a more efficient automatic iterative algorithm to

realize the new method proposed in this study, which lays a

foundation for its popularization in practical application.
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