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Abstract
The sports decision-making system is affected by many factors, and the sports decision-making system itself is a complex

decision-making system, including multiple micro-systems. In order to construct a more scientific sports decision-making

model, this paper builds a sports decision-making model based on data mining and neural network based on data mining

technology and neural network algorithms. Moreover, based on the analysis of system theory, stakeholder theory and

multi-objective decision-making theory, this paper provides a theoretical basis for the study of multi-objective decision-

making problems in sports events. In addition, this paper discusses the starting point of decision-making and the scope of

research from the basic concepts of sports decision-making and analyzes the multi-objective decision-making system of

sports decision-making. At the same time, on this basis, this paper designs a multi-objective decision-making model for

sports events, and finally conducts empirical research based on the designed model. Through empirical analysis and

simulation research, it can be known that the combined model constructed in this paper performs well and has certain

practical effects.
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1 Introduction

Decision-making is a science, and it is a comprehensive

science that spans natural sciences, social sciences, and

thinking sciences, and involves society, politics, economy,

and people’s daily lives. It is produced with the emergence

of mankind, and develops with the development of man-

kind. In ancient times, there were a group of staff around

the ruling class, who made suggestions for them. In today’s

modern society, decision-making is more direct and

important to the rise and fall of the country and the success

or failure of the cause. It can be said that a correct decision

is half the battle. Education is the key to the rise and fall of

a country. Educational decision-making is the key to the

development of education [1]. No matter what correct

educational thought or theory is, if it is not transformed

into educational decision-making, it will be difficult to

enter educational activities and become the actual domi-

nating force of educational behavior. Therefore, education

decisions should also be paid attention to. The success of

educational decision-making depends to a large extent on

the scientificity of educational decision-making. The sci-

entific decision-making of education is a key factor and

important guarantee for the success of educational activi-

ties. At present, there are many researches on educational

decision-making, but most of them are on the theoretical

level. These studies have improved people’s understanding

of decision-making in the educational field and provided

theoretical support for future research on specific opera-

tional levels. The research on university management

decision-making is mainly focused on the scientific and

democratic research of decision-making. These studies

reflect that scholars should diversify decision-making

subjects and that decision-making methods should shift

from experience to scientific thinking, and provide sug-

gestions for management decision-making in universities.
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By analyzing these research results, we can find that many

scholars still focus on theoretical research. For this reason,

on the basis of researching the basic theory of management

decision-making, this paper deeply investigates the current

situation of management decision-making of Shandong

Province Sports Department. Moreover, on this basis, this

paper constructs a management decision-making model for

college physical education departments and proposes a

research on the planning and design of decision support

systems. The in-depth investigation of the current decision-

making status of the Shandong Provincial Physical Edu-

cation Department can increase the importance of the

colleges and universities on the decision-making, and can

improve the accuracy of the decision-making. At the same

time, the planning of the decision support system can

improve the scientificity and efficiency of decision-making,

and provide effective theory and method guidance for the

scientific management of college physical education

departments [2].

With the continuous improvement of the level of com-

petitive sports in my country and the continuous develop-

ment of sports cognitive psychology, the sports field has

paid more and more attention to decision-making. There

are a lot of decision-making phenomena in sports. Whether

it is a complex collective sports event or a simple indi-

vidual sports event, the decision-making level of an athlete

is a key factor affecting his technical level and athletic

performance. It can be said that sports decision-making

issues occupies a pivotal position in sports. The under-

standing of sports decision-making will greatly improve

the quality of sports training and the performance of sports

competitions, which has very practical significance [3].

2 Related work

The literature [4] showed that sports decision-making

occupies a very important position in ball games. The lit-

erature [5] pointed out that the best basketball player does

not necessarily have the best action, the fastest speed or the

highest shooting accuracy, and does not necessarily have

the strongest information processing ability or the best

spatial vision, but he should have a superior ability to

select, process and extract situational information than the

average player. Psychological and thinking activities are

accompanied by all technical and tactical actions of bas-

ketball players. What high-level basketball players con-

sider in the game is not how to pass, break and shoot, but

when to pass, break and shoot. Therefore, in high-level

competitions, the primary factor for winning is the thinking

and decision-making ability of basketball players. More-

over, the intense and intense basketball game contains a lot

of decision-making behaviors. In recent years, more and

more researchers have begun to pay attention to the influ-

ence of emotional factors in human decision-making

behavior. In daily life, each individual will inevitably be

affected by emotions when making choices. Moreover,

individual emotions play an important role in behavioral

decision-making, interpersonal communication and mental

health. In addition, positive and negative emotions are the

core process of a person’s psychology, and they both

explain a large proportion of the variation in a person’s

psychological sadness and happiness level. In the field of

sports, emotion is also an important factor that affects

athletes’ decision-making and thus the final result of the

game. If the athlete’s emotional regulation is not good, they

will often miss the gold medal. Moreover, athletes who can

win and win gold medals must be masters of emotions.

Many scholars regard self-esteem as an important factor

affecting mental health, which plays a regulatory role in the

relationship between people and the social environment,

and through experiments found that it is negatively corre-

lated with negative emotions such as depression and anx-

iety [6]. By studying the cognitive behaviors of individuals

with different levels of self-esteem, it is found that indi-

viduals with high levels of self-esteem tend to actively

process information and show more optimism, self-confi-

dence and expectation of success. However, individuals

with low self-esteem are more associated with negative

emotions and behaviors [7]. Self-esteem is the core factor

that affects the individual’s social adaptability. It can

determine the individual’s expectations, maintain the sta-

bility and continuity of personality development, and pro-

mote the healthy development of personality.

The literature [8] described the internal process of sports

decision-making: Firstly, the information in the environ-

ment is perceived by the subject and stored in short-term

memory, and then compared with the information stored in

long-term memory; finally, based on the comparative

answer, the exercise behavior is selected. The literature [9]

put forward a more comprehensive description of this:

Exercise decision-making is the process of obtaining

information, storing and analyzing the information, and

then selecting a behavioral plan during exercise. It is dif-

ferent from the decision-making behavior in the general

situation because of the tight time in the intense sports

situation, the difficulty in obtaining information, and the

unknowable result. Based on this, the sports decision-

making can be defined as follows: Sports decision-making

is a cognitive process, it exists in the intense sports envi-

ronment, the goal is to obtain victory, and choose which

sports behavior to adopt. Decision-making in sports can be

divided into cognitive decision-making and intuitive deci-

sion-making. The former is guided by rational logical

thinking, its decision-making speed is slow, the demand for

information is large, and it is similar to general decision-
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making activities and has certain reliability. However, the

latter mostly occurs in intense sports. In these sports, less

information is available and individuals need to respond

quickly. The literature [10] investigated the decision-

making behaviors of table tennis and rock climbing, and

found that there are different decision-making processes in

these two sports. The former is mostly intuitive decision-

making, which emphasizes rapid decision under time

constraints, and the latter is mostly cognitive decision-

making, which emphasizes the correctness of decision-

making. The literature [11] put forward the concept of

‘‘perceptual prediction’’, he pointed out that sometimes the

acquisition and processing of insufficient information will

affect the performance of sports. For example, in order to

prevent an ice hockey puck from flying, an ice hockey

goalkeeper needs to analyze and estimate the position of

the opponent’s players by using information in the envi-

ronment. In this process, the athlete’s ability to predict

perception is reflected. The literature [12] studied the

visual search characteristics of basketball experts and

novices. The results of the study found that experts watch

less frequently than novices, and have shorter decision-

making reaction times; experts look more at offensive-de-

fensive players, while novices only focus on teammates in

the same group; experts are good at selecting certain

information when conducting visual search, and take action

immediately once they have the corresponding informa-

tion. The literature [13] found through studying the eye

movements of boxers that the eye movement pattern of the

expert group was circular, while the gaze pattern of the

novice group was linear. Based on previous studies, it can

be seen that elite athletes have the ability to process

incomplete information in advance to achieve perceptual

prediction. The literature [14] pointed out that experts have

more experience and technology about sports, which makes

the structure and sequence of variables in the information

processing process more organized. In this regard, the lit-

erature [15] proposed three possible explanations: One is

that the expert has more blocks to process information; the

other is that the expert does not need certain information

processing procedures; the third is that the experts do not

need to prove their predictive ability in freeze-frame

experiments.

The literature [16] selected fencing athletes as research

participants, and used dynamic game images as experi-

mental materials to investigate the impact of cognitive

methods and information on decision-making. The results

show that the decision-making speed of the elite group of

foil and epee athletes was significantly faster than that of

the average and high level athletes. The literature [17]

found that the factors that affect intuitive sports decision-

making in badminton competition scenarios include

knowledge representation, exercise level and age. The

literature [18] found through research that novices have

fewer concepts than experts in problem representation.

Moreover, it found that experts and novices also shows

significant differences in processing methods, and experts

tends to perform ‘‘top-down’’ processing. The literature

[19] confirmed that when dealing with information in

sports situations, high-level athletes show more attention to

and search capabilities for key information than low-level

athletes. The literature [20] used the expert-novice para-

digm to discuss the differences in sports situations of

table tennis players at different levels, and concluded that

athletes’ perception of sports information is similar to

pattern recognition, and feature matching plays a certain

role in it.

3 Multi-objective decision method

According to the characteristics of the problem, multi-ob-

jective decision-making problems are divided into multi-

objective optimization decision-making and multi-objec-

tive attribute decision-making. The first type of problem is

characterized by the continuity (infinity) of the decision-

making plan, and the basic solution idea is to solve the

problem through mathematical programming. The second

type of problem is characterized by the finite number of

solutions, and the basic solution idea is to sort a limited

number of solutions, and then select the solutions accord-

ing to established rules.

The typical solution to the first type of problem is the

target planning model. Multi-objective planning model

(MPO) is to obtain multiple objective functions to achieve

a better state at the same time under given constraints.

Moreover, the model consists of two parts: objective

function set and constraint condition set, and its mathe-

matical expression is as follows [21].

Max minð Þf xð Þ ¼ f1 xð Þ; f2 xð Þ; . . .; fP xð Þ½ �T
s:t:gi xð Þ� 0; i 2 I
hj xð Þ ¼ 0; j 2 Z

ð1Þ

Among them: f xð Þ—represents the objective function

group, x 2 Rn—represents the decision variable, gi xð Þ—
represents the inequality constraint condition, hj xð Þ—rep-

resents the constraint condition of the equation form, I—

represents the constraint condition of the equation form,

Z—represents the constraint index set of the equation.

The most widely used method is to convert multiple

objectives into a single objective for solution. The basic

method is that if a certain objective function value in the

objective function set can determine a range, then this

objective function is transformed into a constraint condi-

tion and enters the constraint condition set. After trans-

forming into a single target, the model is [22]:
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Min maxð Þf xð Þ ¼ f x1; x2. . .; xPð Þ
a�G xið Þ� b

ð2Þ

G xið Þ—is the constraint function group.

The interval a; b½ � is the value range of the constraint

function group, and the other symbols have the same

meaning as above.

In addition to turning multi-objective problems into

single-objective problems, other solutions include weigh-

ted sum method, goal programming method, sequence

optimization method, etc.

The basic solution idea is to sort and select schemes

according to certain rules. Therefore, there are three key

issues, one is the preprocessing of the decision matrix data,

the second is the determination of the target weight, and the

third is the ordering of the plan.

(1) Preprocessing of decision matrix data

The preprocessing of decision matrix data is to

solve the characteristic problem of target incom-

mensurability in multi-objective decision-making.

The preprocessing methods of matrix data mainly

include: vector normalization, linear transformation,

standard 0–1 transformation, and standard sample

transformation [23].

We assume that there are m plans, n indicators,

and X is the decision matrix:

X ¼

x11 x12 � � � x1n
x21 x22 � � � x2n
� � � � � � � � � � � �
xm1 xm2 � � � xmn

2
664

3
775 ð3Þ

The vector normalization processing method is:

yij ¼
xijffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPm
i¼1 x

2
ij

q 1� i�m; 1� j�mð Þ ð4Þ

The linear change processing method is:

For benefit indicators:

yij ¼
xij

xj maxð Þ ð5Þ

For cost indicators:

yij ¼
1� xij
� �
xj maxð Þ ð6Þ

The standard 0–1 conversion processing method

is:

For benefit indicators:

yij ¼
xij � xj minð Þ

xj maxð Þ � xj minð Þ ð7Þ

For cost indicators:

yij ¼
xj maxð Þ � xij

xj maxð Þ � xj minð Þ ð8Þ

The standard sample transformation processing

method is:

yij ¼
xij � xj

sj
ð9Þ

Among them, xj ¼ 1
m

Pm
i¼1 xij represents the sam-

ple mean and sj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
m

Pm
i¼1 xij � xj
� �2q

represents

the sample mean square error.

(2) Weight

The basic methods of weight determination

include relative comparison method, expert consul-

tation method and entropy method. The expert

consultation method (Delphi method) is to average

the weight values assigned by different experts to a

certain indicator.

Relative comparison method and expert consulta-

tion method are subjective weighting method, and

entropy method is an objective weighting method.

This study uses a comprehensive weighting method

to combine entropy with the subjective weighting of

decision makers.

(3) Scheme sorting

The decision-making problem in multi-objective

decision-making generally has two or more goals,

and the goals contradict each other. Moreover, the

constituent elements of a multi-objective decision-

making problem include five parts: decision maker,

decision-making environment, evaluation index sys-

tem, attribute set, and decision rule. The multi-

objective decision-making framework is shown in

Fig. 1 [24].

Fig. 1 Multi-objective decision-making framework
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4 Subject objective function construction

On the basis of learning from these four indicators, this

study will make appropriate revisions according to the

different research purposes to form social capital decision-

making target indicators. To maximize its own profits,

social capital must first realize the economic benefits of the

project, that is, the requirements for the cash flow of the

project. According to general project financial analysis, its

objective function can be expressed as the value Pvalue

obtained during the period [25]:

Pvalue ¼
XT
t¼1

FCFt

1þWACCð Þt
ð10Þ

Among them, T represents the franchise period, FCFt—

represents the net cash flow in year t, WACC—represents

the average cost of capital of the project.

The net cash flow FCFt in year t consists of cash inflows

and cash outflows. The specific expression is:

FCFt ¼ CIt � COt ð11Þ

In sports events, cash inflow CIt mainly includes con-

sumer expenditure P� Q and government subsidies W, Q

represents consumption, and P represents the price actually

paid by consumers. Cash outflow COt includes construc-

tion and installation engineering costs, operation and

maintenance costs, interest and other expenses.

The average cost of capital WACC is a comprehensive

reflection of the cost of equity capital and the cost of debt

capital, and its calculation formula is:

WACC ¼ Were þWdrd 1þ rtaxð Þ ð12Þ

Among them: We—represents equity capital ratio, Wd—

represents debt to capital ratio, re—represents the cost of

capital of equity funds. The value of re is generally related

to industry conditions, and it can be determined through

empirical value or capital asset pricing models. rd—rep-

resents the capital cost of debt capital, which is determined

according to the source of debt capital. rtax—represents the

capital cost of debt capital, which is determined according

to the source of debt capital.

According to the objective function, the index refine-

ment is carried out, which mainly starts from the three

aspects of the project’s operating efficiency, financial risk,

and profitability.

(1) The capital cost of the project.

(2) From the perspective of project financial analysis

indicators, DOL (Degree of Operating Leverage) is gen-

erally used to express the project’s operating risk.

DOL ¼ Qn Pn � Cvnð Þ
Qn Pn � Cvnð Þ � Cfn

ð13Þ

Among them, Cv and Cf represent variable cost and

fixed cost, respectively. The total income of the project

minus variable costs and fixed costs is equal to the profit

before interest and taxes. The above formula can also be

expressed as its derivation:

DOL ¼ EBITn þ Cfn

EBITn
ð14Þ

The greater the operating leverage coefficient, the

greater the risk. Among them, EBITn is the profit before

interest and taxes in the nth year. Its application conditions

are that the business profit of the enterprise is greater than

zero, and the price, cost and other factors are basically

determined.

(3) In order to ensure long-term realization of greater

economic benefits, social capital needs to control the

financial risk of the project in real time. The financial

leverage factor DFL (Degree of Financial Leverage) is

used to express the financial risk of the project.

DFL ¼ EBITn

EBITn � In
ð15Þ

In is the current year’s interest. The greater the financial

leverage, the greater the financial risk. The conditions for

the application of the financial leverage coefficient are: the

after-interest and tax profit of the enterprise is greater than

zero, and the capital scale, capital structure, debt interest

rate and other factors are basically determined.

(4) For social capital, the internal rate of return of social

capital investment is generally used to investigate prof-

itability. The internal rate of return of social capital is

expressed by P-IRR, which is the value of IRR when the

following formula is established.

XT
t¼1

CI� COð Þt
1þ IRRð Þt

¼ 0 ð16Þ

Among them, CI and CO are the cash inflow and outflow

in the social capital investment cash flow statement. P-IRR

is the discount rate when the net present value of the

investment cash flow statement of the social capital party is

zero, which represents the internal rate of return of the

social capital party [26].

If the economic benefits of sports events are better, the

government will provide less subsidies for sports events,

and the more taxes the government will receive through

sports events. On the one hand, it is to reduce costs, and on

the other hand, it is to increase efficiency. This is mani-

fested in the improvement of economic efficiency. There-

fore, one of the objective functions of improving economic

benefits can be expressed as the improvement of project

profitability. From the perspective of cash flow, project net
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present value is generally used to express project

profitability.

Fvalue ¼
XT
t¼1

CI� COð Þt
1þ rð Þt

ð17Þ

Fvalue represents the net present value of the project’s

entire life cycle from construction to handover. Among

them, CI and CO are cash inflows and outflows in the cash

flow statement of all investments in the project, and r is the

average capital cost of the project.

The second objective function of the government is the

realization of social benefits, which is discussed from the

perspective of social welfare. In welfare economics, social

welfare is generally equal to consumer surplus plus pro-

ducer surplus, and for industries, the social welfare of the

industry is equal to the difference between total con-

sumption utility and production cost. Based on this, from

the perspective of social welfare, the social welfare

objective function of the BOT project is expressed as:

S ¼ 1

b

X
w2W

Z dwr

0

D�1
w wð Þdw �

X
a2A

An
at

n
a

( )
� Cn ð18Þ

The above-mentioned social welfare objective function

consists of three items, in order, the price that social users

are willing to pay for the service, the price that users

actually pay in the project, and the actual construction and

operation cost of the BOT project. In the BOT project

research, it is pointed out that the government’s benefits

include not only the concession period, but also the value

obtained by the government from operating activities after

the project is handed over. Combining the above two

studies and considering the value after the project handover

in the selection of the capital structure of the sports project,

the social benefit function of the sports project is defined as

follows:

Svalue ¼
XTlife
t¼n

P
0
tQ

0
t

1þ rtð Þt�nþ1
�
XTop
t¼n

PtQt

1þ rtð Þt�nþ1
�

XTop
t¼n

Ct

1þ rtð Þt�nþ1
�
XTlife
t¼Top

CFt

1þ rtð Þt�nþ1

ð19Þ

The last item in the above formula is the value of the

project after the transfer. The first item is the total social

cost during the life of the project, the second item is the

actual cost paid by consumers during the concession per-

iod, and the third item is the total cost of the project’s

construction and operation input by the project sponsor

during the concession period.

We assume that sports events do not produce negative

externalities. Based on the above three studies, considering

the project’s life cycle, the government objective function,

the second social benefit objective function, is expressed

as:

Svalue ¼
XT
t¼n

P
0
tQt

1þ rtð Þt�nþ1
�
XT
t¼n

PtQt

1þ rtð Þt�nþ1

þ
XT
t¼n

Ct

1þ rtð Þt�nþ1
þ
XTlife
t¼T

CIt � COt

1þ rtð Þt

 ! ð20Þ

In the above formula, T represents the concession per-

iod, and Tlife represents the entire life span of the govern-

ment-operated time after the project is handed over. The

first item in the objective function is the product of the

demand during the concession period and the price P
0
t

� �
that the public is willing to pay, that is, the price that

consumers are willing to pay.

The second item is the product of the actual demand

during the concession period and the price Ptð Þ actually

paid by the public, that is, the price actually paid by

consumers.

The third item is the producer surplus of the social

capital as the investor in the sports project. Among them,

producer surplus is the economic profit earned by the

producer in the project, that is, the profit earned by the

social capital during the concession period. Et represents

the income obtained as a producer’s social capital during

the concession period, and Ct represents input.

The fourth item is the income obtained by the govern-

ment after the project is transferred to the government,

which is represented by Tvalue. Among them, CIt and COt

represent the cash inflow and outflow after the handover.

For public facilities, the price consumers are willing to

pay is greater than the price actually paid. The concept of

consumer surplus first appeared in Marshall’s Principles of

Economics. Consumer surplus is the difference between

the price that consumers are willing to pay for a certain

Fig. 2 Consumer surplus
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number of products and the price that consumers actually

pay. Consumer surplus is shown in Fig. 2.

The curve in the above figure represents the demand

curve p ¼ f qð Þ, which is the trend of changes in the price

P that consumers are willing to pay as Q increases.

Willingness to pay follows the marginal utility theory, so

the curve is also equivalent to the marginal utility curve.

It can be seen that the marginal utility obtained by the

user when purchasing the first product is the largest. After

that, as the number increases, the marginal utility gradually

decreases. The area of the curved triangle ABP1 in the

shaded part in the figure above is the consumer surplus.

The consumer surplus in sports events is the accumulation

of the marginal utility corresponding to the total con-

sumption of the public during the franchise period,

expressed as:

W ¼
Z Q1

0

f qð Þdq � P1Q1 ð21Þ

In some scholars’ research on the shadow price of public

goods, the price they are willing to pay is used to represent

the shadow price. The shadow price also comes from the

marginal utility theory. Therefore, based on the above-

mentioned understanding of the meaning of willingness to

pay, in this stadium research, this paper uses the true value

of a unit quantity of products to express the willingness to

pay. Therefore, there is the following formula:

P0 ¼ C � b
Q

ð22Þ

P0 represents the price willing to pay, C � b represents

the real cost of the stadium, Q represents the actual cost, b
is the shadow price adjustment coefficient, and Q is the

service volume.

According to the customer satisfaction index in ACSI to

investigate the public satisfaction of sports events, we can

regard customer satisfaction as the target variable, and

perceived value, customer expectations and perceived

quality as the cause variables. The relationship between

them can be represented by the ACSI structure model, as

shown in Fig. 3. The positive sign in the figure represents

the promotion effect, and the negative sign represents the

inhibition effect (Fig. 4).

The customer expectation is the customer’s estimate of

the quality of the product through the information obtained

before the purchase. The perceived quality is the cus-

tomer’s perception of the actual quality of the product

through the consumption of the product. The perceived

value refers to the comparison between the price paid by

customers in the process of consuming the product and the

actual experience obtained. The higher the perceived value,

the higher the customer satisfaction. It can be seen from the

ACSI structure model that customer expectations will

affect the perceived quality, and the perceived quality will

affect the perceived value. Therefore, the objective func-

tion of public satisfaction customer satisfaction M can be

expressed as:

M ¼ f y1; y2; y3ð Þ ð23Þ

Among them, y1; y2; y3, respectively, represents three

cause variables of perceived value, perceived quality, and

customer expectations. According to the relationship

between these three factors, the objective function can be

simplified to M ¼ f y1ð Þ. Therefore, the index of public

satisfaction can be expressed by perceived value.

The public’s perceived value of stadiums is mainly

manifested in two aspects: one is the perception of quality

at the price paid, namely C=P, where the cost of sports

items C is used to represent the experience of quality, and P

is the price actually paid by the user; the second is the

perception of price under a given quality, that is, P=C, and

its sign has the same meaning. Therefore, from the per-

spective of quantitative analysis, these two indicators have

the same contribution to decision-making, so we can

choose one in the specific application.

Fig. 3 ASCI structure model

Fig. 4 The quantified index system for multi-objective decision-

making in sports events
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Through the above analysis of government, social cap-

ital and public objective functions and key indicators in

sports events, this paper constructs a multi-objective

decision-making quantitative index system for stadiums

and sports events as shown in the figure below.

5 Multi-objective decision model designs

In information theory, information entropy is a measure of

the order of the system. The larger the information, the

higher the order of the system and the smaller the infor-

mation entropy. However, the more disordered the system,

the greater the information entropy. Therefore, information

entropy can be used to calculate the amount of information

contained in the index data in the evaluation index system,

so as to calculate the weight to help make decisions.

Information entropy inherits the three characteristics of

thermodynamic entropy: additivity of entropy, non-nega-

tivity and extreme value of entropy. The entropy of the

entire system is equal to the sum of the entropy of each

state. Moreover, as the degree of disorder in the system

increases, the value of entropy gradually increases. Shan-

non uses the function H xð Þ ¼ H p1; p2; . . .; pnð Þ ¼
�K

P
n
i¼1pi log pi to represent information entropy, which

represents a measure of the uncertainty of random experi-

ment X. Among them, pi represents the probability of a

random event, and K is a constant greater than zero.

Entropy method is based on objective index values.

Compared with AHP, its advantage lies in the subjective

judgment of the decision-making basis of AHP. Therefore,

the entropy weight-ideal point method is based on objec-

tive index data, and its decision-making results are more

objective and reliable.

The basic steps and calculation methods of using

entropy-TOPSIS for multi-objective decision-making are

as follows:

(1) On the basis of clarifying the decision-making

problem, the algorithm determines the evaluation index

system and calculates the attribute value of the index

corresponding to each plan. We assume that there are n

alternatives, m control indicators, and the value of the

index j corresponding to the i-th option is aij, thus forming

an initial matrix Am�n of m� n.

A ¼

a11 a12 � � � a1n
a21 a22 � � � a2n
� � � � � � � � � � � �
am1 am2 � � � amn

2
664

3
775 ð24Þ

(2) The algorithm standardizes the indicators in the

initial matrix Em�n, and standardizes the indicators

according to the difference between the positive (the larger

the value, the better) and the negative (the smaller the

value, the better) of the indicator. When the indicator is a

positive indicator,

hij ¼
amax ið Þ � aij

amax ið Þ � amin ið Þ ; i ¼ 1; 2; . . .;m; j ¼ 1; 2; . . .; n

ð25Þ

When the indicator is a negative indicator,

hij ¼
aij � amin ið Þ

amax ið Þ � amin ið Þ ; i ¼ 1; 2; . . .;m; j ¼ 1; 2; . . .; n

ð26Þ

After the initial matrix Am�n is standardized, the new

target matrix Hm�n is obtained:

H ¼

h11 h12 � � � h1n
h21 h22 � � � h2n
� � � � � � � � � � � �
hm1 hm2 � � � hmn

2
664

3
775 ð27Þ

(3) The algorithm calculates the entropy ri of index i

according to the target matrix Hm�n:

ri ¼ �k
Xn
j¼1

fijInfij; i ¼ 1; 2; . . .;m; j ¼ 1; 2; . . .; n ð28Þ

Among them, k is Boltzmann’s constant, and its value is

1=Inn, and fij ¼ hijP
n
j¼1

hij
. It can be seen from the above

definition of entropy that the smaller the entropy value, the

greater the difference between indicators.

(4) The algorithm calculates the entropy weight xi of

index i according to the entropy value.

xi ¼
1� riP
m
i¼1 1� rið Þ ; 0� xi � 1;

Xm
i¼1

xi ¼ 1

 !
ð29Þ

(5) According to the entropy weight xi calculated in the

previous step, the subjective weight yi i ¼ 1; 2; . . .;mð Þ
assigned to each index subjectively by the decision maker

based on the objective conditions of the decision-making

purpose, project characteristics and other objective condi-

tions. The comprehensive entropy weight xi and weight yi
obtain the comprehensive weight ci of index i.

ci ¼
yixiP
m
i¼1yixi

ð30Þ

According to the analysis of multi-objective decision-

making related theories, the multi-objective decision-

making process of sports events includes clarification of

problems, system analysis, establishment of index systems,

formulation of alternatives, program selection, decision

implementation, and real-time control and adjustment, as

shown in Fig. 5.

The detailed process of multi-objective decision-making

for sports events is as follows:
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(1) The model first clarifies the issues that require

decision-making, such as price selection or franchise

period selection.

(2) On the basis of determining the specific issues that

require decision-making, the model regards the

researched issues as a system, analyzes the system

structure, identifies the system goals and analyzes the

influencing factors of the goals.

(3) The model analyzes the overall goals, subsystem

goals, and various objective functions of the system

and establishes a decision-making index system on

this basis.

(4) According to the characteristics and actual condi-

tions of the decision-making problem, the model

draws up preliminary alternatives.

(5) The model conducts preliminary screening of

schemes according to the attribute values of each

index in the scheme index system, and eliminates

schemes whose indexes obviously do not meet the

requirements, and forms alternative schemes.

(6) The model uses entropy weight-TOPSIS to make

multi-objective decision-making for the alternatives,

selects the final plan, and implements the plan.

(7) PPP projects have a long cooperation period and

there are many uncertain factors. Therefore, real-

time control and adjustment are required during the

implementation process.

6 Model performance analysis

This research model is mainly divided into two parts: the

economic decision-making of sports events and the deci-

sion-making of athletes in sports scene. First, this paper

analyzes the performance of the economic decision-making

part of sports events. The relationship between the gov-

ernment, social capital, and the public in the price selection

of sports items can be described as Fig. 6. Among them, A

represents the price preference attitude of social capital, B

represents the government’s price neutral attitude, C rep-

resents the public’s price aversion attitude, and D repre-

sents the reasonable price range satisfied by all three

parties.

This paper uses the ticket prices of the tourist attractions

around the National Stadium as a reference and uses the

actual prices of the tickets to visit the National Stadium as

the basis to propose 6 preliminary proposals, as shown in

Table 1 and Fig. 7.

Based on the financial analysis of the project, this paper

calculates the objective function and index value of the

government, social capital (CITIC Consortium), and the

public. The results are shown in Table 2 and Figs. 8, 9 and

10 below.

Judging from the calculation results of the attribute

values of the above indicators, the index values of the six

preliminary schemes are all within a reasonable range, so

there is no need to eliminate any schemes in the prelimi-

nary screening, and all six schemes are included in the

alternative scheme. From the perspective of changes in

attribute values, from Plan A to Plan F, with the increase in

ticket prices, the operating and financial risks that social

capital pays attention to decrease, and the rate of return for

social capital increases. At the same time, the net present

value of the economic benefit index item that the govern-

ment is concerned about has increased, but the life-time

value of the social benefit index has gradually decreased. In

addition, the public satisfaction index represented by the

satisfaction of quality at a certain price, which is an indi-

cator of public concern, decreases. It can be seen that as the

price increases, public satisfaction decreases with the same

quality. The above results are consistent with the actual

Fig. 5 Multi-objective decision-making process of sports events

Fig. 6 Price relationship diagram of decision-making entities
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situation, so it proves that the model in this paper has a

certain effect in the analysis of sports events.

Next, this paper analyzes the decision-making situation

of this research model in sports athletes’ behavior. This

study constructs a total of 100 athletes’ sports action

response strategies in emergency situations, and scores the

decision-making behaviors made by machines. The deci-

sion-making system of this paper is based on the combined

model of data mining and neural network. Therefore, the

combined model of this paper is compared with the data

mining and neural network model. The results are shown in

Table 3 and Fig. 11.

From Table 3 and Fig. 11, we can see that the accuracy

of the combined model’s motion decision-making in this

Table 1 Preliminary proposal for price selection

Initial proposal Price level (yuan/person)

Initial proposal A 42

Initial proposal B 47

Initial proposal C 53

Initial proposal D 58

Initial proposal E 63

Initial proposal F 68

42 
47 
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58 
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68 

0

10

20

30

40

50

60

70

80

Initial
proposal A

Initial
proposal B

Initial
proposal C

Initial
proposal D

Initial
proposal E

Initial
proposal F

Pr
ic

e 
le

ve
l (

yu
an

/p
er

so
n)

Fig. 7 Statistical diagram of preliminary proposal for price selection

Table 2 The value of each program indicator

Index Plan A Plan B Plan C Plan D Plan E Plan F

Average capital cost 6.97% 6.97% 6.97% 6.97% 6.97% 6.97%

Operating leverage factor 2.3129 2.222 2.1513 2.0806 2.02 1.9695

Financial leverage 1.2423 1.1817 1.1514 1.1211 1.111 1.0908

Consortium internal rate of return 6.10% 6.44% 6.81% 7.18% 7.58% 7.94%

Project net present value (ten thousand yuan) 52,054.39 55,112.67 57,848.76 60,333.36 62,502.84 64,412.75

Whole life value (ten thousand yuan) 168,967.95 167,710.5 166,697.47 165,917.75 165,404.67 166,002.59

Value after handover (ten thousand yuan) 119,085.06 124,511.79 129,938.52 135,365.25 140,791.98 146,218.71

Government subsidies 0 0 0 0 0 0

Quality price ratio 1.6766 1.6261 1.5857 1.5352 1.4948 1.4544

Fig. 8 Leverage factor

Fig. 9 Present value of capital
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paper has obvious advantages compared with the single

model. The accuracy of the combined model’s motion

decision-making is mostly above 90%, which can meet

actual needs.

Next, this paper studies the decision-making effect of

the model in sports training strategies and rehabilitation

training. This paper sets up 60 sets of data for research, and

scores these decisions with experts. Similarly, the com-

bined model constructed in this paper is compared with

data mining and neural network models, and the results are

shown in Table 4 and Fig. 12.

It can be seen from Table 4 and Fig. 12 that the per-

formance of the model constructed in this paper is good,

and the training strategy scores are basically distributed

between [80,90]. However, the scoring results of a single

decision model have large fluctuations, and the highest

score does not exceed 80 points. Therefore, the
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Fig. 10 Quality-price ratio

Table 3 Statistical table of the results of sports decision-making

No. Data

mining

model

Neural

network

model

Combination

model

No. Data

mining

model

Neural

network

model

Combination

model

No. Data

mining

model

Neural

network

model

Combination

model

1 69.9 58.5 92.1 35 74.9 68.7 89.6 68 72.9 71.8 89.1

2 70.3 78.1 85.0 36 72.2 80.9 86.5 69 67.5 63.1 90.1

3 71.7 59.2 93.6 37 72.9 62.9 89.9 70 73.6 77.8 85.7

4 70.1 67.0 84.6 38 70.1 77.9 89.4 71 72.8 77.5 90.7

5 67.1 64.6 88.4 39 74.5 78.6 87.9 72 74.3 63.4 85.1

6 72.4 60.6 84.0 40 70.5 57.8 88.0 73 67.1 81.3 84.1

7 69.0 78.8 91.7 41 72.0 63.6 89.3 74 70.1 75.8 88.6

8 74.0 76.6 88.9 42 70.2 59.7 84.9 75 73.8 80.4 86.5

9 69.8 81.2 90.0 43 69.3 74.3 91.9 76 68.9 81.2 90.5

10 72.8 62.6 86.7 44 74.3 79.8 87.2 77 68.8 67.6 88.3

11 71.0 64.0 86.7 45 69.2 60.8 90.4 78 73.2 80.6 90.8

12 67.5 74.3 87.8 46 72.1 79.8 90.7 79 74.0 71.1 89.1

13 72.6 62.6 92.3 47 74.4 61.3 84.0 80 73.8 73.7 92.0

14 74.9 66.7 87.2 48 69.4 79.9 89.1 81 70.7 65.6 93.9

15 68.0 73.9 86.3 49 72.1 75.6 85.4 82 72.0 65.5 86.1

16 71.3 73.6 85.5 50 68.3 67.9 89.1 83 73.6 70.8 88.4

17 72.6 68.5 88.5 51 71.5 58.5 91.5 84 70.7 65.2 92.0

18 73.4 63.9 89.6 52 70.2 74.0 89.6 85 70.5 60.5 91.0

19 68.8 75.6 86.2 53 73.6 73.7 87.5 86 72.6 58.7 93.8

20 71.5 72.6 93.1 54 69.6 66.5 87.0 87 67.1 64.6 84.9

21 70.4 59.7 85.2 55 68.8 57.1 87.7 88 69.8 80.5 92.4

22 71.3 64.3 90.1 56 68.5 59.1 91.0 89 73.9 70.7 91.8

23 71.6 57.3 93.5 57 70.3 81.6 90.3 90 70.6 80.0 87.7

24 69.5 66.7 83.9 58 71.4 65.1 89.5 91 70.1 65.1 90.2

25 68.6 79.3 92.4 59 69.5 60.9 89.8 92 69.4 57.9 90.1

26 70.6 64.0 83.3 60 70.9 61.7 90.4 93 71.8 71.8 85.7

27 73.0 59.1 88.4 61 74.0 59.0 85.5 94 70.6 68.2 88.9

28 72.4 67.4 88.2 62 69.2 59.2 91.8 95 72.3 79.2 83.1

29 70.2 68.8 90.2 63 74.7 69.7 92.0 96 71.8 68.9 94.0

30 74.1 81.7 90.5 64 73.6 81.4 90.1 97 67.8 79.7 90.8

31 70.9 60.2 91.5 65 68.4 61.4 84.9 98 69.3 64.6 93.5

32 68.1 66.1 88.4 66 71.4 62.0 83.1 99 69.3 62.7 93.9

33 74.3 70.6 88.3 67 67.4 64.7 90.9 100 72.4 61.9 87.0

34 68.5 76.2 91.8
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Fig. 11 Statistical diagram of

the results of sports decision-

makin

Table 4 Statistical table of training strategy score

No. Data mining

model

Neural network

model

Combination

model

No. Data mining

model

Neural network

model

Combination

model

1 52.4 73.5 86.3 31 54.2 70.5 87.8

2 59.6 61.0 92.1 32 43.9 69.7 82.7

3 66.9 48.2 83.5 33 41.3 44.6 83.5

4 68.1 46.1 91.7 34 59.1 72.5 86.7

5 53.4 71.9 83.3 35 51.6 61.9 82.1

6 57.2 69.7 89.2 36 67.3 66.1 81.3

7 74.4 46.7 82.5 37 39.9 51.8 91.9

8 66.7 51.4 83.7 38 43.2 56.0 86.9

9 72.1 63.1 90.4 39 47.4 67.7 86.8

10 62.3 48.4 83.6 40 61.7 60.8 89.2

11 47.4 62.8 82.8 41 42.0 42.8 81.0

12 72.5 63.9 92.0 42 38.1 53.3 90.1

13 55.7 48.4 83.3 43 43.8 59.4 92.8

14 49.1 71.7 91.3 44 45.6 73.1 92.2

15 65.9 43.9 86.1 45 46.1 66.6 85.4

16 49.4 48.1 84.5 46 71.1 54.7 92.0

17 47.9 72.3 83.4 47 52.8 71.1 90.9

18 37.6 53.2 87.1 48 63.0 67.1 92.6

19 65.9 61.8 92.5 49 59.4 57.8 85.7

20 50.5 69.5 81.1 50 42.9 47.0 81.4

21 63.8 76.8 83.9 51 61.7 45.8 89.3

22 36.5 74.3 90.2 52 46.1 42.5 90.2

23 69.0 62.5 93.0 53 44.8 70.8 88.4

24 57.1 75.5 87.7 54 58.5 50.2 89.0

25 39.8 56.1 86.3 55 35.6 58.9 81.5

26 36.8 53.6 89.5 56 47.5 42.1 85.5

27 60.9 77.4 86.5 57 43.1 60.1 84.9

28 57.8 53.9 91.0 58 43.6 73.6 82.1

29 57.0 64.2 82.9 59 68.7 69.8 86.1

30 43.0 51.6 83.4 60 40.1 62.2 83.9
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performance of the combined model constructed in this

paper is good.

7 Conclusion

Decisions in competitive sports often face time constraints

from both rules and opponent pressure, which force deci-

sion makers to make decisions within a certain time frame.

Therefore, time pressure has become an important factor

that athletes have to face when making decisions. The

multi-objective decision-making system for sports events is

a complex system composed of three parts: system

boundary, system environment and system elements.

Among them, the system elements include partnership

system, project composition system and sports decision-

making system. Moreover, this system has the character-

istics of target diversity and dynamics. In addition, the

sports decision-making system itself is a complex system,

and its decision-making should proceed from the perspec-

tive of the system, and comprehensively consider the

influence of the human, event, and material elements in the

system on the decision. The sports decision-making system

implemented in this paper fully caters to the requirements

of improving the sports quality of college students, and it

also changes the artificial decision-making mode of the

sports decision-making system. Moreover, the use of neural

network for verification can improve the accuracy,

rationality and efficiency of decision-making, and can give

students personalized training and diagnostic programs, so

that students can exercise targeted and scientifically

improve their physical fitness.
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