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Abstract
Cancer is the major leading reason of death around the world. However, the early identification and prediction of a cancer

type is very critical for patient’s health. Recently, microarray gene expression data was utilized for efficient and early

diagnosis of cancer. Previous work shows that microarray data has two major issues which are high dimensionality and

small sample size. Several researchers have analyzed and evaluated the cancer classification problem using different

statistical and machine learning-based approaches but there are still some issues with these approaches that make cancer

classification a nontrivial task. Such as, the inability of certain machine learning algorithms to use unstructured data has

limited their utility in the cancer classification process. Convolutional neural networks are proven to very suitable to

analyze variety of unstructured data. This ability allowed the deep learning algorithms to play a vibrant part in early

detection of cancer through data classification. In this research, a hybrid deep learning model based on Laplacian Score-

Convolutional Neural Network (LS-CNN) is employed for the classification of given cancer’s data. The performance of the

proposed system was evaluated on 10 different benchmark datasets using various performance measurement metrics such

as accuracy and confusion matrix. The experimental results conclude that proposed LS-CNN model outperformed com-

pared to traditional machine learning and recently used deep learning approaches.

Keywords Microarray data � Deep learning � Laplacian score (LS) � Convolutional neural network (CNN)

1 Introduction

Modern deep learning-based techniques has proven to very

successful in dealing variety of structure and unstructured

data comprising of image, audio, video, text and disease

related data. In cancer disease, cells in some tissues

undergo uncontrolled division in the body. Because of this

condition, malignant growth occurs in the body and cancer

effected cells destroy neighbor’s healthy tissues and

organs. According to National Cancer Institute (NCI)

report currently there are more than 200 different cancer

types [1]. Recently, cancer is the major reason behind most

of the deaths around the world. Generally, about 1 death

from 6 total deaths is because of a cancer [2]. Thus, by

2030, the number of new cancer estimated cases per year

may increase up to 25 million [3]. However, timely diag-

nosis of a cancer may save countless lives and billions of

dollars.

The early identification and prediction of a cancer type

is very critical for patient’s health and in cancer research

[4]. When a cancer is diagnosed at an early stage, treatment

is very effective. Previously, classification of a cancer

relies on the morphological and clinical techniques [5]. The

innovations in the technology have made significant

improvement in accurate observation of thousands of
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123

Neural Computing and Applications
https://doi.org/10.1007/s00521-020-05367-8(0123456789().,-volV)(0123456789().,- volV)

http://orcid.org/0000-0003-3719-2387
http://crossmark.crossref.org/dialog/?doi=10.1007/s00521-020-05367-8&amp;domain=pdf
https://doi.org/10.1007/s00521-020-05367-8


cancer genes through gene expression data [6]. This

approach provided a large amount of data to researchers by

whom they can explore a lot of knowledge but it has some

issues [7]. The major issues of microarray data are high

dimensionality and low sample size. Also most of the

microarray cancer data is noisy and may not be very

informative in the cancer detection [8]. To select most

significant genes related to cancer and to classify cancer

type more precisely and accurately is the main challenge of

research nowadays [9, 10]. The selected genes provide

understanding the disease, enhance the performance of a

cancer classification process and reduce the expense of

medical diagnosis [11].

Gene expression data generally comprises of the huge

number of genes, several researchers analyzed and evalu-

ated the cancer classification problem using various data

mining, statistical and machine learning-based approaches

[12]. Many machine learning techniques have obtained

good classification accuracy and got a lot of success in the

cancer classification [13]. However, there are still some

issues with these approaches that make the cancer classi-

fication a nontrivial task [14–16]. Such as there is a diffi-

culty in performing statistical analysis on microarray data

since there is a systematic bias in the output of the

microarrays due to its high complexity [17]. A drawback of

traditional machine learning (ML) algorithms is that they

require pre-engineered organization of raw input data into

structured datasets [18]. The inability of certain ML algo-

rithms to use unstructured data has limited their utility in

the cancer classification task [19]. Popular algorithms

suitable to analyze unstructured data are based on deep

learning method of designing neural networks [20]. Deep

learning is a branch of machine learning that uses layered

architecture to build sophisticated models with the capa-

bility to understand complex data [21]. These algorithms

learn significant features in the training process, without

pre-engineering unstructured data [22]. This ability

allowed DL algorithms to outperform against traditional

ML algorithms in several fields like computer vision,

image classification and speech recognition, etc., [23–25].

Deep learning is very helpful in the diagnosis of cancer at

an early stage. Published research of NVIDIA indicated

that deep learning decrease error rate by 85% for diagnosis

of breast cancer [26].

Since deep learning is of incredible potential to support

medical and paramedical professionals by decreasing the

human error rate, helping in diagnosis of cancer and in

analysis of complex data. In this work, a hybrid deep

learning-based LS-CNN model is designed for the classi-

fication of cancer data. First preprocessing was performed

on raw input data then we selected most relevant genes

from gene expression data using laplacian score and after

that we classified selected genes using convolutional neural

network. The objective of this research is the following.

• To analyze the effects of the feature selection methods

on the final accuracy of the convolutional neural

network in order to achieve better classification results.

• To evaluate the performance of hybrid deep learning

model LS-CNN for cancer classification using microar-

ray data.

The rest of paper is presented as follows. Section 2

provides summarized review of the relevant literature.

Section 3 presents comprehensive description of the pro-

posed methodology. In Sect. 4, experimental results,

analysis and findings of the proposed study are presented.

Section 5 provides conclusion, recommendations and

future directions in this work.

2 Literature review

There exists a lot of problems associated during the cancer

data classification. In [27], a deep learning-based CNN

model is proposed as a solution in which 1D gene

expression data is being transformed into 2D images.

Proposed model selected optimal features from overall

features of the genes and helped a lot in the classification

task. During training and testing of 33 different types of

cancer, proposed model achieved 95.65% accuracy. The

achieved results were good and need to be enhanced.

In [28], various CNN models (e.g., 1D-CNN, 2D-

Vanilla-CNN and 2D-Hybrid-CNN) were introduced for

the accurate prediction of cancer genes based on their

respective cancer types. Proposed models were trained and

tested on multiple samples of gene expression data having

33 different cancer types. Further extension in proposed

1D-CNN model has been made for prediction of breast

cancer subtypes. These models achieved prediction accu-

racy ranges from (93.9 to 95.0%).

In [29], hybrid model of backpropagation neural net-

work (BPN) and fast genetic algorithm (GA) was used to

detect interesting features and to characterize cancer sub-

types form the gene expression data. The hybrid fast GA-

BPN method detected important features and provided

high-classification accuracy on different microarray

datasets.

Microarray data have low size of samples and huge

number of features so, selecting informative features is

crucial before classification task. In [30] deep learning-

based convolutional neural network (CNN) was used for

feature selection and classification of microarray data.

Proposed CNN provided flexibility while determining and

classification of informative features. Results showed that

in comparison with other similar techniques (e.g., mSVM-
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RFE-IRF and varSel-IRF) proposed CNN provided better

accuracy.

In bioinformatics, cancer-related gene selection is

important because it improves classification accuracy and

reduces complexity. In [31], randomization test (RT) for

selection of cancer-related genes from microarray data and

sequence of partial least squares discriminant analysis

(PLSDA) models is utilized for the evaluation of selected

significant genes. Proposed model investigated four data-

sets, selected significant genes and validated results using

PCA and MLR modeling.

Microarray data has millions of genes while the avail-

able number of samples are frequently fewer (\ 100) so,

gene selection is necessary for classification purpose. In

[32] a distance-based feature selection technique (Bhat-

tacharyya distance) and SVM for classification of selected

marker genes were used. In comparison with other two

techniques, e.g., SVM-RFE and SWKC/SVM proposed

B-SVM seems to be very operational, selected relevant

marker genes and reduced computational cost. Results

show that proposed B-SVM outclassed other two tech-

niques in terms of average misclassification and average

recovery rate.

In medical field classification of cancer is a hot topic and

several machine learning methods were investigated in the

literature on different cancer datasets for efficient predic-

tion of cancer. In [33], a comparison has been made among

different learning algorithms for better classification of

cancer using eleven different cancer datasets. Proposed

study obtained maximum accuracy 90.6% using machine

learning-based algorithm (Logistic Regression) and

94.43% accuracy using deep learning-based algorithm. The

obtained results showed that deep learning-based algorithm

are promising for microarray data and it helps in early

detection and in treatment of different types of cancer.

The existing machine learning methods are good for

microarray data classification but still hybrid and improved

machine learning techniques are required for efficient

microarray data classification. In [34], information gain

(IG) and genetic algorithm (GA) was used for selection of

features in the cancer classification. Proposed IG-SGA

assessed using seven different gene expression datasets and

compared results with other similar techniques. Results

showed that IG-SGA performed better than other

techniques.

Recently deep learning has gained a lot of popularity in

the classification tasks of many areas but still, its use for

cancer classification task is very rare. In [35], two deep

learning centered techniques, Sample Expansion-Based

SAE (SESAE) and Sample Expansion-Based 1DCNN

(SE1DCNN) were used for the classification of microarray

data. The authors tested SESAE and SE1DCNN on three

cancer datasets and results showed that proposed models

are effective for cancer classification task.

From the literature, it is concluded that there is need of a

highly accurate technique that classify microarray data into

classes. This work focuses to achieve the desired

objectives.

3 Proposed methodology

The existence of a large number of microarray datasets

reduces analysis quality of a cancer disease [36]. To

improve the quality, proper analysis of such datasets is

essential. This section discusses thorough explanation of

the experimental data, followed by the processing steps and

finally the structure of proposed LS-CNN hybrid deep

learning model. Figure 1 shows the various phases of the

proposed system.

3.1 Experimental datasets

We have selected ten different types of benchmark datasets

for the experiments. Most of these datasets were used in the

relevant literature so, we preferred to choose these datasets

Fig. 1 Phases of proposed classification system
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except three datasets (e.g., Arcene, MLL, and Brain tumor)

which were not vastly used in the literature. Also these

datasets contain multiple records and are quite different

from each other. Mostly microarray datasets are binary

datasets in nature but three multi-class datasets are also

included in our experiments for better understanding of

results.

Table 1 outlines the particulars of the experimental

datasets.

3.1.1 Data preprocessing

Preprocessing is an essential part to properly analyze the

input data. Generally, we have solved three problems of the

input data during the preprocessing phase. Various tasks in

preprocessing include, removal of categorical row and

column, removal of missing values from samples and to

convert it into numeric feature matrix. We have removed

categorical rows (e.g., gene IDs) and categorical columns

(e.g., class labels) from the raw input data. After that we

generated labels from raw data and stored in separate

variables. Missing values were filled with the mean value

of the respective column. Finally, we converted 1D input

data into a 4D Array and stored it in numeric matrix format

so that it can be passed directly to CNN model. After

preprocessing of data, we split it into train and test set data

with 80:20 ratio.

3.2 Feature selection

As we discussed earlier that major issues of microarray

data are high dimensionality and low sample size. All

genes in the microarray data are not informative and may

contains noisy data as well [37]. Thus, selection of

significant genes from raw microarray data greatly

improves the performance of the cancer classification

process and reduce the expense of medical diagnosis [38].

Different feature selection methods are used in the litera-

ture and new hybrid techniques are still emerging con-

stantly. We have experimented different feature selection

methods, e.g., PCA and Info Gain, etc., with our proposed

CNN model but Laplacian Score proved itself better for

feature selection with our proposed CNN model so, we

preferred this method. Also our problem of feature selec-

tion for proposed model is unsupervised and in scenario of

unsupervised learning when class labels are absent. So, we

chose this technique because it performs better in unsu-

pervised scenarios. Detail of Laplacian score technique is

described in the following subsection.

3.2.1 Laplacian score (LS)

Fundamental basics of Laplacian Score are preserving

locality projection and Laplacian eigen-maps [39]. LS

evaluates features using locality preserving power. To

represent locality preserving power, laplacian score is

computed for each feature. LS observes that if two data

points are near to each other than LS assigns them to that

same topic. In LS a nearest neighbor graph is built to model

the local geometric structure. LS selects only those features

that belong to this graph structure. A general overview of

working of LS is shown in Fig. 2.

3.2.2 LS algorithm

Let Laplacian Score of the rth feature is Lr and fri is the ith

sample of that feature, where (i = 1,.…,m) [33]. Complete

LS algorithm is defined in Algorithm 1:

Table 1 Details of the

experimental datasets
S. no. Datasets No. of samples No. of genes No. of classes

1 Arcene [1] 200 10,000 2

2 CNS [2] 60 7130 2

3 MLL 72 12,534 3

4 SRBCT 83 2309 4

5 Colon 62 2000 2

6 AML [3] 54 12,625 2

7 DLBCL 77 7070 2

8 Leukemia 72 7130 2

9 Prostate 102 12,534 2

10 Brain tumor 40 7130 5
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3.3 Convolutional neural network (CNN)

A CNN is a feedforward neural network which was ini-

tially established in late 90s but at that time for problems

like pattern recognition it was considered inefficient

[16, 40]. However, with the development in fast and par-

allel processing, now this technique is better than other

traditional machine learning techniques in understanding

and classification of raw input data [41]. Also CNN’s is

currently the dominant deep learning model for computer

vision, image classification, and cancer classification tasks

[42]. CNN models are effective in circumstances where the

information comprises of numerous arrays, as the archi-

tecture of CNN is fit for managing information with high

and different dimensionalities, for example, microarray

data and 2D images, etc. [43]. Because of such reasons and

popularity of CNN as compare to other machine learning-

based methods, we preferred to use it in this work.

3.3.1 Proposed CNN architecture

Based on such the characteristics of CNN, it is employed

for the cancer classification task. Before applying CNN on

the selected set of features, we arranged cancer data as

matrix vectors. Then matrix of data is processed and

classified using CNN. The CNN model configured in this

work consists of 27 layers. This model has three main

components: input layer (layer 1), hidden/encoder layer

(From layer 2 to layer 24) and output layer (From layer 25

to layer 27). The complete architecture of CNN model is

presented in Fig. 3.

Figure 3 shows that the first layer is the input layer

(image input layer) where the size of input data is specified.

Which, in this case, is 1-by-N-by-1; where N is number of

top ranked selected features. In (1 9 N 9 1), first 1 cor-

respond to the height, N correspond to the width, and the

last one correspond to the channel size for image input

layer. In the hidden layer portion, six convolutional layers

have been used where first convolutional layer contains

eight different filters, while the second, third and up to

sixth convolutional layers contain 16, 32, 64, 128, and 256

filters respectively. The filter size of first three convolu-

tional layers is 2 9 2 and the filter size of other three
Fig. 2 Flowchart of LS algorithm
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convolutional layers is 3 9 3. The stride and padding size

in all six convolutional layers is one (1). With six convo-

lutional layers six batch normalization layers and six ReLU

layers have been used. The batch normalization layers

perform normalization of gradients and activations present

in a network for making training of network an easier

problem of optimization. To increase the training speed of

network we used layers of batch normalization in between

ReLU and convolutional layers. Six nonlinear functions are

used after the layers of batch normalization, e.g., rectified

linear unit (ReLU). Five Max pooling layers have been

used followed by ReLU Layers. As Max Pooling Layers

selects significant features, remove irrelevant features and

hence minimize the size of total data. Each max pooling

layer used in proposed model has a pool size of 1 9 1 and

stride size 1 with zero padding. After hidden layer portion

in output layer we used a fully connected layer, softmax

layer, and a classification output layer.

All previously learned features are then combined by

fully connected layer to recognize significant patterns from

data for the classification. Hence, the parameter of output

in fully connected layer represents the number of classes in

data, e.g., output size of 2 represent that there are 2 classes

in data. The output of fully connected layer is normalized

by the softmax activation function. Softmax layer output

contain positive values that are added to one and are used

as probability values for the layer of classification. Clas-

sification layer is the final layer in the network and it uses

probability values of softmax function to assign input to a

specific class.

3.3.2 Proposed CNN training options

We specified training option after outlining the structure of

network. The mentioned network is trained with Stochastic

Gradient Descent with Momentum (SGDM) having initial

learning-rate of 0.01 with max 100 number of epochs. The

accuracy is monitored during the training of network by

setting validation frequency to 30 for validation data.

During validation, data does not update the weights of the

network. At the end progress plot of training is turned on

and command window output is turned off.

4 Experimental results and discussion

4.1 Environmental setup

All experiments have been performed on Intel Core i5 CPU

has a processor speed of 5 GHz with 8 GB of RAM.

MATLAB tool is used for the analysis and experiments.

Ten different benchmark microarray gene expression

datasets are observed to check the performance of the

proposed system. Results are analyzed and compared on

the basis of different evaluation parameters.

4.2 Evaluation parameters

After performing experiments, we accessed the perfor-

mance of proposed model using classification accuracy and

Confusion matrix. Accuracy measures how well the clas-

sifier predicted the classes [44]. To eliminate redundancy

from network training and testing we calculated average

accuracy value from accuracy values of three experiments.

For proposed LS-CNN model accuracy as an evaluation

parameter is defined in Eq. 3.

Accuracy ¼ correctly predicted data

total testing data
�100% ð3Þ

Confusion matrix is popular evaluation parameter used

to measure the performance of a classification model [45].

It provides true values of accuracy against a classifier. It

consist of four different types of values, e.g., True Positive,

True Negative, False Positive and False negative values,

through which one can also calculate precision, Recall and

F-measure, etc. For optimal results we also used two more

evaluation parameters Elapsed Time and number of itera-

tions. The number of iterations are rounds taken by the

network for training and testing of data, while elapsed time

is time taken by the network for training and testing of

data.

4.3 Experimental results

4.3.1 LS-CNN results

This section illustrates the results of proposed system on

various datasets. We have performed three experiments on

top-ranked selected features using our proposed model to

obtain good results and to remove redundancy. Based on

accuracies achieved after all three experiments, we calcu-

lated an average accuracy. The details of all three experi-

ments, number of selected features and classification

accuracies are given in Table 2. Selected features in

Table 2 are significant and optimal features selected during

feature selection process with the help of Laplacian Score.

Based on these selected features, proposed LS-CNN model

achieved optimal results and desired accuracies. Datasets

like AML, CNS, Colon and Prostate achieved 100%

accuracy in all three experiments so average accuracy

value of all these datasets are also 100%. While MLL

dataset achieved 89% accuracy in first, 96% accuracy in

second, 100% accuracy in third experiment and its average

accuracy value is 95%. SRBCT dataset achieved 88.5%

accuracy in first, 93.8% accuracy in second, 93.8% accu-

racy in third experiment and its average accuracy value is
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Fig. 3 Proposed CNN architecture

Neural Computing and Applications

123



92%. Arcene dataset achieved 97.5% accuracy in first and

second experiment, 100% accuracy in third experiment and

its average accuracy value is 98.33%. DLBCL dataset

achieved 94% accuracy in first and 100% accuracy in

second and third experiment and its average accuracy value

is 98%. Leukemia dataset achieved 97% accuracy in first

and 100% accuracy in second and third experiment and its

average accuracy value is 99%. Brain Tumor dataset

achieved 94% accuracy in first, 97% accuracy in second,

100% accuracy in third experiment and its average accu-

racy value is 97%.

Overall average accuracy values of all datasets ranges

from (90 to 100) which are quite high and optimal for a

deep learning model. For binary class datasets (e.g., AML,

CNS, Colon and Prostate), proposed LS-CNN achieved

100% accuracy except Arcene, DLBCL and Leukemia

datasets. For multi-class datasets (e.g., MLL, SRBCT and

Brain Tumor), proposed LS-CNN achieved accuracy val-

ues ranges from (90 to 100). Overall proposed LS-CNN

provided optimal results because LS feature selection

technique selected best features and proposed CNN accu-

rately classified selected features and achieved high clas-

sification accuracies. In general, achieved results support

our proposed synopsis since average accuracy values of our

proposed LS-CNN model are very high which indicates

toward better and exceptional performance of our proposed

model.

The detail of optimal results for each dataset in form of

confusion matrix, elapsed time and no. of iterations are

shown in Table 3. These are best result achieved by our

proposed model using selected set of features from each

data set. From results it is clear that percentage accuracy

value for each dataset is 100%, except SRBCT dataset for

which percentage accuracy value is 93.8%. Also percent-

age true negative and true positive values for each dataset

are different and percentage false positive and false nega-

tive values for each dataset is 0% but for SRBCT dataset

percentage false negative value is 6.2%. The elapsed time

for most of the datasets ranges from 20 to 45 s but for

Arcene dataset took more time (91 s) and for Brain tumor

dataset took minimum time (18 s) in comparison with other

datasets. Similarly number of iterations w.r.t total no of

iterations has also been discussed in detail. Out of total 100

number of iterations most of the datasets took 100 number

of iterations, four datasets took 80 number of iteration

while, brain tumor dataset took least number of iterations

(70) among other datasets during training and testing.

For all datasets accuracy graph plots were created. The

detail values of these graphs have been discussed in

Table 3. Here graph of only two datasets (AML and

SRBCT) are shown since, all other graphs were having

same accuracy value of 100%. Figure 4 shows accuracy

graph plot for AML data.

Figure 5 shows accuracy graph plot for SRBCT data.

4.3.2 Comparative results

Table 4 provides the comparative analysis of the LS-CNN

model results with the existing techniques. For better

comparison, existing results are obtained from recent and

relevant literature, i.e., from 2011 to 2018. All existing

studies have used accuracy as an evaluation parameter, also

other evaluation parameters (e.g., Precision, Recall,

F-measure, execution time, Error rate and average mis-

classification rate, etc.) are used in few studies. Few

datasets (e.g., Arcene, MLL and Brain tumor) used in the

proposed study could not be found in the relevant literature

so we have not included in the comparison of results. To

obtain competitive results, we made comparison on the

basis of common datasets and classification accuracy val-

ues. Proposed model has been compared with nine different

machine learning and deep learning based techniques,

namely: Hybrid Genetic Algorithm and Backpropagation

Network (HGA-BPN) [14], Convolutional Neural Network

(CNN) [15], Random Test and Partial Least Square Dis-

criminant Analysis (RT-PLSDA) [16], Bhattacharyya

Distance and Support Vector Machine (B-SVM) [17],

Principal Component Accumulation (PCAcc) [18],

Table 2 LS-CNN classification

accuracy comparison
S. no. Datasets Selected features Exp 1 acc Exp 2 acc Exp 3 acc Avg. acc

1 AML 2000 100 100 100 100

2 CNS 2000 100 100 100 100

3 MLL 3000 89 96 100 95

4 SRBCT 1600 88.5 93.8 93.8 92

5 Colon 1000 100 100 100 100

6 Arcene 3500 97.5 97.5 100 98.33

7 DLBCL 1500 94 100 100 98

8 Leukemia 1700 97 100 100 99

9 Prostate 2500 100 100 100 100

10 Brain tumor 2000 94 97 100 97
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Information Gain and Standard Genetic Algorithm (IG-

SGA) [19], Sample Expansion-based 1D Convolutional

Neural Network (SE1DCNN) [20], Random Forest with

Statistical Tests (RFST) [21] and Random Forest (RF) [22].

In comparison with all other techniques performance of

proposed LS-CNN model is better. For SRBCT dataset

result of CNN [15] method is better (e.g., 100% accuracy)

than LS-CNN model (e.g., 92% Accuracy) but for other

datasets (e.g., AML, Colon and Prostate Cancer) proposed

model outperformed. For prostate cancer dataset result of

IG-SGA [19] method is equal with proposed model result

(e.g., 100% accuracy) but for other datasets (e.g., CNS,

Colon, DLBCL, and Leukemia) proposed model outper-

formed the same method. For all other datasets (e.g., AML,

CNS, Colon, DLBCL and Leukemia) accuracy values of

proposed model are higher than all other techniques.

Compare to hybrid and traditional machine learning tech-

niques (e.g., HGA-BPN, RT-PLSDA, B-SVM, PCAcc, IG-

SGA, RFST and RF) results of proposed model are quite

better and accuracy value ranges from (90 to 100). Com-

pared to recently use deep learning techniques (e.g., CNN

and SE1DCNN) results of proposed model are also better

except result of CNN [15] against SRBST dataset. In

general, proposed LS-CNN model outperformed traditional

Table 3 Optimal values of confusion matrix for each dataset

S.

no.

Datasets True negative

(%)

False negative

(%)

True positive

(%)

False positive

(%)

Accuracy

(%)

Elapsed time

(s)

No. of

iterations

1 AML 50 0 50 0 100 27 80/100

2 CNS 66.7 0 33.3 0 100 39 100/100

3 MLL 71.4 0 28.6 0 100 44 80/100

4 SRBCT 31.2 6.2 62.6 0 93.8 44 100/100

5 Colon 33.3 0 66.7 0 100 21 100/100

6 Arcene 66.7 0 33.3 0 100 91 80/100

7 DLBCL 80 0 20 0 100 32 80/100

8 Leukemia 64.3 0 35.7 0 100 43 100/100

9 Prostate 50 0 50 0 100 68 100/100

10 Brain

tumor

25 0 75 0 100 18 70/100

Fig. 4 Accuracy graph plot for AML data
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and hybrid machine learning approaches and recently used

deep learning approaches. Results showed that proposed

model can be used for selection and classification of cancer

related genes in accurate and efficient manner from sparse

datasets. Results also support that proposed model can be

used for efficient diagnosis and prognosis of cancer sub-

types. Proposed model can also help in medicine discovery

and in improving treatment strategies of cancer disease.

5 Conclusion

In this work, a hybrid deep learning model LS-CNN is

proposed for the classification of cancer’s data. The major

objective was to analyze the effects of the feature selection

methods on the final accuracy of convolutional neural

network. We have used ten different benchmark microarray

datasets. Classification accuracy and confusion matrix are

used as evaluation parameters for the comparison and

better understanding of experimental results. The experi-

mental result showed that all datasets average accuracy

ranges from (90 to 100) which is quite high and optimal for

a deep learning model. For binary class datasets, proposed

LS-CNN achieved 100% accuracy except Arcene dataset

for which average accuracy value is 98.33. For multi-class

datasets, proposed LS-CNN achieved accuracy ranges from

(90 to 100). We have also compared results of proposed

LS-CNN model with the existing results. Our proposed LS-

CNN model outperformed traditional machine learning and

recently used deep learning approaches. In future, proposed

LS-CNN model can be applied on multi-class image

datasets in order to achieve better accuracy results.

Fig. 5 Accuracy graph plot for SRBCT data

Table 4 Comparative results:

proposed LS-CNN V/S existing

results

S. no. Techniques/datasets AML CNS SRBCT Colon DLBCL Leukemia Prostate

1 Proposed LS-CNN 100 100 92 100 98 99 100

2 HGA-BPN [29] – – 91.3 – – 89.3 –

3 CNN [30] 97 – 100 64.5 – – 91.7

4 RT-PLSDA [31] – – – – – 94 91

5 B-SVM [32] – – – 90.5 – 97 –

6 PCAcc [46] – – – – 97.3 97 –

7 IG-SGA [34] – 86.7 – 85.5 94.8 97 100

8 SE1DCNN [35] – – – 84.9 – 57.9 –

9 RFST [47] – 91.2 – 95.5 – – 90.2

10 RF [48] – – – 87.4 – 95.2 73.3
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