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Abstract
This paper tackles the design of active disturbance rejection controllers (ADRC) for load frequency control (LFC) of multi-

area interconnected power systems. For the first time, the double-chains quantum genetic algorithm plays a role in tuning

optimization of the parameters for ADRC. Not only is the proposed approach applied to the two-area reheat thermal power

system, but it is also elongated to two-interconnected multi-source areas comprising thermal, hydro and gas units, two-area

nonlinear non-reheat thermal power system with governor dead band in addition to three-area nonlinear reheat thermal

power system with generation rate constraints. Comparison with other modern heuristic optimization strategies recently

published proves the effectiveness and superiority of this method. The simulation results show that this robust approach can

greatly shorten the stabilization time of the power system and meet the requirements of LFC with minimum transient

deviation as well as steady-state performance indicators, which is worthy of application and promotion.

Keywords Load frequency control � Active disturbance rejection control � Double-chains quantum genetic algorithm

1 Introduction

Maintaining frequency stability is an essential indicator for

measuring the operational performance of dynamic power

systems [1]. Continuous load disturbances will lead to

power imbalance and frequency deviation of the whole

system. Consequently, LFC which can effectively suppress

the adverse effects of load disturbances and uncertainties as

well as maintain a balance between the power generation

and the power demand is an indispensable mechanism for

power system to eliminate deviations of frequency and

power [2].

Since the LFC study of power systems was put forward

in 1970 [3], various strategies have been applied to this

important research proposition. Traditional proportional–

integral (PI) [4] and proportional–integral-derivative (PID)

[5] controllers owing to the advantages of clear principle,

strong robustness and simple implementation are most

frequently used in the field of LFC. They can restore the

stability of the power system but are accompanied by poor

performance, such as long stabilization time, many

rebound overshoot phenomena and large transient fre-

quency deviation [6].

In order to improve dynamic performance, LFC prob-

lems combined with advanced control algorithms have

been extensively studied, such as neural network control

[7], robust control [8], predictive control [9] and sliding

mode control [10, 11], which have achieved dynamic

response superior to traditional controllers and provide new

solutions for LFC problems as well.

In recent years, as a new control method without

depending on the precise model of the controlled object

[12], ADRC has developed greatly in theory and applica-

tions relying on its small overshoot, high control accuracy,

strong noise immunity, clear structure and easy digital

implementation. However, it is difficult to manually tune

numerous coupled parameters of the nonlinear ADRC

controller, which brings restrictions to practical

applications.

Intelligent algorithms have been widely studied after

years of development, which have also been used for
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parameter tuning of LFC controllers taking in PI, PID and

others owing to their achievement in handling optimization

issues, such as genetic algorithms (GA) [13–15], particle

swarm optimization (PSO) [16], artificial bee colony

algorithm (ABC) [17], bacterial foraging optimization

algorithm (BFOA) [18], differential evolution algorithm

(DE) [19], antlion optimizer (ALO) [20], firefly algorithm

(FA) [21, 22], mine blast algorithm (MBA) [23], differ-

ential evolution particle swarm optimization (DEPSO)

[24], bacterial foraging optimization and particle swarm

optimization (BFOA-PSO) [25], particle swarm optimiza-

tion and pattern search algorithm (PSO–PS) [26] and so on.

QGA [27] on the basis of GA and quantum calculation

which has been wielded far and wide has better conver-

gence speed, optimization ability and stability than most

heuristic algorithms. DCQGA, as an improved QGA rest-

ing on real encoding and objective function gradient

information, was proposed and executed to function

extremes and neural network weight optimization to verify

the effectiveness of the improved method in [28, 29]. The

convergence of DCQGA was also proved in [30].

The prime contribution is to apply nonlinear ADRC

controllers to interconnected LFC systems and to take

advantage of DCQGA for the tuning of ADRC parameters

for the first time in this paper. The strategy is applied to

two areas containing only thermal turbines, two areas

containing different units of thermal, hydro and gas tur-

bines, as well as other two models that consider nonlinear

constraints including GDB in the two-area power system

and GRC in the three-area power system. By comparison of

performance with other recently published methods and

sensitivity analysis, the effectiveness of the proposed

strategy has been confirmed, which also provides a more

superior control strategy for the LFC system.

The rest contents are arranged as follows. Section 2

embraces dynamic models of related power systems. In

Sect. 3, the design of the ADRC for LFC is proposed. The

parameter optimization scheme of ADRC based on

DCQGA is introduced in Sect. 4. For the simulation results

of several common models and the sensitivity analysis of

the controller, see Sect. 5. Finally, conclusions are made in

the last section.

2 System description

2.1 Single-area power system

The linear model of the power system shown in Fig. 1

consists of governor, turbine, generator and load. The

dynamic model of each part can be expressed as follows

[7]. Especially, according to the usage scenario, there are

three common forms to describe traditional turbines: non-

reheat, reheat and hydro.

Governor with dynamics:

GgðsÞ ¼
1

Tgsþ 1
ð1Þ

where Tg represents the time constant of the governor.

Non-reheat turbine with dynamics:

GtðsÞ ¼
1

Ttsþ 1
ð2Þ

where Tt represents the time constant of the turbine.

Reheat turbine with dynamics:

GtðsÞ ¼
KrTrsþ 1

ðTrsþ 1ÞðTtsþ 1Þ ð3Þ

where Tr represents the time constant of the reheat unit and

Kr is the reheat gain.

Hydro-turbine with dynamics:

GtðsÞ ¼
ðTRsþ 1Þð�Twsþ 1Þ
ðT2sþ 1Þð0:5Twsþ 1Þ ð4Þ

where Tw denotes the time constant of the hydro-turbine,

while T2 and TR are the time constants of the compensator.

In addition, this paper also considers the gas turbine

power plant [19], which is composed of value positioner,

speed governor, fuel system and gas turbine. Its dynamic

transfer function can be expressed as

GgasðsÞ ¼
1

cgsþ bg

Xcsþ 1

Ycsþ 1

�TCRsþ 1

TFsþ 1

1

TCDsþ 1
ð5Þ

where cg and bg are the constants of valve positioner, Xc

and Yc are the leading and lagging time constant of the

speed governor, respectively. TCR denotes the combustion

reaction time delay of the gas turbine and TF is fuel time

constant. TCD is the time constant of the compressor dis-

charge volume.

Generator with dynamics:

GpðsÞ ¼
Kp

Tpsþ 1
ð6Þ

where Tp and Kp are the time constant and gain of the

generator.

2.2 Multi-area power system

Figure 2 shows a dynamic model of area i in the multi-area

power system which is composed of several single areas by

tie-lines.

In Fig. 2, Tij stands for synchronization time constant

between area i and area j, Ri is the speed droop constant of

area i, Bi is the frequency response coefficient, DPdi is the

load disturbance of area i, Dfi is the frequency deviation of
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area i, DPtie;i is tie-line power change connected with the

frequency deviations through 2p
s and several synchroniza-

tion coefficients, which can be expressed in the form of

DPtie;i ¼ 2p
s

Pn
j¼1;j6¼i TijðDFiðsÞ � DFjðsÞÞ. What needs

special explanation is ACEi which stands for control

deviation of area i and is defined as ACEi ¼ BiDfi þ DPtie;i.

Thus, the feedback control of area i can be expressed as

ui ¼ �KiðsÞACEi, where KiðsÞ is the representation of the

controller in area i. Thus, when the system is stable, there

are ACEi ¼ 0;Dfi ¼ 0;DPtie;i ¼ 0.

3 Design of load frequency active
disturbance rejection controller

3.1 Representation of ADRC

As a known control technique to estimate and compensate

for uncertainties, ADRC consists of tracking differentiator

(TD), extend state observer (ESO) and state error feedback

(SEF) [12], of which structural schematic diagram is shown

in Fig. 3.

In Fig. 3, the uncertain nth order plant affected by

unknown external disturbances d(t) can be expressed as

_x1 ¼ x2

_x2 ¼ x3

..

.

_xn�1 ¼ xn

_xn ¼ f ðx1; x2; � � � ; xn�1; tÞ þ dðtÞ þ buðtÞ
y ¼ x1

8
>>>>>>>>><

>>>>>>>>>:

ð7Þ

where x is the system vector, f ðx1; x2; � � � ; xn�1; tÞ is the

uncertain function, u(t) represents the control input and y is

the system output.

TD which has the advantage of arranging the transition

process and extracting the differential signals of each order

of the reference input as well as suppress the noise

amplification effect in the input signal can be described as

_v1 ¼ v2

_v2 ¼ v3

..

.

_vn�1 ¼ vn

_vn ¼ rnuðv1 � v0;
v2
r
; � � � ; vn

rn�1
Þ

8
>>>>>>>><

>>>>>>>>:

ð8Þ

where v0 is the reference input, viði ¼ 1; 2; � � � ; nÞ repre-

sents the trace output. When the parameter r is large

enough, there are, v1 ! v0, vi ! dðn�1Þv0
dtðn�1Þ ði ¼ 2; 3; � � � ; nÞ.

ESO which can estimate uncertainties and disturbances

can be expressed by the following equation:

Fig. 1 Linear model of single-

area power system

Fig. 2 Dynamic model of area i in multi-area power system
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e ¼ z1 � y

_z1 ¼ z2 � b01e

_z2 ¼ z3 � b02falðe; 0:5; dÞ
..
.

_zn ¼ znþ1 � b0nfalðe;
1

2n�1
; dÞ þ b0u

_znþ1 ¼ �b0nþ1falðe;
1

2n
; dÞ

8
>>>>>>>>>>>><

>>>>>>>>>>>>:

ð9Þ

where zi ði ¼ 1; 2; � � � ; nÞ are the estimated values of the

system state variables xi ði ¼ 1; 2; � � � ; nÞ, znþ1 is a new

state variable that is expanded from the real-time action of

the uncertainty function f ðx1; x2; � � � ; xn�1; tÞ and external

disturbances d(t), as long as the parameter b is known, the

control variable can be taken as u ¼ ðu0 � znþ1Þ=b0. So
that the nonlinear object (7) becomes the form of linear

integrator as:

_x1 ¼ x2

_x2 ¼ x3

..

.

_xn�1 ¼ xn

_xn ¼ bu0ðtÞ
y ¼ x1:

8
>>>>>>>>><

>>>>>>>>>:

ð10Þ

This process is called dynamic compensation linearization.

b0iði ¼ 1; 2; � � � ; n; nþ 1Þ represent the gains. falðe; a; dÞ
which reflects the control idea of using a small gain when

there is a large error and using a large gain when there is a

small error has the expression as

falðe; a; dÞ ¼ e=da�1; jej � d

jejasignðeÞ; jej[ d:

(

ð11Þ

SEF takes advantage of the nonlinear combination struc-

ture of feedback error information to replace the single

linear weighted form in traditional control. To a certain

extent, it improves the information processing ability of the

system. The expression of SEF is

ei ¼ vi � zi; i ¼ 1; 2; � � � ; n
u0 ¼

Pn
i¼1 bifalðei; ai; d0Þ

u ¼ ðu0 � znþ1Þ=b0

8
><

>:
ð12Þ

where u0 represents virtual control input after dynamic

compensation linearization, bi represents the gains of SEF,
aiði ¼ 1; 2; � � � ; nÞ,d0 are adjustable parameters.

According to the constitution and schematic diagram,

ADRC completes the real-time state estimation and com-

pensation of the control plant based on its core expanded

state observer and dynamic compensation linearization. It

is a control mechanism with both feedback and

feedforward.

3.2 Design of ADRC controller for LFC

According to the distributed LFC method for the multi-area

power system proposed in [5], which means assuming

DPtie;i ¼ 0 first, and then designing a controller for each

area separately. Taking the power system area composed of

Eqs. (1), (2) and (6) as an example, the steps for designing

an ADRC controller are as follows:

Step 1 Determine the order of ADRC. The open-loop

transfer function of the system can be expressed as

GðsÞ ¼ Df ðsÞ
uðsÞ ¼ Kp

ðTgsþ 1ÞðTtsþ 1ÞðTpsþ 1Þ þ Kp=R
:

ð13Þ

It is expressed in the form shown in Eq. (7) as

_x1 ¼ x2

_x2 ¼ x3

_x3 ¼ a1x1 þ a2x2 þ a3x3 þ buðtÞ
y ¼ x1

8
>>><

>>>:

ð14Þ

where a1 ¼ � RþKp

RTpTtTg
, a2 ¼ � TpþTtþTg

TpTtTg
, a3 ¼ � TpTtþTtTgþTgTp

TpTtTg
,

b ¼ � Kp

TpTtTg
. The relative order is 3, so the third-order

ADRC can be used.

Fig. 3 Structural schematic diagram of ADRC
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Step 2 Determine the form of TD. Since the control goal

is to make ACEiðtÞ ¼ 0 at steady state, v0 ¼ 0 is needed.

However, the tracking differentiator will lose its effect at

this time. Therefore, TD design is negligible.

Step 3 Determine the form of ESO. The order of ESO is

4 according to step 1. ACEi is the input of ESO and set

d ¼ 0:0005. Thus, the form of ESO is:

e ¼ z1 � ACEi

_z1 ¼ z2 � b01e

_z2 ¼ z3 � b02falðe; 0:5; 0:0005Þ
_z3 ¼ z4 � b03falðe; 0:25; 0:0005Þ þ b0u

_z4 ¼ �b4falðe; 0:125; 0:0005Þ

8
>>>>>><

>>>>>>:

ð15Þ

Step 4 Determine the form of SEF. d0 ¼ 0:001, a1 ¼ 0:3,

a2 ¼ 0:8, a3 ¼ 1:2 are set. Then, SEF is described as

ei ¼ vi � zi; i ¼ 1; 2; 3

u0 ¼ b1falðe1; 0:3; 0:001Þ þ b2falðe2; 0:8; 0:001Þ
þb3falðe3; 1:2; 0:001Þ

u ¼ ðu0 � z4Þ=b0

8
>>><

>>>:

ð16Þ

After that, 8 parameters, which consist of b01, b02, b03, b04
in ESO, b1, b2, b3, b0 in SEF, wait to be tuned. It is

extremely difficult to tune manually, so optimization with

intelligent algorithms is required.

4 Design of DCQGA for optimizing
the parameters of ADRC

4.1 Basics of QGA

QGA is an intelligent optimization algorithm that intro-

duces quantum concepts such as quantum states, quantum

gates and probability amplitudes to GA, resulting in

stronger parallel processing capability and faster conver-

gence speed than GA.

4.1.1 Qubit encoding

QGA utilizes qubit encoding that is different from tradi-

tional binary encoding. Each bit marked as jw ¼ aj0i þ
bj1i is not a fixed ‘0’ or ‘1’ state, but an arbitrary super-

position state between the two. a and b are complex con-

stants, representing probability amplitudes at state ‘0’ and

‘1,’ respectively, which satisfy a2 þ b2 ¼ 1. Therefore, an

individual in QGA can be coded as

qtj ¼
at11 at12 � � � at1k1 at21 at22 � � � at2k2 � � � atmkm
bt11 bt12 � � � bt1k1 bt21 bt22 � � � bt2k2 � � � btmkm

 !

ð17Þ

where qtj represents the t-th generation and the j-th indi-

vidual, k is the length of qubits for each parameter, and

m represents the totality of optimized parameters.

4.1.2 Quantum revolving gate

QGA chooses the quantum revolving gate as the imple-

mentation mechanism for the renewal of quantum evolu-

tion. The renewal process is

atþ1
i

btþ1
i

" #

¼ UðDhiÞ
ati
bti

� �

¼
cosðDhiÞ �sinðDhiÞ
sinðDhiÞ cosðDhiÞ

� �
ati
bti

� �

ð18Þ

where (ati, b
t
i) and (atþ1

i , btþ1
i ) represent the qubits before

and after the renewal process, respectively.

UðDhiÞ ¼
cosðDhiÞ �sinðDhiÞ
sinðDhiÞ cosðDhiÞ

� �

stands for the tuning operation of a quantum revolving

gate, Dhi is the rotation angle. The adjustment principle of

hi is to compare the fitness of the best individual f ðbiÞ with
the current one’s fitness f ðxiÞ, if f ðxiÞ[ f ðbiÞ, then update

(ati, b
t
i) in the direction that favors xi; Otherwise, update in

the direction in favor of bi. The specific adjustment rules

Dhi ¼ jDhijsðai; biÞ are shown in Table 1.

4.2 DCQGA

In view of the complexity of determining the rotation angle

of the quantum gate in the QGA, and the premature phe-

nomenon is prone to multi-parameter function optimization

problems, DCQGA capitalizes on the gradient information

of the objective function to generate rotation angles. At the

same time, DCQGA treats both the real-coding probability

amplitudes of qubits as genetic loci, thereby enhancing the

traversal of the search space under the same population size

Table 1 Adjustment rules of rotation angle Dhi

xi bi f ðxiÞ[ f ðbiÞ jDhij sðai; biÞ

aibi [ 0 aibi\0 ai ¼ 0 bi ¼ 0

0 0 False 0 0 0 0 0

0 0 True 0 0 0 0 0

0 1 False 0 0 0 0 0

0 1 True 0:005 p - 1 1 � 1 0

1 0 False 0:01p - 1 1 � 1 0

1 0 True 0:025 p 1 - 1 0 � 1

1 1 False 0:005 p 1 - 1 0 � 1

1 1 True 0:025 p 1 - 1 0 � 1
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condition, and also further speeding up the optimization

process and enhancing the global optimal solution

probability.

4.2.1 Real double-chain encoding

The quantum encoding scheme used by DCQGA is

qtj ¼
cos hj1 cos hj2 � � � cos hjm
sin hj1 sin hj2 � � � sin hjm

� �

ð19Þ

where h is the probability amplitude angle as well as a

random number between ½0; 2p�, m is the totality of opti-

mized parameters.

The probability amplitude (cos h, sin h) of each qubit

can be regarded as a pair of parallel genes which is no

longer a 0/1 value after collapsing like in QGA, but a real

number in the range of [0, 1]. Each individual simultane-

ously represents 2 feasible solutions in the search space,

i.e., two rows of matrix qtj. Since the two solutions are

updated simultaneously in each optimization step, this

encoding scheme can expand the search range and speed up

the optimization process for the same population size as

common QGA. The sine and cosine values are calculated

from the corresponding h randomly generated by each

parameter. When generating the initial population, and then

use Eq. (20) to map to the solution space.

pjic ¼
1

2
½bið1þ cos hjiÞ þ aið1� cos hjiÞ�

pjis ¼
1

2
½bið1þ sin hjiÞ þ aið1� sin hjiÞ�

8
><

>:
ð20Þ

where pjic and pjis represent the cosine solution and sine

solution of the i-th parameter of the j-th individual; bi and

ai are upper and lower bounds.

4.2.2 Adjustment of the quantum revolving angle

The rotation is to shift each individual’s qubits phase to the

qubit phase of the globally optimal individual. The direc-

tion and size of the rotation angle Dhij are critical, which

directly affects the convergence speed and search effi-

ciency of the algorithm. Note

A ¼
cos h0 cos hi
sin h0 sin hi

� �

ð21Þ

where h0 is the probability amplitude angle of the current

population’s optimal solution for a qubit, and hi is the

probability amplitude angle of the current solution’s cor-

responding qubit. In DCQGA, the method of changing the

trend of the fitness function of the search point (single gene

chain) is applied to the design of the rotation angle cal-

culation function. If the change rate of the fitness function

of a search point is greater than that of others, the rotation

angle will be reduced appropriately. Otherwise, the rotation

angle will increase appropriately. Such a method can make

each chromosome step in the search process stable, thereby

accelerating the convergence and slow progress of the

search process to avoid the loss of the global optimal

solution. Li et al. [31] The angle direction is �sgnðAÞ
when A 6¼ 0; otherwise, it can be positive or negative. The

angle step function is determined as

jDhijj ¼ �sgnðAÞDh0 � exp � j 5 fitðpjÞj � 5fitjmin

5fitjmax �5fitjmin

 !

ð22Þ

where Dh0 is the initial iteration value of 0:01p in this

paper and fitðpjÞ is the fitness value of the solution pj. And

5 fitðpjÞ ¼ fitðpjparÞ � fitðpjÞ ð23Þ

5 fitjmax ¼ max

jfitðp1parÞ � fitðp1Þj; � � � ;
jfitðpjparÞ � fitðpjÞj; � � � ;
jfitðpmparÞ � fitðpmÞj

8
><

>:

9
>=

>;
ð24Þ

5 fitjmin ¼ min

jfitðp1parÞ � fitðp1Þj; � � � ;
jfitðpjparÞ � fitðpjÞj; � � � ;
jfitðpmparÞ � fitðpmÞj

8
><

>:

9
>=

>;
ð25Þ

where pjpar s is the previous generation solution of pj.

4.2.3 Quantum mutation

DCQGA introduces quantum not-gate to chromosome

mutation. Several quantum chromosomes are randomly

selected according to the mutation probability pm, and

quantum not-gate is used to apply transformations to the

qubits of the chromosome to interchange the two proba-

bility amplitudes of the qubit, that is, the current qubit

amplitude angle hi becomes p=2� hi, thereby both strands

are mutated at the same time.

4.2.4 Description of DCQGA

The implementation process of DCQGA can be described

as follows.

Step 1 Set Dh0 and pm.

Step 2 randomly generate an initial population according

to Eq. (19).

Step 3 Map the population to the solution space

according to Eq. (20), and calculate the fitness value of

each chain of each individual. Then, update the global

optimal solution individual X0 and the corresponding

optimal chain p0.

Step 4 For the qubits of each chain of the non-current

global optimal solution in the population, use Equation (21)

3330 Neural Computing and Applications (2021) 33:3325–3345
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to obtain the rotation angle with each qubit of the optimal

chain p0 as the target, and use Equation (17) to update these

chains.

Step 5 Use pm as the mutation probability to perform

quantum mutation on all the chains in the population.

Step 6 Go back to Step 3, until the number of iterations

or algorithm convergence is reached.

4.3 Parameters optimization of DCQGA-based
ADRC for LFC

The schematic diagram of the design principle of the load

frequency ADRC based on the DCQGA algorithm is

shown in Fig. 4. The specific implementation process for

the N-interconnected power system is as follows.

(1) Determination of the objective function

Aiming at obtaining relatively superior controller

parameters, the fitness function reflecting the performance

of the controller is imperative to be reasonably determined

first. Time-weighted integral of absolute error (ITAE) of

which concrete expression is ITAE ¼
R1
0

tjeðtÞjdt is the

most customarily used criterion and has a great effect on

practical application. Therefore, the objective function

used for LFC can be expressed as

Fig. 4 Schematic diagram of the design principle for the load

frequency active disturbance rejection controller based on the

DCQGA algorithm

Fig. 5 Flowchart of DCQGA
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Minimize J ¼ ITAE ¼
Z tmax

0

XN

i¼1

jDfij þ
XN

i¼1

Xi�1

j¼1

jDPtie;ijj
 !

tdt:

ð26Þ

(2) Limitation of parameter range

According to the meaning of parameters and multiple

debugging results, the ranges of parameters of ADRC for

LFC can be given by:b01 2 ½0; 400�, b02 2 ½0; 8000�,
b03 2 ½0; 80000�, b04 2 ½0; 800000� b1 2 ½0; 1000�,
b2 2 ½0; 1000�, b3 2 ½0; 2500�, b0 2 ½1; 5000�.

(3) Parameter optimization of DCQGA

DCQGA runs according to the flowchart shown in Fig. 5

to obtain optimized parameters, where the population size

is 40, and the maximum iteration amount tmax is 200. The

fitness function takes fitness ¼ 1=J.

5 Numerical analysis

5.1 Two-area reheat thermal power system

It is considered that the steam turbines are reheat turbines

in Fig. 2, and the two areas of the interconnected system

have the same model parameters [16] as shown in

Appendix A.

5.1.1 Nominal parameters response analysis

Each area of the interconnected power system adopts an

ADRC controller, of which parameters are optimized by

DCQGA. Step load perturbation (SLP) DPL1 ¼ 0:01pu is

applied only in area 1. The parameters after optimization

are shown in Table 2.

Table 2 Optimized ADRC

controller parameters for LFC

of the two-area reheat thermal

power system by DCQGA and

QGA

Algorithm Area i ESO SEF

b01 b02 b03 b04 b1 b2 b3 b0

DCQGA Area 1 377.92 4622.43 75205.39 748582.39 697.16 657.73 1601.56 89.71

Area 2 339.20 1687.38 62855.40 114879.41 220.22 891.08 1355.13 421.12

QGA Area 1 107.19 5016.61 5645.50 50002.51 126.00 250.99 1012.71 9.26

Area 2 388.26 3616.65 68251.25 113232.53 166.18 945.26 425.99 362.60

Table 3 Transient performance of Df1, Df2 and DPtie under different controllers optimized by different algorithms for LFC of the two-area reheat

thermal power system for DPL1 ¼ 0:01 pu

Algorithms and

controllers

Df1 Df2 DPtie ITAE

(�10�5)
Ush

(�10�4 Hz)

Osh

(�10�5 Hz)

Ts (s) Ush

(�10�4 Hz)

Osh

(�10�5 Hz)

Ts (s) Ush

(�10�4 pu)

Osh

(�10�5 pu)

Ts (s)

DCQGA-ADRC 2 7.8773 1.9118 0.2878 2 1.0499 0 0.6709 2 0.3590 0.0368 0 13.158

QGA-ADRC - 9.9746 1.6104 0.5852 - 2.5521 0.03259 1.6384 - 1.0354 0.0199 1.0453 50.697

MBA-FUZZY-

PID [23]

- 34 6.5431 1.1780 - 3.1924 1.5314 2.786 - 3.0870 1.1123 2.295 94.323

DEPSO-FUZZY-

PID [24]

- 34.526 6.09 3.97 - 7.804 3.373 2.83 - 3.177 1.147 2.37 674.207

ALO-FUZZY-

PID [20]

- 37.7725 8.2164 4.9422 - 9.7842 4.6075 3.0599 - 3.9424 1.5235 2.6924 917.858

DE-FUZZY-PID

[24]

- 36.49 9.11 6.70 - 10.48 5.697 6.58 - 4.1 1.459 3.2 1190.04

PSO-FUZZY-

PID [24]

- 37.93 9.8167 7.25 - 11.248 6.093 7.21 - 4.383 1.63 3.29 1326.16

DCQGA-PID - 56.31 19.48 7.5743 - 15.57 14.14 8.914 - 6.044 4.079 2.395 1754.46

ABC-PID [17] - 51.79 208.14 12.36 - 32.95 217.96 12.80 - 10.08 48.675 8.42 6577

PSO–PS-

FUZZY-PI [26]

- 54.988 8.1549 2.06 - 63.256 8.2032 3.12 - 41.308 33.0511 2.51 14380

ABC-PI [17] - 23080 - 11405.73 20.27 - 23025 8548.72 19.28 - 6169 1590.12 8.42 72170

PSO-PI [16] - 26200 79230.83 16.64 28918 71078.08 17.66 - 7463 8938.25 15.24 55520
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Fig. 6 Dynamic response of the

two-area reheat thermal power

system for DPL1 ¼ 0:01 pu
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The transient performance of the proposed DCQGA

tuned ADRC controller for an SLP of 0.01 pu in area l is

shown in Table 3. Results are compared with QGA tuned

ADRC controller, DCQGA tuned PID controller, MBA

tuned fuzzy PID controller [23], DE–PSO tuned fuzzy PID

controller [24], DE tuned fuzzy PID controller [24], PSO

tuned fuzzy PID controller [24], PSO–PS tuned fuzzy PID

controller [26], ABC tuned PI/PID controllers [17] and

PSO tuned PI controller [16] for the same model to

demonstrate the superiority of the method of this paper. As

seen in Table 3, the best system performance is obtained

with the proposed DCQGA tuned ADRC controller, where

Osh and Ush, respectively, indicate the maximum overshoot

and the maximum undershoot, and ts indicates the settling

time (for 5% band for PI controller and 0:005% for others).

Figure 6 shows the dynamic response of the frequency

deviation Df1, Df2 and the tie-line power change DPtie with

the proposed DCQGA tuned ADRC controller when

DPL1 ¼ 0:01 pu, DPL2 ¼ 0. The responses under the action

of other controllers are shown in Fig. 6 as well. What can

be seen from the dynamic response and transient perfor-

mance is that the proposed controller restores the system

frequency and power to a stable preset value with the

smallest overshoot in the shortest settling time (for exam-

ple, 0.2878 s of Df1, 49:2% of the second smallest 0.5852 s

of QGA-ADRC) and has a steady-state performance index

with the smallest error (13.158, 24:0% of the second

smallest 50.697 of QGA-ADRC), showing better opti-

mization efficiency of DCQGA than QGA and better dis-

turbance suppression ability of proposed DCQGA tuned

ADRC than other approaches, which proves the effective-

ness and superiority of the proposed approach.

5.1.2 Sensitivity analysis

So as to investigate the sensitivity of the system to

uncertain factors, simulation researches are carried out

under conditions where the system parameters and work-

load conditions are under of change. Besides increasing

DPL2 6¼ 0, the system parameters and workload conditions

change within �50% of the nominal value, while only one

variable is changed at a time. Table 4 shows the transient

performance indicators of the system under different con-

ditions when parameters of proposed DCQGA tuned

ADRC controllers remain consistent as shown in Table 2.

As an example, Fig. 7 shows the dynamic response of

the system when changing Tg. Figure 8 illustrates the

output response of the system to different load disturbances

under the control of the proposed method, QGA-ADRC
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Fig. 7 Dynamic response of the

two-area reheat thermal power

system when changing Tg in the

range of �50%
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Fig. 8 Dynamic response of the

two-area reheat thermal power

system under change of load

disturbance: at t = 0–5 s,

DPL1 ¼ 0:01 pu, DPL2 ¼ 0; at

t = 5–10 s, DPL1 ¼ 0, DPL2 ¼
0:01 pu; t = 10–20 s, DPL1 ¼
0:01 pu, DPL2 ¼ 0:01 pu
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and MBA-Fuzzy-PID, where, at t = 5–10 s, DPL1 ¼ 0,

DPL2 ¼ 0:01 pu; t = 10–20 s, DPL1 ¼ 0:01 pu, DPL2 ¼
0:01 pu. It is clear that the frequency deviation and the tie-

line power change are within the neighborhood of the

system’s nominal parameter curve under the change of

system parameters and operating conditions. According to

this, it can be said that the limit value reached by the

transient response of the power system is within an

acceptable range, and the power system is robust to load

disturbances and system parameter fluctuations under the

proposed approach.

5.2 Extension to other power systems

This section investigates the control capabilities of the

proposed DCQGA-ADRC-LFC in a multi-source inter-

connected power system, a two-area power system with

GDB nonlinearity and a three-area power system with GRC

nonlinearity.

Fig. 9 Model of the two-area six units thermal, hydro and gas power system

Table 5 Optimized ADRC

controller parameters for LFC

of the two-area six units

thermal, hydro and gas power

system by DCQGA

Unit ESO SEF

b01 b02 b03 b04 b1 b2 b3 b0

Thermal 288.84 4908.80 43240.68 765794.34 788.85 225.80 995.60 15.88

Hydro 37.57 3124.40 2396.87 392250.43 226.78 615.83 959.45 4921.86

Gas 281.01 13.67 13386.33 153257.89 108.50 175.95 1058.13 1803.20

Table 6 Transient performance of Df1, Df2 and DPtie under different controllers optimized by different algorithms for LFC of the two-area six

units thermal, hydro and gas power system for DPL1 ¼ 0:01 pu

Algorithms&

controllers

Df1 Df2 DPtie ITAE

(�10�5)
Ush

(�10�4Hz)

Osh

(�10�5Hz)

Ts (s) Ush

(�10�4Hz)

Osh

(�10�5Hz)

Ts (s) Ush

(�10�4pu)

Osh

(�10�5pu)

Ts (s)

DCQGA-ADRC 2 6.7870 10.4968 0.4258 2 0.3102 0.0053 0 2 0.1330 0.0022 0 5.953

FA-FUZZY-PID

[21]

- 45.8916 103.6734 5.7386 - 21.6978 37.5890 10.6649 - 8.1809 3.9967 3.5784 3880.60

DCQGA-PID - 37.5743 43.1714 5.5205 - 6.8168 5.4804 6.3192 - 2.6740 2.4205 2.1447 990.06

DE-PID [19] - 267.9134 202.4816 37.0024 - 223.2766 75.9644 42.9314 - 48.2663 19.3464 38.7107 41469.6
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Fig. 10 Dynamic response of

the two-area six units thermal,

hydro and gas power system for

DPL1 ¼ 0:01 pu
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5.2.1 Two-area six units thermal, hydro and gas power
system

Figure 9 demonstrates the schematic diagram of this sys-

tem model. See Appendix B for model parameters [18].

Each area is comprised of thermal, hydro and gas units,

where the hydro and gas units contain minor non-minimum

phase links as shown in Eqs. (4) and (5). So as to eliminate

the frequency deviation and tie-line power changes caused

by load disturbances, each unit in this section utilizes an

ADRC controller to complete the LFC. Table 5 shows the

best ADRC parameters after applying SLP DPL1 ¼ 0:01 pu

in area 1 after 50 runs of DCQGA optimization.

The transient performance of the proposed DCQGA

tuned ADRC controller in this case is shown in Table 6.

For comparison, Table 6 also gives the performance index

values of FA tuned fuzzy PID controller [21], DCQGA

tuned PID controller and DE tuned PID controller [19]. The

dynamic response curve of frequency deviation Df1, Df2
and tie-line power change DPtie in each area is shown in

Fig. 10.

According to the data in Table 6 and Fig. 10, compared

with several other algorithms, the LFC system with the

participation of DCQGA tuned ADRC has the smallest

error steady-state performance index and minimizes the

settling time for the frequency and tie-line power to recover

the set value with minimal transient deviation and less

inversion and overshoot phenomenon, which means that

the method proposed in this paper can better realize the

LFC of multi-source interconnected power systems.

5.2.2 Two-area non-reheat thermal power system
with GDB nonlinearity

So as to further evaluate the effect of the proposed method,

inherent requirements and basic constraints of physical

system dynamics are necessary to be taken into account

[7]. GDB which makes the system oscillate violently, will

be considered in this section. The transfer function of

governor with GDB nonlinearity which is a nonlinear

problem with hysteresis in general is given by

GgðsÞ ¼
0:8� ð0:2=pÞs

Tgsþ 1
: ð27Þ

Relevant parameters [25] are shown in Appendix C.

For the two-area power system with GDB nonlinearity,

SLP DPL1 ¼ 0:01pu was applied to area 1 at time t = 0, and

the optimal parameters of the ADRC controller optimized

by DCQGA in 50 running results are shown in Table 7.

Table 8 shows the transient performance of the proposed

Table 7 Optimized ADRC

controller parameters for LFC

of the two-area non-reheat

thermal power system with

GDB nonlinearity by DCQGA

Area i ESO SEF

b01 b02 b03 b04 b1 b2 b3 b0

Area 1 0.51 1644.15 23745.44 186072.22 6.16 37.34 645.69 398.49

Area 2 7.87 2322.29 60154.67 238626.81 201.01 839.45 1559.92 4996.75

Table 8 Transient performance of Df1, Df2 and DPtie under different controllers optimized by different algorithms for LFC of the two-area non-

reheat thermal power system with GDB nonlinearity for DPL1 ¼ 0:01 pu

Algorithms&

controllers

Df1 Df2 DPtie ITAE

(�10�2)
Ush

(�10�4Hz)

Osh

(�10�4Hz)

Ts (s) Ush

(�10�4Hz)

Osh

(�10�4Hz)

Ts (s) Ush

(�10�4pu)

Osh

(�10�4pu)

Ts (s)

DCQGA-ADRC 2 88.9820 33.4765 6.2119 2 15.7524 12.2812 4.4575 2 5.4466 2.1759 4.2894 1.27

PSO–PS-

FUZZY-PID

[26]

- 175.2245 0.1760 10.1132 - 115.4953 0 10.1328 - 31.1740 0.1710 9.0142 34.71

DCQGA-PID - 190.2487 15.2274 11.9484 - 132.8276 0.0112 10.6459 - 38.3938 0 10.6876 11.93

BFOA-PSO-PI

[25]

- 337.6749 55.1118 10.8517 - 362.5409 48.9483 10.9524 - 92.3292 0.2939 9.4340 50.97
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Fig. 11 Dynamic response of

the two-area non-reheat thermal

power system with GDB

nonlinearity for DPL1 ¼ 0:01 pu
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method compared with other algorithms. The dynamic

response process is shown in Fig. 11.

It can be seen that the proposed method still has a fairly

good control effect on the LFC system with GDB nonlin-

earity, which is specifically embodied as follows: the sys-

tem recovery stability time is only 6.2119 s, 61.31% of the

second shortest stabilization time 10.1328 s of PSO–PS-

FUZZY-PID controller, while the maximum transient

deviation is 88:9820� 10�4 Hz, which is one order of

magnitude less than other algorithms and the steady-state

error performance index is 1:271� 10�2, which is much

less than other algorithms. It can be concluded that the

proposed method is also applicable to this nonlinear sys-

tem, which further validates the effectiveness and superi-

ority of the proposed method.

5.2.3 Three-area reheat thermal power system with GRC
nonlinearity

GRC is an important nonlinear condition common in actual

power systems, which is difficult to linearize. The model

diagram is shown in Fig. 12. Reference [32] pointed out

that GRC has a huge impact on the system dynamic

response, which will make the overshoot of the system too

large and the settling time too long. Moreover, due to the

uncertainty of the system parameters, the entire system will

become unstable when disturbances occur . In order to

further evaluate the control ability of the proposed method

on multi-area power systems, the three-area power system

considering GRC nonlinear constraints will be studied in

this section, each area considers 3% of GRC constraints,

and other model parameters [23] are given in Appendix D.

Assuming a perturbation of SLP DPL1 ¼ 0:01 pu is

applied in area 1, the obtained optimal parameters of

ADRC tuned by DCQGA are given in Table 9. The

dynamic response curves of the load frequency deviations

and tie-line power changes in the closed-loop three-area

power system considering GRC are shown in Fig. 13. The

system response curves under the MBA-FUZZY-PID

controller mentioned in [23] are plotted in Fig. 13 as well.

The performance index comparison of the power system

under the control of the proposed method and other algo-

rithms is quantified in Table 10.

According to the simulation data shown in Fig. 13 and

Table 10, it could be derived that using the DCQGA to

optimize the parameters of the ADRC controllers can make

the system obtain better dynamic characteristics. The fre-

quency deviation and tie-line power change of the system

quickly stabilize to zero with small overshoot. The settling

time of the power system is shortened to 5.3342 s (the best

of others is 9.789 s). It shows this method is effective and

superior to achieve the purpose of load frequency control.

It also further proves that the DCQGA to optimize the

parameters of the ADRC controllers still has a good control

effect on the nonlinear multi-area power system.

6 Conclusion

A load frequency active disturbance rejection control

method based on DCQGA parameter optimization is pro-

posed in this paper. Firstly, the method is applied to a two-

area reheat thermal power system and compared with the

results of other recently published algorithms. Then, the

sensitivity of the proposed method is analyzed based on the

system. After that, the simulation of the multi-source two-

area power system under the proposed approach is carried

out. Finally, the designed algorithm is applied to two-area

with GDB and three-area with GRC power systems to

detect the ability of this method to deal with nonlinear

constraints so that it can be applied to actual systems. The

results show that the proposed approach with the

Fig. 12 Model of the GRC nonlinearity

Table 9 Optimized ADRC

controller parameters for LFC

of the three-area reheat thermal

power system with GRC

nonlinearity by DCQGA

Area i ESO SEF

b01 b02 b03 b04 b1 b2 b3 b0

Area 1 66.55 770.72 53820.53 652972.42 382.39 809.15 1566.93 1962.31

Area 2 313.23 2898.91 23037.26 330871.36 0.59 72.32 930.37 557.33

Area 3 50.08 1886.40 16719.50 630682.14 188.98 189.27 1508.30 117.66

cFig. 13 Dynamic response of the three-area reheat thermal power

system with GRC nonlinearity for DPL1 ¼ 0:01 pu
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(f) Tie-line power change in area 2 and 3
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advantages of smaller error, shorter stabilization time and

good robustness is effective and superior to cope with LFC

problems.
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Appendix A: Parameters of the two-area
reheat thermal power system [16]

B1 ¼ B2 ¼ 0:425 pu; R1 ¼ R2 ¼ 2:4 Hz/pu; Tg1 ¼ Tg2 ¼
0:08 s; Tt1 ¼ Tt2 ¼ 0:3 s; Tr1 ¼ Tr2 ¼ 10 s;

Kr1 ¼ Kr2 ¼ 0:5; Tp1 ¼ Tp2 ¼ 20 s; Kp1 ¼ Kp2 ¼ 120 Hz/

pu; T12 ¼ 0:086 s.

Appendix B: Parameters of the two-area six
units thermal, hydro and gas power system
[18]

B1 ¼ B2 ¼ 0:4312 pu; R1 ¼ R2 ¼ R3 ¼ 2:4 Hz/pu; Tp ¼
11:49 s; Kp ¼ 68:9566 Hz/pu; T12 ¼ 0:086 s; Tg1 ¼ Tg2 ¼
0:08 s; Tt ¼ 0:3 s; Tr ¼ 10 s; Kr ¼ 0:3; Tw ¼ 1 s; TR ¼ 5 s;

T2 ¼ 28:75 s; bg ¼ 0:05; cg ¼ 1; Xc ¼ 0:6 s; Yc ¼ 1 s;

TCR ¼ 0:01 s; TF ¼ 0:23 s; TCD ¼ 0:2 s; KT ¼ 0:543478;

KH ¼ 0:326084; KG ¼ 0:130438.

Appendix C: Parameters of the two-area
non-reheat thermal power system with GDB
nonlinearity [25]

B1 ¼ B2 ¼ 0:425 pu; R1 ¼ R2 ¼ 2:4 Hz/pu; Tg1 ¼ Tg2 ¼
0:2 s; Tt1 ¼ Tt2 ¼ 0:3 s; Tp1 ¼ Tp2 ¼ 20 s; Kp1 ¼ Kp2 ¼
120 Hz/pu; T12 ¼ 0:0707 s.

Appendix D: Parameters of the three-area
reheat thermal power system with GRC
nonlinearity [23]

B1 ¼ B2 ¼ B3 ¼ 0:425 pu; R1 ¼ R2 ¼ R3 ¼ 2:4 Hz/pu;

Tg1 ¼ Tg2 ¼ Tg3 ¼ 0:08 s; Tt1 ¼ Tt2 ¼ Tt3 ¼ 0:3 s; Tr1 ¼
Tr2 ¼ Tr3 ¼ 10 s; Kr1 ¼ Kr2 ¼ Kr3 ¼ 0:5; Tp1 ¼ Tp2 ¼
Tp3 ¼ 20 s; Kp1 ¼ Kp2 ¼ Kp3 ¼ 120 Hz/pu; T12 ¼ T13 ¼
T23 ¼ 0:086 s.
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