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Abstract
Nowadays, robots are playing a vital role in healthcare applications to provide patients support and assistance in critical

situations. The robots are trained by artificial intelligence systems which help to learn the robot according to their patient

needs. However, the robots require the medical staff while diagnosing diseases with maximum accuracy, remote treatment,

paralyzed patient treatment and so on. For these precise and accurate issues, an intelligent learning process is applied to

train the robot to support the patient’s mental health and related task in this work. Initially, the patient health details are

collected along with their simple daily routine, medical checkup information and other healthcare details. The gathered

details are processed with the help of a deep reinforcement learning process used to get important information. The

learning approach uses the state and action process to determine every patient’s needs and the respective assistance. Based

on the information, robots are trained continuously to keep patient positive attitudes in their mental health problems. The

excellence of the system is evaluated using experimental analysis in which the deep reinforcement system ensures a 0.083

error rate and 98.42% accuracy.
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1 Introduction

Nowadays, most people are affected by mental problems

[1] such as continuous change of mood, emotions, behav-

ior, thinking process and combination of these problems.

This mental problem creates stress, depression and anxiety

which leads to creating difficulties to mingle with family

activities, work and other social events. From the survey,

around one from five adults is affected (19%) due to the

mental illness in the USA [2]. In that analysis, 4.1% of the

people affected by serious mental problems and 12% of

people are affected by diagnosable mental disorders. Once

the people affected by mental problem, they are identified

with the help of several symptoms [3] such as feeling sad,

overthinking, lack of ability to concentrate, extreme fea-

ture, feeling guilt, lack of involvement with friends, fam-

ilies, changes of mood from low to high and high to low,

drug addict, stress, feeling tired, sleepless night, low

energy, changes in eating habits, thinking about suicide,

back pain, headache and stomach pain. Sometimes the

genetic factors [4] are the main reason for this mental ill-

ness, environmental exposure before birth and brain

chemistry. These activities are creating more mental dis-

orders, problem and illnesses to people. Once the people

feel mental depression [5], several factors such as blood

relative mental illness, family problems, brain damage,

chronic changes, diabetic, traumatic experience, child

abuse, the breakup of a healthy relationship and last mental

illness could lead to increase the mental illness risk. These

risks are creating several complications such as mental

disabilities [6], physical health problems, behavioral

problems, unhappiness in life, conflicts in family, isolation

in society, drugs addict, poverty, financial problems,

weakness in immunity system and other medical diseases.
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So, the mental illness must be prevented when the symp-

toms are in the earlier stage, and medical care [7] should be

taken in the routine format and engage the people with

regular activities such as physical activity, sleep, eating,

watching TV and listening music. But most of the patients

are failed to notice their symptoms in an earlier stage; they

require continuous medical care to recover from stress and

other problems.

In mental care applications, robots are used to assist the

mental illness people because they require continuous

assessment. The importance of the robots in the mental

health field is suggested by psychiatry doctor Joanne

Pransky in California [8] because robots are providing

valuable services to human beings. Dr. Pransky said in

1986 that the robots are very intelligent like human they

perfectly assist the human according to their day-to-day

activities. She believes that robots are more helpful to deal

with the emotion-related issues by making the perfect

interaction with human; also, it redesigns the human

behavior and family structure. In addition to this, she feels

from 32 years of experience [9] that robotic is a most

effective therapeutic tool to recover from people emotion-

related issues. The robots are designed according to the

people health-related needs because it must help while

doing psychiatry therapy. One of the effective robots called

Paro which is developed by the national institute of

advanced industrial science and technologies in Japan. The

Paro robot especially designed to handle the people

affected by Alzheimer’s, dementia and other mentally

affected people [10]. These mental illness people require

more attention. So, Paro robot is designed based on the

people emotional response. The developed Paro robot is

certified in 2009 by Food and Drug Administration in the

USA [11] because it has a sealed sensor. With the help of

this sensor, it has been easily held and learns the people

needs perfectly. The developed Paro robots help to

decrease patient’s caregiver stress, stimulate the interaction

between caregivers and patients, motivate the patient,

reduce negative thoughts and improve the patient

socialization.

Robots [12] in psychiatry treatment have several bene-

fits from young and elder patient because these peoples are

mostly available online and there is no chance to access the

behavioral health assistances. The minimum interaction

between humans needs effective companionship. The

robots are mostly accepted by people to reduce their stress

and other mental health problems. In addition to this, the

robots reduce autism in children and engage the human

with their activities effectively. Dr. Pransky stated that

robots [13] played a vital role in the psychiatry field to

minimize the anxieties problem successfully. However, the

robots require basic concepts to understand the patient

activities, diseases, treatment procedure and remote

treatment process. To ensure the above difficulties, robots

[14] are used to support the entire medical assistant system.

To overcome the accuracy and precise assist issues in this

work, an intelligent learning concept is used to support the

robot with patient mental health details. So, the main

contributions of the paper are listed as follows.

• To assess the mental illness patient needs and require-

ments without missing any details.

• To improve the assistance accuracy using the robotic

learning process.

• To reduce errors while training robots.

The remaining structure of the manuscript is arranged as

follows. The learning concept creation process idea is

obtained from various research authors’ opinions and dis-

cussed in Sect. 2. Then the detailed working process of the

intelligent learning process is discussed in Sect. 3. The

efficiency of the intelligent learning concept-based robot

assistant is evaluated in Sect. 4, and the paper concludes

the work in Sect. 5.

2 Related works

The various robot-based mental health assistances, pro-

cesses, procedures, functions and learning concepts are

analyzed in this section because these help to get the idea

of developing the robot-based mental health assistant.

Yousif et al. [15] identified the mental health problem and

illness by applying a soft computing technique called a

neural network. During this process, a multilayer percep-

tion network is designed to handle mental health infor-

mation. The system utilizes a neurosolution for handling

the data that should be adapted to the network environ-

ment. Then, the deviation of computed and actual output

(error) is propagated with the help of an effective learning

concept. This successful process predicts the schizophrenia

mental illness from the given text or speech input. The

efficiency of the system is evaluated using experimental

analysis. Rudovic et al. [16] developed robots for providing

autism therapy to patients with the help of a machine

learning framework. The system uses the contextual

information that includes the behavioral score, demo-

graphic details, audio, video and physiological data from

35 children. The gathered information is processed

between the features that are computed using a machine

learning technique. From the correlation value, children are

continuously monitored by robots and making the children

engaged that reduce the autism from children successfully.

The created system excellence is evaluated using experi-

mental analysis, in which 60% of the system uses the

robots for providing autism therapy.
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Loh et al. [17] analyzed the impacts of robots in the

medical field to diagnose diseases and support the doctor

for predicting diseases. During this process, artificial

intelligence techniques are used to train robots to improve

their efficiency in the health system. The intelligent tech-

niques that use the learning concept, bias value and other

activation functions are used to train the robots to support

in the healthcare field. From the analysis, it clearly states

that robots are seriously used in most of the healthcare

analysis. Durstewitz et al. [18] applied deep learning

techniques to provide psychiatry treatment. This deep

learning system collects a large volume of mental health

information. The collected details are processed using deep

learned recurrent neural network that recognizes the rela-

tionship between information during prediction analysis.

According to the relationship, psychiatry is provided to the

patient to recover from the mental problem effectively. At

the time of the process, the semantic model is embedded

with collected context details and people behavior is ana-

lyzed for providing effective psychiatry treatment. Then

the developed system proficiency is evaluated using

experimental analysis.

Galiatsatos et al. [19] identified the mental health symp-

toms by applying the Bayesian network. The system uses 91

patient records processed using fuzzy logic which classifies

patients according to the mental depression. From the clas-

sified results, patient symptoms such as lack of interest,

depression, mood, lack of concentration, negative thoughts

and guilt are recognized successfully. Based on the Bayesian

process, mental health patients are identified effectively.

Depending on the above discussions, the patient mental

health has been analyzed using different machine learning

techniques which analyze the patient thinking capabilities,

thoughts and mind deviations. From the author’s opinions,

mental illness people need more attention because they

require a caregiver for assisting their needs. But the manual

caregiver does not have any patience to assist mental illness

people. For achieving this effective assistance, robots are

used to analyze the mental illness people, but they need

additional learning capabilities to improve robotic assis-

tance. So, this paper uses the deep reinforcement learning

(DRL) process to provide the learning concepts to robots by

analyzing mental illness people. The overall discussion of

the introduced system is presented in Sect. 3.

3 Assisting mental health patient
with the help of robots using a deep
reinforcement learning approach

This section discusses the robotic mental health people

assisting process using a deep reinforcement learning

approach. The system uses the collaborative psychiatric

epidemiology survey (CPES) [20] dataset for analyzing the

mental health illness. The dataset consists of several mental

disorder problems, mental illness risk factors, correlations

and other special information that are stored as the group.

This dataset handles the mental illness, disorders, impair-

ments and respective treatments that are analyzed from the

adult population in the USA. Moreover, the dataset details

combine the three datasets such as National Comorbidity

Survey Replication (NCS-R) [21], National Latino and

Asian American Study (NLAAS) [22] and National Survey

of American Life (NSAL) [23] dataset. The Blaise com-

puter-assisted interview software used to collect the data

from the population that is stored in terms of metadata. The

collected data are stored as project ID, case Id, weight

(supplemental variable), constructed demographic variable,

type of diagnosis, anxiety disorders and other diagnostic

variables. According to the discussion, the overall inter-

view and data collection process [20] are shown in Table 1.

Based on Table 1, the number of interviews, different

mental illness information such as fear of home alone, fear

of crowd, feature of traveling, feature of alone traveling,

feature of car, public transportation, feature auditorium,

feature of public place, panic attacks, being alone, sick,

stomach, diarrhea, physically ill, embarrassing, impairment

score, weight, severe anxiety, smoking habit, alcohol, drug

problem, schizophrenia, BMI, suicide attempt, uncomfort-

able with neighbor, family, friends, health, religion,

employment and other mental illness details are collected

and stored in the codebook. As discussed earlier, the

dataset analyzes the mental illness patient in various

aspects, so the dataset has missing value. The range of

missing value is also defined in the dataset itself. 0.8% (24

of 3031 variables) are having 0% of missing values, 1.2%

(35 of 3031 variable) having 0 to 1% of missing value,

3.1% (94 to 3031 variables) having 1 to 3% of missing

value, 6.9% (210 of 3031 variables) having 3 to 5% of

missing values and 1.1% (33 of 3031 variables) having 5 to

10% of missing values. So, the collected mental illness

must be processed by applying data mining and machine

learning techniques to improve the robotic assistance pro-

cess. According to that, the general working process of the

robotic mental assistance structure is shown in Table 1.

Figure 1 depicts the structure of deep reinforcement

learning-based robotic assistance system architecture. The

system consists of a few steps such as data collection, data

preprocessing and generating learning process to teach the

behavioral cue to robots to assist the mental illness

patients. As discussed earlier, the data have been collected

from the collaborative psychiatric epidemiology survey

(CPES) dataset which having up to 10% of missing value.

So, the data preprocessing method is applied to eliminate

or replace the missing value while assisting robots using

deep learning approaches.
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3.1 Mental illness data preprocessing

The first step of the work is data preprocessing because the

collected collaborative psychiatric epidemiology survey

(CPES) dataset has 10% of missing value. Few mental

illness instances have happened in CPES dataset due to the

failure to information loads, data corruption and incom-

plete data extraction. So, the missing data must be removed

or replaced from the list because it is one of the huge

challenges that data should use to replace this missed value

[24]. The effective decision handling process helps to

improve the robust mental illness data model. In tradition,

once the missing value is presented in the dataset, a row is

deleted from the list, but it leads to create a huge volume of

data loss and increase the percentage of missing value up to

30%. For overcoming the above issues, the effective

missing value replacement process [25] is performed by

applying the random forest technique. The random forest

approach is one of the nonparametric imputation approa-

ches that effectively work on missing value data in both

random missing and not missing at random. The random

forest [26] approach takes the decision based on the

Table 1 Representation of dataset interview, component and related response rate

Component Interviews Response rate (%) Average interview length (min) Average contacts per interview

NCS-R

Main respondent 7693 70.9 126 7.1

Second respondent 1589 80.4 124 4.7

NSAL

Adult respondent 4842 (core)

1357 (supplement)

71.5 (core)

76.4 (supplement)

145 7.4

NLAAS

Main respondent 3620 75.7 161 9.2

Second respondent 1029 80.3 152 11.6

Mental illness data 
collec�on from CPES 

dataset 

Data preprocessing using 
normaliza�on process 

Data training using deep 
reinforcement learning 

process 

Understanding pa�ent 
needs and create 

behavioral cue 

Behavioral interven�on, 
treatment and assistance 

instruc�on 

Robot S�muli

Fig. 1 Deep reinforcement learning-based robotic assistance system architecture
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missing value according to the error imputation estimation

process. In addition to this, in this work, a large volume of

mental health data is used to create the robotic assistance

system. The introduced random forest approach works

successfully on the large volume of the dataset by mini-

mizing the data overfitting. The input samples

X1;X2; . . .;Xn, and dataset values are used to analyze the

missing values in correlation with majority voting process.

During this process, more decision [27] is required instead

of a single decision tree for reducing the noise from the list.

If the row contains any missing value, that should be

replaced by mean, median, max and standard deviation

computation [28] process. Initially, the mean value of row

is computed as follows,

�x ¼ 1

n

Xn

i¼1
xi

 !
ð1Þ

In Eq. (1), x is denoted as particular data, n is the number

of data present in a row and �x is mean value.

Then the median value of the row needs to be computed

by sorting the values, and the middle value is picked up

that is considered as median value. Next, the maximum

value of the row is estimated as follows.

��x ¼ max xið Þ ð2Þ

Afterward, the standard deviation of the particular row is

estimated as follows,

sd ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n� 1

XN

i¼1 xi � �xð Þ2
r

ð3Þ

After computing these values of the missing row, the

decision has been handled depending on the majority vot-

ing. The majority of voting is determined based on the

maximum value of this computed value. This process is

repeated until the entire missing value present in the

dataset is processed. Then the data are normalized for

simplifying the data training process. The normalization

process changes the representation of value from 0 to 1

range. The normalizations done as follows,

normalized data ¼ x� ��x

sd
ð4Þ

In Eq. (4), x is defined as particular data, and sd and ��x are

computed from Eqs. (1) and (3). Based on this process, the

mental health dataset is simplified effectively. After that,

the data are trained by applying the intelligent technique to

provide the learning concept to robots used to assist the

mental illness patients.

3.2 Deep reinforcement learning-based
approach data training and learning process

The next step of the work is to create training and learning

processes for the robotic system using the deep reinforce-

ment learning process. Reinforcement learning [29]

approaches are one of the effective goal-oriented tech-

niques used to learn things from complex data which help

to assist the mental illness people. During this process, the

reinforcement learning process worked with the deep

learning method [30] because it has a huge volume of data

used to create an effective training model. The introduced

deep reinforcement learning concept has attained the

knowledge from the past analysis [31] that is used to get

the decision for the immediate problem. The successful

decision-making process is used to predict the needs of the

mental illness person in emergency situations. So, the deep

reinforcement learning process is used in this work to deal

with the real-time applications for achieving the goal. The

deep reinforcement learning process works according to

the state–action relationship [32] because the network

defines the action with respective states for attaining a goal.

As discussed above, the learning process has the agent,

states S and respective action A in which every action a 2
A that used to perform in every state. During the action

execution, the state gives the numerical score as a reward

that needs to be maximized in the future. Based on the

rewards, the robots are trained with respective actions and

states. Then the respective actions [33] are represented as

follows,

Q S;Að Þ  Q S;Að Þ þ a Rþ cmax
a0

Q S0; a0ð Þ � Q S;Að Þ
� �

ð5Þ

In Eq. (5), S is denoted as a state, A is denoted as an

action and c is denoted as a discount factor that is com-

puted from the weighted step for getting rewards. R is a

reward, Q S;Að Þ is an old state–action value, a is the

learning rate,maxa0 Q S0; a0ð Þ � Q S;Að Þ is the estimated

optimal future value and Rþ cmaxa0 Q S0; a0ð Þ � Q S;Að Þð Þ
is denoted as the learned value. The computed reward

action values are stored in the table because they are used

to compute the future optimal value. From the mental ill-

ness people, state-related actions are found out, and the

respective output, the future state-related actions, is learned

effectively. This process improves efficiency of the sys-

tem while training the robots to assist mental illness peo-

ple. Based on the process, it clearly defines that deep

reinforcement learning process consumes state as input;

then, the respective network structure is shown in Fig. 1.

As shown in Fig. 2, the network produces Q value for

every state–action by using the learning parameter. With
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the help of the training process, the network predicts the

actions in the future direction based on the provided input

value. From the analyzed inputs, maximum Q value [34] is

considered as the particular assistance process. During this

process, the collected, normalized inputs are given to the

deep learning neural network which is processed by mul-

tiple layers of the network. The process is considered as

state and respective action that leads to producing the

output for the given mental illness input. Then the input

processing of deep learning with the reinforcement process

is shown in Fig. 3.

During this process, the given input is processed by fully

connected layers with ReLu (rectified linear unit) activa-

tion function for getting the output in each state. The ReLu

value is computed as follows,

f xð Þ ¼ 0 for x\0

x for x� 0

�
ð6Þ

In Eq. (6), x is denoted as the given input. That the time

of output estimation process, the deviation may occur

which is computed from actual and predicted value dif-

ference. Then the loss value is calculated as follows,

Error ¼ actual ¼ predictedð Þ2 ð7Þ

If the error occurs during the computation process, the

same process is repeated continuously to get the output

value. Then the maximum value is chosen as the best

output for the given input value. According to the above

deep reinforcement learning process, robots are trained

continuously. From the output, the patient depression has

been resolved by the robots by playing music, provid-

ing positive stories and other positive books to get rid of

this depression. According to the deep reinforcement

learning process, robots are continuously trained and

learned to adapt to people mental illnesses. The effective

learning and adaption process improves the assistance

accuracy when compared to the caregiver assistance. Then

the efficiency of the system is evaluated using experimental

results and discussion.

4 Results and discussion

The introduced deep reinforcement learning-based robot

assistance system is developed according to the discussion

in Sect. 3. The created system utilizes the collaborative

psychiatric epidemiology survey (CPES) dataset for

examining the mental illness of people. The dataset

includes several mental disorder details, treatments, needs

and other mental health details which are successfully

examined by the above processing methodologies. The

effective function of state and action leads to create the

particular Q value that belongs to specific action [35]. The

discussed system is implemented using MATLAB simu-

lation tool using the above dataset. At the time of the

learning and training process, the system uses an effective

learning concept which reduces the deviation between

actual and predicted values. Then the overall deviation of

the system value is shown in Table 2.

Table 2 demonstrates the error rate of the deep rein-

forcement learning process-based robotic assistance sys-

tem. The system utilizes the multiple layers with an

effective learning concept and the state–action-based pro-

cess to predict the actions of respective inputs. The pre-

diction of actual and predicted values has minimum

deviation compared to several machine learning techniques

such as Bayesian network (BN) [19], multilayer perceptron

(MLP) [15] and deep learning neural network (DLNN)

[18]. The effective utilization of fully connected layer,

activation, learning rate and discount factors improves the

robot overall training and learning process. In addition to

this, a huge volume of data is used for the learning process

that reduces the complexity according to the user needs and

requests. Then the related graphical appearance of error

rate is shown in Fig. 4.

The deviation of the actual and predicted values of deep

reinforcement learning process-based robotic training is

depicted in Fig. 3. The DRL method attains a minimum

error rate (0.083) compared to other machine learning

techniques such as Bayesian network (BN)(0.288), multi-

layer perceptron (MLP) (0.204) and deep learning neural

network (DLNN)(0.131). The reduced deviation of actual

and predicted values improves the overall network training

process used to increase the robotic assistance process

effectively. The efficiency of the robotic training process is

analyzed using F1-score [36] that is computed as,

F1 Score ¼ 2 � precision � recall
precisionþ recall

ð8Þ

Pecision ¼ True positive

True positiveþ False positive
ð9Þ

Recall ¼ True positive

True positiveþ False negative
ð10Þ

Fig. 2 Processing structure of deep reinforcement learning approach

10592 Neural Computing and Applications (2022) 34:10587–10596

123



According to Eqs. (9) and (10) [37], the deep rein-

forcement learning process efficiency is evaluated. This

metrics helps to analyze how effectively the introduced

DRL approach selects the data according to the mental

illness people need from the collection of the dataset. The

successful selection of data is measured using the precision

value, and the exact value is chosen from the selected

mental data is determined using recall value. Then the

obtained precision and recall values are shown in Table 3.

Table 3 demonstrates the precision and recall values of

the deep reinforcement learning process-based robotic

assistance system. The system effectively propagates the

error value from the previous present layer to the next layer

which minimizes the deviation. In addition, the optimized

learning and training function improve the overall selection

of mental illness people need-related data from the col-

lection of data. This intelligent learning process maximizes

the precision and recall values compared to other methods

such as Bayesian network (BN), multilayer perceptron

(MLP) and deep learning neural network (DLNN). The

effective analysis of the learning method improves training

efficiency that is shown in Fig. 5.

Figure 5 depicts the deep reinforcement learning-based

approach robotic assistance system precision and recall

values. According to Fig. 4, the effective selection of

patient need-related data has led to maximizing the preci-

sion (99.689%) and recall (99.35%) value. The obtained

result is high compared to other machine learning tech-

niques such as Bayesian network (BN) (precision 97.80%,

recall 97.37%), multilayer perceptron (MLP) (precision

Fig. 3 Deep learning with

reinforcement process

Table 2 Error rate of deep reinforcement learning-based robot assistance system

Methods Number of mental health illness patients

1000 2000 3000 4000 5000 6000 7000 8000 9000

Bayesian network (BN) 0.268 0.294 0.319 0.288 0.3025 0.277 0.279 0.276 0.2895

Multilayer perceptron (MLP) 0.1905 0.199 0.219 0.195 0.212 0.202 0.197 0.205 0.221

Deep learning neural network (DLNN) 0.133 0.1214 0.129 0.133 0.126 0.1305 0.1348 0.1348 0.1365

Deep reinforcement learning (DRL) process 0.089 0.0823 0.0852 0.0833 0.0827 0.0835 0.0823 0.0831 0.0823

Fig. 4 DRL—error rate

Table 3 Precision and recall values of deep reinforcement learning-

based robot assistance system

Method Precision Recall

Bayesian network (BN) 97.80 97.37

Multilayer perceptron (MLP) 98.28 98.13

Deep learning neural network (DLNN) 99.382 99.267

Deep reinforcement learning (DRL) process 99.689 99.35
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98.28%, recall 98.13%) and deep learning neural network

(DLNN) (precision 99.38%, recall 99.26%). From the

obtained precision and recall values, the F1-score value is

analyzed and the attained value is shown in Table 4.

Table 4 demonstrates the F1-score value of deep rein-

forcement learning process-based robotic assistance sys-

tem. The multiple layers of a fully connected network, and

optimized learning factors and discount factors lead to an

increase in the overall system training and learning process

compared to several machine learning techniques such as

Bayesian network (BN), multilayer perceptron (MLP) and

deep learning neural network (DLNN). In addition to this,

the system performs effectively for each action present in

each state that indicates that robots are perfect assistance

the patient according to the single requirements. The

effective training process minimizes the entire system

complexity, and the graphical representation of the F1-

score value is depicted in Fig. 6.

The F1-score value of deep reinforcement learning

process-based robotic training is depicted in Fig. 5. The

DRL method attains high accuracy value (98.42%) com-

pared to other machine learning techniques such as Baye-

sian network (BN)(95.03%), multilayer perceptron (MLP)

(96.20%) and deep learning neural network

(DLNN)(98.04%). The minimum deviation and effective

selection of features help to improve the overall robotic

training process. In addition, the deep reinforcement

learning process needs to select the mental illness people

requirement-related function. So, the relationship between

the features is examined using Matthews’s correlation

coefficient [38] that is computed as follows.

Matthews correlation coefficient

¼ TP � TN� FP � FN
TPþ FPð Þ TPþ FNð Þ TNþ FPð Þ TNþ FNð Þ ð11Þ

According to Eq. (11), the correlation between the fea-

tures is computed and the respective values are shown in

Table 5.

Table 5 demonstrates Matthew’s correlation value of

deep reinforcement learning-based robotic assistance of

mental illness people. The suggested approaches effec-

tively determine the relationship of illness people

requirement and appropriate help-related data. The gener-

ated Q value in state and respective action helps to choose

the right assistance information which improves the overall

system training process. According to Table 5, the system

ensures the maximum relationship value compared to other

machine learning techniques such as Bayesian network

(BN), multilayer perceptron (MLP) and deep learning

Fig. 5 DRL—precision and recall

Table 4 Deep reinforcement learning-based robot assistance system—F1-score

Methods Number of mental health illness patients

1000 2000 3000 4000 5000 6000 7000 8000 9000

Bayesian network (BN) 94.91 95.14 95.25 94.69 94.97 95.11 95.06 95.2 94.95

Multilayer perceptron (MLP) 95.98 96.36 96.38 95.96 96.52 95.32 96.55 96.62 96.16

Deep learning neural network (DLNN) 97.75 97.7 97.86 97.75 98.03 98.92 98.01 98.25 98.11

Deep reinforcement learning (DRL) process 98.27 98.14 98.27 98.24 98.43 98.92 98.4 98.61 98.55

Fig. 6 DRL—F1-score
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neural network (DLNN). Then the respective graphical

analysis is shown in Fig. 7.

According to the discussion, deep reinforcement learn-

ing-based robotic assistance system effectively predicts the

relationship between the patient needs and respective

assistance information with 98.72% of accuracy that is

higher than collated with remaining machine learning

techniques such as Bayesian network (BN) (96.61%),

multilayer perceptron (MLP) (97.48%) and deep learning

neural network (DLNN) (98.46%). Thus, the introduced

deep reinforcement learning-based robotic assistance sys-

tem successfully analyzes the user request, need-related

assistance with minimum deviation and high accuracy. The

effective robotic assistance relieves from the mental stress,

depression, anxiety and other mental disorders

successfully.

5 Conclusion

Thus, the paper analyzes the deep reinforcement learning-

based robotic assistance system. Initially, the system col-

lects the mental data from a collaborative psychiatric epi-

demiology survey (CPES) dataset which consists of several

mental sets of information. The gathered data have 10% of

missing value, which is eliminated according to the random

forest approaches. The approach makes the decision

depending on the missing value. During the decision-

making process, missing value is eliminated by replacing

any one of these values such as mean, median, max and

standard deviation. After that, the effective learning system

is created with multiple layers of a fully connected net-

work. The created system successfully processes each

action in every state that generates the Q value for every

input. The generated Q values are stored in the table that

used to get the future optimal value. Based on this process,

respective assistance is provided to the robot according to

the robotic needs. Then the efficiency of the system is

analyzed using MATLAB-based experimental results in

which the deep reinforcement system ensures 0.083 error

rate and 98.42% accuracy. In the future, the metaheuristic

optimized techniques are used to process the mental illness

patient details for improving the assistance process.
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