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Abstract
Job shop scheduling problem is a well-known NP problem. It is limited by various conditions. As the scale of the problem

increases, the difficulty of finding the optimal solution will increase. It is a difficult combination problem. Limited by the

constraints of the actual production environment, how to effectively arrange the processing order of each part will directly

affect the production efficiency, the appropriate production scheduling algorithm can correctly and effectively plan the

enterprise resources and rationally arrange the processing order and processing time of the workpiece. Proper use of

existing resources, by optimizing production scheduling instructions, to meet the basic requirements of production

scheduling, in order to obtain the optimization of total production time, has important theoretical significance for the actual

production of enterprises. In this paper, the mathematical model is abstracted on the basis of the production scheduling

problem. According to the different parts of the same machine and the different processes of the same part, the corre-

sponding processing time and waiting time are obtained. At the same time, the genetic algorithm is improved by genetic

algorithm. A dynamic genetic operator based on the number of iterations is proposed, which further enhances the con-

vergence performance and search ability of the genetic algorithm. Through the simulation of MATLAB simulation

program, combined with the scheduling standard example, the performance analysis of different algorithms is carried out,

the search efficiency of genetic algorithm is improved, the convergence performance of the algorithm is improved, and

different optimization choices are obtained for different time weights. The operation results of the system meet the

requirements of production scheduling, which proves the feasibility and practicability of the improved genetic algorithm.

Keywords Machine learning � Legacy algorithm � Production scheduling � Mathematical model

1 Introduction

Production scheduling is the core of modern enterprise

manufacturing execution systems and the most complex

research issue in the production environment. Production

scheduling refers to the sorting process of production

operations in different production resources in the pro-

duction process. Based on the capacity and efficiency of

production equipment, according to the quantitative pro-

duction work, the production sequence of each production

task is comprehensively arranged, and the production plan

is optimized. Select production equipment to reduce pro-

duction time, increase production efficiency, and balance

the production load of various machines and workers [1–4].

Under the premise of meeting production constraints as
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much as possible, determine the specific production

sequence, production time and production machine for

each production object to obtain the optimization of pro-

duction time or production cost [5]. As a result, production

capacity is optimized and production cycles are shortened,

creating greater economic benefits for the company. For the

theoretical research of production scheduling, there are

currently many solutions, including linear programming

algorithms, Petri nets, queuing network models, Markov

chains, simulation methods and intelligent algorithms.

These methods involve the production scheduling system.

Logical hierarchy, random hierarchy and time hierarchy

establish the theoretical framework of combined opti-

mization dynamic system [6, 7]. Particularly in applied

research, genetic algorithms have a stable place. Based on

the characteristics of genetic algorithms, the application

field is expanding, and the research on optimization and

improvement of genetic algorithms is becoming more and

more mature. It can be mixed and optimized with various

algorithms. Improve its own performance. In recent years,

there are also many production scheduling strategies based

on genetic algorithms in the field of manufacturing [8–10].

When considering the actual production schedule, most

companies cannot really estimate the actual production

capacity and the number of production operations at the

manufacturing site, and miscalculate the inventory of raw

materials and the purchase rate so that enterprises can take

orders to improve their own efficiency. It is not possible to

carry out an effective production scheduling plan [11–13].

In order to improve the service level of customers and meet

the requirements of completing production tasks on time,

the production workshops have to meet the delivery time of

production through overtime or outsourcing [14, 15]. At the

same time, defective production plans cannot meet the

constraints of production materials and production capac-

ity. For example, the procurement progress of raw mate-

rials cannot meet the production schedule of the factory

floor, resulting in great waste of production resources of the

factory, which will affect the entire production schedule,

and bringing huge production costs to the company

[16–18]. In order to solve the above problems, an efficient

and appropriate planning of production resources, meet

customer needs, control production costs, assist production

personnel to develop practical production scheduling,

maximize production efficiency, maximize production

resource utilization, and production. The shortest produc-

tion scheduling algorithm has been extremely urgent

[19–21].

Yan et al. proposed an integrated optimization produc-

tion scheduling method based on alternating iterative

genetic algorithm. The operational constraints that guar-

antee mass production are first determined. Then, based on

the nonlinear mixed integer programming, an integrated

model of production planning and scheduling is estab-

lished. The hybrid heuristic algorithm (AIHGA) alternate

iterative method is used to solve the problem. The opera-

tion steps are as follows: a hybrid genetic algorithm is used

to solve the scheduling scheme; another hybrid genetic

algorithm is used to give a solution scheme. Two hybrid

genetic algorithms run alternately to optimize planning and

scheduling at the same time. Finally, AIHGA is compared

with the overall optimization method based on hybrid

genetic algorithm [22]. Hai-Jun et al. proposed a particle

swarm optimization algorithm based on dimensional

information sharing for shop scheduling problem. The

cognitive process and update process of particle swarm

were studied, and the concepts of dimensional information

sharing and dynamic cognition were introduced. The

dimensional information of the optimization problem can

be transmitted and exchanged. By increasing the distur-

bance factor to overcome the premature convergence of the

algorithm, the ability of PSO to adapt to the optimization

problem is improved. Finally, the best mean value and

standard deviation are obtained through the test of three

continuous function options [23]. Zhang and other scholars

proposed a parallel production scheduling method based on

hybrid genetic simulation algorithm. For the parallel pro-

duction model, the principles and methods of operator

identification and design in genetic algorithm are studied.

The strategy of retaining elites has also been studied in

genetic algorithms. In order to ensure the quality of the

initial population chromosomes in the example, the initial

population chromosomes of the genetic algorithm are

generated using weighted benefits, and the final result is

obtained in this way [24]. Soares et al. proposed a new

genetic algorithm structure that describes the multi-objec-

tive fitness function used, the set of possible individual

selection techniques, and the adjustment values of the

crossover and mutation operators. Applying the developed

genetic algorithm to two manufacturing scenarios, the most

important parameters of the genetic algorithm configura-

tion are determined. This study shows that the use of

genetic algorithms is a viable technique for solving the

MPS problem; however, its applicability still depends

heavily on the scale of the manufacturing scheme [25].

In this paper, the mathematical model is abstracted on

the basis of the production scheduling problem. According

to the different parts of the same machine and the different

parts of the same part, the corresponding processing time

and waiting time are obtained. At the same time, the

genetic algorithm is improved by genetic algorithm. A

dynamic genetic operator based on the number of iterations

is proposed, which further enhances the convergence per-

formance and search ability of the genetic algorithm.

Through the simulation of MATLAB simulation program,

combined with the scheduling standard example, the
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performance analysis of different algorithms is carried out,

the search efficiency of genetic algorithm is improved, the

convergence performance of the algorithm is improved,

and different optimization choices are obtained for differ-

ent time weights. The operation results of the system meet

the requirements of production scheduling, which proves

the feasibility and practicability of the improved genetic

algorithm.

2 Proposed method

2.1 Production scheduling problem solving
problem

The production scheduling problem generally refers to the

scheduling of production operations, the rational schedul-

ing of production resources, for a detachable project, under

the premise of fully considering various constraints, coor-

dinating the use of various resources, planning processing

time, arranging the processing sequence, and finally

obtaining the optimization of total production time and

utilization of production resources. At the time of the

production plan, although the detailed order was generated,

the production activities were arranged according to the

production order, but there were many unforeseen acci-

dents in the actual production environment. In the actual

production execution system, there are unexpected pro-

duction deviations and production failures from time to

time. Therefore, the production management personnel

need to pay attention to the production status and maintain

the production order in the actual production process to

prevent the occurrence of production accidents. In special

cases, it can solve production problems in a timely and

accurate manner and ensure the steady operation of the

production system.

2.1.1 Classification of performance indicators

In the production scheduling process, the general perfor-

mance indicators are divided into the following three

categories.

The first category: the maximum productivity indicator.

It refers to the maximum output rate of production opera-

tions, the shortest total production time, etc. Through these

constraints, the purpose of strengthening the production

capacity of enterprises and improving the production effi-

ciency of enterprises is achieved. Under the premise of

determining the inventory according to the customer’s

order, the enterprise formulates the production strategy,

improves the utilization rate of production resources,

achieves the goal of shortening the total production time

and maximizes the production capacity.

The second category: the minimum investment indica-

tor. When the enterprise is producing, it will produce

various losses and form production costs, including ware-

house inventory cost, resource production cost, trans-

portation cost and insufficient production cost. The

enterprise needs to reduce the cost of each part, maximize

profit and profit, and minimize the capital investment.

The third category: customer satisfaction level indica-

tors. The production operations must meet the requirements

of minimum delivery delay, close delivery time, etc.

The traditional production scheduling is aimed at the

maximum production capacity, with the minimum pro-

duction time, the minimum production investment capital,

and the customer’s demand as the standard. In the actual

production enterprise, it is also necessary to consider the

relationship between the produced product and the delivery

date, in advance. The products produced need to be stored

in the warehouse to the delivery date, and the products that

are lagging to be produced must pay liquidated damages,

which results in production costs. Therefore, the actual

production situation is much more complicated, and vari-

ous factors need to be considered comprehensively.

2.1.2 Characteristics of production scheduling problems

The main features of the production scheduling problem

are as follows:

1. Complexity: In the actual production system, each

production operation has arrival time, startup time,

loading and unloading time, processing time, waiting

time, production quantity, production batch, etc. Each

processing machine also has loss, between the machine

and the machine. There are transportation distances,

operators are also skilled, and various factors are

mutually influential, not only considering the process-

ing sequence of production operations, but also con-

sidering various external factors, so the shop

scheduling problem is quite complicated. As the scale

of the problem increases, the amount of computation

required for solving the problem is also rising sharply.

The time taken to find the optimal solution is

immeasurable, so finding the suboptimal solution or

the better solution becomes the best choice.

2. Randomness: In the actual production system, there

will be many random bursts, such as the inherent

randomness of the production system, the randomness

of the production process, and the randomness of the

production environment. For example, the arrival time

of the production operation is uncertain, and the

processing is performed. Uncertain time, processing

equipment failures, changes in production require-

ments, emergency workpiece insertion, customer order
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cancelation, etc., are unforeseen uncertainties, so

production scheduling has a large dynamic

randomness.

3. Multiple constraints: The production sequence of

production and processing operations has strict regu-

lations. The processing order of each process cannot be

changed at will. The number of production and

processing machines and the production capacity of

the machine are limited. Personnel, raw materials and

storage are not. Infinite and other constraints constrain

the production scheduling system, making its modeling

and solving more complicated.

4. Multi-purpose: The performance indicators of produc-

tion scheduling are divided into three categories, the

maximum productivity index, the minimum investment

fund index and the customer satisfaction degree index.

The corresponding production schedules need to refer

to these indicators to achieve production goals. Min-

imize production by maximizing productivity, mini-

mizing total production time to meet production time

and job delivery deadlines, reducing production losses,

lowering inventory costs, maximizing resource utiliza-

tion, and increasing business profitability to reduce

production costs. These goals are mutually influential

and mutually constrained. It is quite difficult to meet all

the objectives. This requires the production scheduling

strategy to comprehensively consider various factors,

meet the production targets as much as possible, and

ensure the efficiency and stability of the production

system.

2.2 Genetic algorithm (GA)

2.2.1 Principles of genetic algorithms

When dealing with problems, genetic algorithm first needs

to plan the solution space of the solved problem. All fea-

sible solutions in space must be coded and mapped. A set

of feasible solutions can be produced by the conversion of

binary code or real code. Population: Individuals in a

population are called chromosomes and are composed of

gene codes that represent individual characteristics. The

characteristics of individuals are mapped to chromosomes

with specific gene codes by coding. By the three operators

of the genetic algorithm, under the operation of the

crossover and the mutation operator, new individuals are

generated between the individuals and the individuals

themselves, forming a larger population, by selecting the

operator selection, according to the fitness function. Indi-

viduals with high adaptability are selected according to the

criteria to enter the next generation population, and the

above process is repeated until the evolutionary algebra is

reached or the optimal solution is converged. According to

the criteria of survival of the fittest and the survival of the

fittest, the next-generation population has higher fitness and

better characteristics than the previous-generation popula-

tion. After multiple iterations, the optimal individual pro-

duced by the last generation of population is decoded by

decoding. According to the criteria of survival of the fittest

and survival of the fittest, the next generation population

has higher adaptability and better characteristics than the

previous generation population. After multiple iterations of

evolution, the optimal individuals generated by the last

generation population become the near optimal solution or

optimal solution of the problem after decoding.

2.2.2 The execution process of the genetic algorithm

The program structure of the standard genetic algorithm is

shown in Fig. 1: where P(t) is the current population and

P(t ? 1) is the next-generation population.

As can be seen from the block diagram, the process of

finally solving the genetic algorithm is not unique. It can be

used in various combinations. The middle operation can get

different solutions as long as there is one difference.

The basic steps for a simple GA to solve a problem are

as follows:

1. The solution to the coding problem, each code string

after writing represents a feasible solution;

2. By randomly defining n code strings to form an initial

group pop0, then the population is a set of solutions;

3. Set the problem to be solved into the initial code string

group, and obtain the fitness value that the individual in

the group can adapt to the problem;

4. In the initial population pop0, select according to the

individual’s fitness, select excellent individuals to form

a new population, that is, the father’s population Fk,

and eliminate the inferior individuals;

5. Propagating the parental population Fk, that is, cross-

ing the crossover probability pc to generate a new

population Ck;

6. Perform the mutation of the new population Ck, that is,

perform the operation with the mutation probability pm
to obtain another population popðkþ1Þ.

By repeating steps 3–6, the individual is constantly

evolving, and finally the individual best adapts to the

problem environment, that is, the optimal solution to the

problem. From the basic steps above, it can be seen that the

genetic algorithm has three basic operations: selection,

crossover and mutation.
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2.2.3 Mathematical description of three basic genetic
operations

Let the individual coding alphabet A ¼ 0; 1; . . .; a� 1f g,
the length of the individual string is l, then the individual

space is represented as A ¼ 0; 1; . . .; a� 1f g, and Sj j ¼ al.

In the genetic process, the population size is fixed to M,

then the population space and the parent space are

expressed as:

SM ¼ ðs1; s2; . . .; sMÞjsi 2 S; i ¼ 1; 2; . . .;Mf g ð1Þ

S2 ¼ ðs1; s2Þ s1; s2 2 Sjf g ð2Þ

This gives a definition of the probability of the above

three operations.

Select Ts: For any given population X 2 SM , the prob-

ability of selecting a Ts parent under the influence of

ðs1; s2Þ 2 S2 is:

P TsðXÞ ¼ ðs1; s2Þf g ¼ f ðs1ÞP
si2X f ðsiÞ

� f ðs2ÞP
sj2X f ðsjÞ

ð3Þ

Among them 1� i�M, 1� j�M.

Cross Tc: For a given parent si, i ¼ 1; 2, the probability

of generating an individual s with probability Pc is:

P Tc ðs1; s2Þ½ � ¼ sf g ¼
k � Pc

l
; y 6¼ s1

ð1� PcÞ þ
k � Pc

l
; y ¼ s1

8
><

>:
ð4Þ

where k ¼ kðs1; s2Þ is the number of intersection locations

and y indicates the individuals generated by the intersec-

tions, which are intermediate variables.

Variation Tm: The mutation operator is defined as:

P TmðsiÞ ¼ sf g ¼ p si�sj j
m ð1� PmÞl� si�sj j ð5Þ

where si � sj j is the Hamming distance between individual

si and s.

2.3 Improvement of genetic algorithm

In the genetic algorithm, the selection operator and the

crossover operator ensure the global search ability of the

genetic algorithm. The mutation operator enhances the

ability of the genetic algorithm to perform local opti-

mization. The three operators cooperate with each other so

that the genetic algorithm can solve the solution space.

Global search and local search ensure efficient and accurate

search ability of genetic algorithm to solve combinatorial

optimization problems. When the genetic algorithm uses

the crossover operator to solve the optimal solution and the

solution to the optimal solution converges, the local search

ability of the mutation operator can be used to speed up the

approach to the optimal solution. The value of the variation

probability should be compared. It should be compared that

the value of change probability is small, so as to prevent

the large mutation probability from destroying the building

block of genetic algorithm approximate optimal solution.

In the current situation, move closer to the global optimal

direction. The crossover operator guarantees the global

search performance of the genetic algorithm, while the

mutation operator guarantees the local search performance

of the genetic algorithm. The two operators work together

to make the individuals in the population more diverse and

improve the crossover operation to some extent. The

resulting damage to good individuals avoids the occurrence

of precocity.

Therefore, the crossover probability Pc and the mutation

probability Pm dominate the convergence efficiency and

optimization performance of the genetic algorithm. The
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genetic algorithm guarantees the global search ability

through the crossover operator, searches all the solution

spaces, guarantees the local search ability through the

mutation operator and converges to the optimal solution.

The larger the Pc, the faster the new individual will be

generated, and the larger the search space will be, but it

will easily destroy the excellent individuals that have been

produced; the smaller the Pc, the slower the new individual

will be, and the algorithm will easily stop. The larger the

Pm, the easier the genetic algorithm is to perform undi-

rected search, and then degenerate into random search; the

smaller the Pm, the smaller the population is not likely to

mutate, making the algorithm fall into local optimum. The

mutation probability and crossover probability of the gen-

eral genetic algorithm take fixed values. Although the

operation is simple, it limits the search performance of the

genetic algorithm, and it is easy to cause the genetic

algorithm to fall into a precocious situation.

2.3.1 Adaptive genetic algorithm (AGA)

The formula corresponding to the adaptive genetic algo-

rithm is shown in Eqs. (6) and (7).

Pc ¼
k1 fmax � f 0ð Þ
fmax � favg

; f 0 � favg

k2; f 0\favg

8
<

:
ð6Þ

pm ¼
k3 fmax � fð Þ
fmax � favg

; f � favg

k4; f\favg

8
<

:
ð7Þ

Among them, f 0 indicates the larger value of the two

individuals waiting for the parent to cross, f indicates the

appropriate value of the individual waiting for the mutation

of the parent, fmax indicates the maximum value of all the

individuals in the population, and favg indicates the average

value of all individuals in the population, k1, k2 indicate the

set crossover probability, and k3 and k4 indicate the set

mutation probability. It can be found that when the indi-

vidual fitness value is higher than the average fitness, that

is, the current crossover and mutated individuals belong to

the better individuals, the cross mutation probability is

lower than the set initial crossover probability k1, ensuring

that the better individuals are not destruction; when the

individual fitness value is lower than the average fitness,

that is, when the current cross and mutated individuals

belong to the inferior individual, the cross mutation prob-

ability is greater than the set initial crossover probability k3
so that the inferior individual performs genetic recombi-

nation, so that the genetic algorithm performs global

Looking for excellence. When the individual fitness value

is the largest, the crossover and mutation probability is 0,

and the overall optimal individual preservation is saved.

This adaptive genetic algorithm is more suitable in the late

stage of genetics. All individuals are basically in the

vicinity of the optimal solution, and the probability of

crossover and mutation is small, which guarantees that the

excellent structure will not be destroyed. However, in the

early stage of genetic evolution, all individuals are in a

state of waiting. In the inferior stage of evolution, this

method makes the evolutionary optimization process

extremely slow, and the resulting optimal individual may

be a local optimal solution.

2.3.2 Improved adaptive genetic algorithm

An improved adaptive genetic algorithm, the formula is

shown in Eqs. (8) and (9).

pc ¼ pc1 �
pc1 � pc2ð Þ f 0 � favg

� �

fmax � favg
; f 0 � favg

pc1; f 0\favg

8
<

:
ð8Þ

pm ¼ pm1 �
pm1 � pm2ð Þ f � favg

� �

fmax � favg
; f � favg

pm1; f\favg

8
<

:
ð9Þ

This method guarantees that all individuals have large

variations and crossover probabilities in the early stage of

evolution. Even the population optimal solution has the

smallest crossover probability pc2 and mutation probability

pm2, which ensures the rapid replacement search and global

optimization of individuals in the early stage of evolution.

However, considerable variation and crossover probability

were preserved in the later stages of evolution, leading to

the destruction of good individuals.

2.3.3 Improved algorithm in this paper

This paper proposes an optimal individual retention

method and an adaptive genetic algorithm based on the

number of iterations, as shown in Eqs. (10) and (11).

Pc ¼

0; f 0 ¼ fmax

tmax � t

tmax

� �

pc1 �
pc1 � pc2ð Þ f 0 � favg

� �

fmax � favg

� �

; fmax [ f 0 � favg

pc1; f 0\favg

8
>><

>>:

ð10Þ

pm ¼

0; f ¼ fmax

tmax � t

tmax

� �

pm1 �
pm1 � pm2ð Þ f � favg

� �

fmax � favg

� �

; fmax [ f � favg

pm1; f\favg

8
>><

>>:

ð11Þ

Among them, t indicates the current number of evolu-

tions, tmax indicates the maximum number of evolutions,

pc1 indicates the upper limit of the crossover probability,

here is 0.9, pc2 indicates the lower limit of the crossover
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probability, here is taken as 0.6, pm1 indicates the upper

limit of the probability of variation, here is taken as 0.1,

pm2 indicates the lower limit of the probability of mutation,

which is taken as 0.001 here. Each generation adopts the

optimal individual preservation method, and the individu-

als with the highest fitness value are directly transferred to

the next-generation population. The individuals above the

average use the dynamic change intersection and mutation

operator, and the individuals below the average value adopt

the fixed maximum. The probability of mutation ensures

the global optimization ability and prevents the situation

from falling into local optimum. At the same time, the low

crossover and mutation probability of the good individual

are destroyed by the anti-solution structure, and the optimal

solution is accelerated. When the number of iterations is

small, the probability of variation crossover is large, pre-

venting the genetic algorithm from stagnating. When the

number of iterations is large, the probability of crossover

and mutation is small, and it is guaranteed that the excel-

lent structure will not be destroyed.

3 Experiments

3.1 Description of the experimental problem

According to the actual environment of production

scheduling, analyze the processing situation of the work-

shop. Many batch scheduling problems can be described

as: there are N kinds of workpieces, each workpiece con-

tains multiple identical parts, there are many different

processes, there are M machine tools, each certain process

of the workpiece can be processed by a single or a plurality

of different machines, and the processing time of each

process on different processing machines can be different.

For this scheduling model, how to distribute the machining

sequence of the workpiece and the machining machine is

solved, so that the total machining time of the workpiece is

minimized. At the same time, the problem also includes the

following constraints:

1. The processing time of a certain machine for

processing a certain process is determined. The

processing time of a certain process on different

machinable machines can be different, which ensures

that the machine can process a specific workpiece at

a specific process time at any time. Is certain;

2. The sequence of the processing of the same work-

piece is determined, and a certain process of a

workpiece must be processed after the completion of

the previous process to prevent the disorder of the

processing;

3. The same process of each type of workpiece can only

be carried out once, to prevent repeated processing in

a certain process when multiple machines can be

processed;

4. A certain process of the same workpiece can be

processed on different machines, as long as it can

machine the workpiece, it can be processed, which

ensures the diversity of the processing path, reduces

the waiting time of the workpiece and improves the

utilization of the machine rate;

5. The processing steps of different workpieces are not

constrained in sequence, which ensures that when the

machine is idle at a certain time, the qualified

workpieces can be processed;

6. The production cycle is divided into processing time,

queuing time and transportation time. The processing

time is the total processing time of a certain batch of

workpieces on a certain machine. The queuing time

is when a workpiece arrives at the machine to be

processed until the machine. The waiting time for

starting the machining of the workpiece, which is the

transportation time between the machines that are

transported to the next machine to be processed at

the end of processing of a workpiece;

7. The same kind of workpiece is the minimum batch,

which cannot be batched. That is, one workpiece

cannot be processed on multiple machines at the same

time. The number of workpiece batches of different

workpieces is defined from the beginning, and all

processed workpieces are regarded as one. Overall, it

needs to be processed together on one machine;

8. Each machine can only process one workpiece at the

same time. When the machine starts to process a

workpiece until all the batches of the workpiece are

completed, this machine is occupied by one work-

piece, and other workpieces that need this machine

are processed can only wait;

9. Once a workpiece is processed, the machining

process is not interrupted, which ensures that there

is no machine failure and an emergency in which the

workpiece is inserted midway;

10. At the beginning, all workpieces can be machined.

3.2 Establishment of mathematical model

For the job shop scheduling model, the following mathe-

matical descriptions are established.

3.2.1 Scheduling target

Minimum total production time of the workpiece:

min Cmaxf g.
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Total workpiece queuing time, total workpiece transport

time and total machine idle minimum:

min Qmax þ Hmax þWmaxf g.

3.2.2 Conditional constraints

tijk � Tijk [ tij�1l; i ¼ 1; 2. . .; n; k; l ¼ 1; 2; . . .;m: If the

process j of the workpiece i is to be processed, it must be

processed after the previous process j - 1 is completed.

This is the processing order determination constraint of the

workpiece, as shown in Fig. 2a. tijk � thxk [ Tijk; i; h ¼
1; 2; . . .; n; k ¼ 1; 2; . . .;m: If the workpiece i wants the

machining process j to be processed after the machine k has

finished the process x of the existing machining workpiece

h, this is the machine occupation constraint and the non-

batch constraint of the workpiece machining, as shown in

Fig. 2b. Where tijk [ 0; i ¼ 1; 2; . . .; n; k ¼ 1; 2; . . .;m;

Tijk [ 0; i ¼ 1; 2; . . .; n; k ¼ 1; 2; . . .;m.

3.2.3 Processing situation

One machine processes two parts, the latter part needs to

wait in line; different machines process different parts of

the same part, the latter machine needs to wait for the

previous part of the part to be processed, and there is

transportation time between the machine and the machine.

Therefore, processing time and queuing time are divided

into six cases:

Case 1: The workpiece to be processed has no prior

process, and the machining machine has no workpiece

machining.

Case 2: The workpiece to be processed has no prior

process and the machining machine has workpiece

machining, but the machining workpiece of the machining

machine has been processed.

Case 3: The workpiece to be processed has no prior

process and the machining machine has workpiece

machining, but the machining workpiece of the machining

machine has not been processed.

Case 4: The workpiece to be processed has a tight pre-

process, and the pre-process completion time of the

workpiece to be processed is greater than the current

machine’s time to complete the machining of the previous

workpiece.

Case 5: The workpiece to be processed has a tight pre-

process, and the pre-process completion time of the

workpiece to be processed is smaller than the completion

time of the previous workpiece before machining. The

transport time of the workpiece to be processed coincides

with the processing time of the previous workpiece.

Case 6: The workpiece to be processed has a pre-pro-

cess, and the completion time of the workpiece to be

processed is less than the completion time of the workpiece

before the current machine is processed. The transportation

time of the workpiece to be machined partially coincides

with the processing time of the previous workpiece

(Table 1).

4 Discussion

4.1 Genetic algorithm optimization analysis

The optimization experiments are carried out for the

adaptive genetic algorithm based on the number of itera-

tions. The results show that the traditional genetic algo-

rithm adopts fixed crossover and mutation probability

values, adaptive crossover and mutation probability values,

improved adaptive crossover and mutation probability

values and the dynamic crossover and mutation probability

values based on the number of iterations proposed in this

paper (Fig. 3).

From the experimental results, the traditional genetic

algorithm has the slowest convergence speed. It requires

more than 60 iterations and more than 20 iterations to

obtain the global optimal solution. The adaptive genetic

algorithm has a slow convergence in the early stage and

can preserve the characteristics of excellent individuals in

the later stage. Compared with the traditional genetic

algorithm, the improved adaptive genetic algorithm con-

verges faster in the early stage, and the higher crossover

and mutation probability tend to destroy the good structure.

The convergence speed is still better than the adaptive

genetic algorithm. The dynamic genetic algorithm has a

Workpiece i
Process j-1

Workpiece i
Process j

Machine I

Machine K

Processing schematic diagram (a)

Workpiece h
Process x

Workpiece i
Process j

BProcessing schematic diagram (b)

Machine K

Fig. 2 Processing schematic
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fast convergence performance in the early stage and can

ensure that the elite individuals of the population are not

destroyed in the later stage. Compared with GA, Adaptive

GA and improved Adaptive GA have the fastest conver-

gence speed and the best optimization performance. The

average time of convergence of the four methods to the

optimal solution is shown in Fig. 4.

The optimization of each genetic algorithm is shown in

Fig. 5.

The dynamic genetic algorithm based on iteration

number proposed in this paper has faster convergence

speed than the other three methods. The highest efficiency

error is the smallest when converges to the global optimal

solution, and the dynamic adjustment of the crossover and

mutation probability makes the algorithm not easy to fall

into the local maximum, excellent, easier to find the global

optimal solution.

4.2 Hybrid analysis of genetic algorithm and ant
colony algorithm

The simulation model is simulated using actual data. There

are 13 machines in total, and there are 6 kinds of work-

pieces. Each batch of workpieces is 5, 15, 12, 6, 10, 3, and

each workpiece has up to 3 processes, and the number of

iterations is 100. The cross-probability of the first encoding

is 0.6. If the setting is too small, it will inhibit the speed of

the population to generate new individuals, and it is easy to

fall into the local optimum. Excessive destruction of the

good individuals in the population will make the search

tend to be disordered; the probability of variation is 0.001.

Too small will inhibit the ability to produce new individ-

uals, and the superior individuals generated by the

destruction of the assembly. The genetic algorithm for

determining the processing path adopts an adaptive genetic

algorithm based on the number of iterations. The relative

importance of the pheromone algorithm is 1, and the path

visibility is relative. The degree of importance is 2, the

initial pheromone concentration is 1, the pheromone

evaporation rate is 0.7, and the number of ants is 10. The

hybrid genetic and traditional genetic algorithms are

compared as shown in Fig. 6. The time performance is

shown in Fig. 7.

The optimal solution corresponding to each path is

different. For different optimal solutions of different opti-

mization paths, the deviation values of the two optimiza-

tion modes are shown in Table 2.

As can be seen from the above table, the improved

optimization method has smaller deviation values, and the

efficiency of finding the optimal solution has also been

greatly improved.

Table 1 Processing time of

different workpieces on each

machine (min)

Workpiece–machine 1 2 3 4 5 6 7 8 9 10 11 12 13

1 50 45 0 0 0 20 15 0 0 0 0 50 0

2 0 0 30 25 35 0 0 35 30 30 25 0 0

3 35 30 35 38 25 0 0 0 0 0 0 0 0

4 38 32 0 0 0 0 0 0 0 0 0 30 0

5 0 0 0 0 0 25 20 0 35 25 35 0 20

6 30 25 0 0 0 22 18 0 0 0 0 28 0

Fig. 3 Comparison of various genetic algorithms

0
1
2
3
4
5

Traditional GA

Adaptive GA

Improved adaptive

The algorithm in this
paper

Average Time-consuming Tables of Various 
Genetic Algorithms (s)

Fig. 4 Average time consumption of each genetic algorithm
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5 Conclusions

1. Based on the production scheduling problem, this

paper abstracts the mathematical model. According to

the different parts of the same machine and the dif-

ferent parts of the same part, it is divided into several

cases, and the corresponding processing time and

waiting time are obtained, respectively. At the same

time, the genetic algorithm is improved by genetic

algorithm. A dynamic genetic operator based on the

number of iterations is proposed, which further

enhances the convergence performance and search

ability of the genetic algorithm.

2. In this paper, the genetic algorithm and the ant colony

algorithm are mixed. The genetic algorithm generates

the initial population, and the improved coding

conversion makes the information carried by the initial

population more perfect. The initial pheromone is

provided for the ant colony algorithm. The smaller

granularity of fusion solves the most appropriate time

combination, guiding each other to update the global

optimal solution, so that the total production cycle is

minimal. The two algorithms are fused to overcome the

problem that the genetic algorithm has low search

efficiency, easy to fall into local optimum, and the ant

colony algorithm is difficult to grasp the global

information.

3. Through the simulation of MATLAB simulation pro-

gram, combined with the scheduling standard example,

the performance analysis of different algorithms is

carried out, the search efficiency of hybrid algorithm is

improved, the convergence performance of hybrid

algorithm is improved, and different time weights are

obtained for different time weights. Optimize your

Tradit
ional
GA

Adapti
ve GA

Impro
ved

adapt

 this
paper

Number of iterations (times) 23 16 19 9

optimum solution 55 55 55 55

average value 56.7 55.9 55 55

0

10

20

30

40

50

60

Number of iterations (times) optimum solution average value

Fig. 5 Optimization results of

various genetic algorithms

Fig. 6 Comparison of mixed genetic and traditional genetic

algorithms
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Fig. 7 Comparison of time performance between mixed genetic and

traditional genetic algorithms
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choice. The operation results of the system meet the

requirements of production scheduling, which proves

the feasibility and practicability of the hybrid genetic

algorithm.
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