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Abstract
The changes in China’s stock market are inseparable from the country’s economic development and macroeconomic

regulation and control and have far-reaching significance in promoting China’s national economic growth. Compared with

the Western developed capital market, China’s current stock market’s main smart investment strategy still has certain

defects. Based on the SVM model, this paper establishes a predictive model that combines kernel parameters and parameter

optimization to model. The mesh search method, genetic algorithm, and particle swarm optimization algorithm are used to

optimize the parameters of the SVM under various kernel functions such as radial basis kernel function. The algorithm and

particle swarm optimization algorithm optimize the parameters of the SVM to strengthen the applicability of the model in

practice. The empirical results show that under the three-parameter optimization algorithms, the prediction results are

higher than the random prediction accuracy, which indicates that it is effective to optimize the model by adjusting the

parameters of the SVM. Among them, the SVM using the genetic algorithm parameter optimization under the radial basis

kernel function shows the better prediction effect, which is the closest to the real value in the stock market forecast. The

particle swarm algorithm supports the vector machine to predict the effect is slightly lower than the grid. Search method. In

addition, through comparison experiments, the guess accuracy of BP neural network is worse than that of the support vector

machine model before the adjustment. Finally, this paper uses the well-trained model to plan the stock smart investment

plan.

Keywords SVM � Numerical optimization � Intelligent investment � Stock guessing model

1 Introduction

In 2015–2018, China’s stock market fluctuated greatly,

which caused many investors and investors to experience

unprecedented joy or heavy losses, and the stock market

was turbulent. Therefore, in this realistic context, how to

extract the potential effective information in many data,

and to further predict and analyze the general trend of the

stock market, both the stockholders and the securities

companies have important research and practical signifi-

cance. In the bear market, with the continuous improve-

ment of liquidity, the efficiency of the stock market has

increased, and the market quality has improved signifi-

cantly. In the bull market, the improvement of market

efficiency with liquidity has shown a trend of rising first

and then decreasing. On the whole, the impact of liquidity

on China’s stock market efficiency is similar to that of the

bull market. Before the liquidity reaches a certain level, the

market efficiency gradually rises with the liquidity level,

and then declines.

In view of the complexity and strategic nature of the

stock market, many research teams at home and abroad

have studied and analyzed their development trends, fluc-

tuations, and data analysis. Chen [1] found that many

foreign banks and their policies have certain disapproval,

and they also use monetary discrimination and give some

opportunities to borrow money to provide non-state-owned
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enterprises with some financial help. Bildirici [2] combines

the Lyapunov exponent and Kolmogorov entropy to study

the existence of chaotic structures in oil prices, investor

expectations, and stock returns. The results show oil price

volatility, nonlinear tail dependence between investor

expectations and stock returns. Important evidence. Huang

[3] uses forecasting methods to reveal the efficiency of the

US stock market. The ARIMA model continues to out-

perform the random walk model, indicating that the effi-

ciency of the US market during the sample period is not

weak and that the effectiveness of the US stock market

depends on how investors assess their losses. Cheng [4]

estimated the conditional heteroscedasticity of the income

series based on the GARCH model and for the observed

fluctuation clusters and the trailing peak-tail characteristics

of the financial market income series. Finally, the simula-

tion results were tested by return, which proved its effec-

tiveness. Zeng [5] and others have quantitatively assessed

China’s oil trade risks. The model was established to cal-

culate the abnormal return fluctuations of stock prices and,

based on event research methods and nonparametric tests,

to determine whether there is spillover effect in the short

term. In order to accurately predict the stock price trend,

Mei et al. [6] proposed an ARIMA-SVM model based on

SVM model, which was optimized and improved. Through

the empirical analysis of IBM stocks, the accuracy of the

model reached 96.10%. Semmet [7] and others used vari-

ous methods to construct various models to analyze the

correlation between Chinese stock prices and exchange rate

fluctuations. Through research, it is found that exchange

rate fluctuations have an impact on stock price fluctuations,

and stock price changes also have an impact on stock price

fluctuations, thus increasing the risk of foreign exchange

markets and stock markets. Jing [8] and others found that

the listed insurance company’s stock price index is inver-

sely proportional to the price level, and the price level has a

negative impact on the current national economy; the

external environmental indicators are the main influencing

factors, and the internal operating indicators are relatively

minor. The results of Hairen [9] show that the rate of return

is more sensitive to emotions, book-to-market ratio, and

scale factor, and its liquidity sensitivity is higher, which is

more vulnerable to the flow of funds; the margin financing

system has intensified the flow of trading funds to stock

flows. Yanjun [10] analyzed that in the bear market, with

the continuous improvement in liquidity, the efficiency of

the stock market increased and the market quality

improved significantly. In the bull market, the market

efficiency increased with the improvement in liquidity. On

the whole, the impact of liquidity on China’s stock market

efficiency is similar to that of the bull market. Before the

liquidity reaches a certain level, the market efficiency

gradually rises with the liquidity level and then declines.

Hao [11] selected the financial data of 701 stocks on the

GEM in 2017 and used the turnover rate as an explanatory

variable to select the market capitalization and the ratio of

outstanding shares and the return on net assets as control

variables to establish a linear regression model to test its

impact on individual stock returns and whether there is

liquidity premium and scale effect. Qing [12] and others

based on deep neural network optimization technology,

combined with the characteristics of LSTM recurrent

neural network and the characteristics of the stock market,

the data pre-interpolation, wavelet denoising, normaliza-

tion and other preprocessing operations. After that, it is

trained and tested in the LSTM network model of different

LSTM layers and different number of hidden neurons in

the same layer. Peipei [13] studied the three valuation

methods of price–earnings ratio, price-to-book ratio and

residual income, and fuzzy analytic hierarchy process,

introduced the Duffel expert scoring method, and com-

bined fuzzy AHP with three valuation methods. A new

research method of stock investment decision-making

based on fuzzy analytic hierarchy process (FAHP-PPR)

was proposed. Yan [14] combined with the characteristics

of the LSTM (Long Short-Term Memory) recurrent neural

network and the characteristics of the stock market, after

the data is interpolated, wavelet denoising, normalization

and other preprocessing operations, pushed to the different

LSTM layers built. Training and testing in the LSTM

network model with the number of different hidden neu-

rons in the same number of layers were carried out. Ziyu

[15] proposed the use of variable step size two-way long-

term memory network (BLSTM) integrated learning

method to learn the law of stock price changes in historical

data. The prediction of the change of stocks is a change in

the mean-square error (MSE) loss function. The simulated

trading profit evaluation index is used to better measure the

expected performance of the forecasting model in the

financial market. Yuzhi [16] and others constructed the

Morlet wavelet network, optimized the nodes of the

structure, and closed the stock price. The simulations and

predictions show that the Morlet wavelet neural network

has a good ability to express, and its generalization per-

formance and prediction ability are superior.

At present, many methods have been proposed. These

forecast stocks only consider the time factor and do not

consider external factors for the time being, and the stock

price is affected by many factors and has nonlinear char-

acteristics, so modeling prediction is difficult to achieve

good results.

The support vector machine optimization algorithm has

the characteristics that other methods do not have. It is not

only simple and clear, but also easy to operate, and has

high accuracy and obvious linear characteristics. Many

research teams began to study the support vector machine
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optimization algorithm. Qianfeng [17] studied a rolling

mill force prediction model based on improved SVM,

established a least-squares SVM, and used the algorithm to

mix functions. The parameters are optimized to improve

the predictive performance of the predictive model. Yiqing

[18] applied the support vector machine optimization

algorithm to face detection, mainly training support vector

machine to make it learn to distinguish between face and

non-face; support vector machine has complete mathe-

matical derivation, algorithm logic is strict, and overall

than Adaboost algorithm complex, but works well with a

small sample size. Ying [19] and others used SVM to solve

the characteristics of small samples and nonlinear problems

and classified the stability of surrounding rock. The results

show that the established GSM-SVM model is consistent

with the actual results of the prediction samples, and its

prediction accuracy is greatly improved compared with BP

neural network. Shixiang [20] and others applied the sup-

port vector machine optimization algorithm to vehicle

vector prediction and used LS-SVM to make regression

predictions on vehicle sales, comprehensively analyzing

automobile sales, complaint rate, off-season peak season

and other influencing factors, and adopting bilinear net-

work. The lattice search method and the genetic algorithm

optimize the kernel function. Through rough selection and

selection, the global optimal parameters c and g of the LS-

SVM prediction model are determined, and the prediction

results of the two optimization methods are established. Lei

[21] applied the support vector machine optimization

algorithm to the hardware Trojan detection and found that

the optimized SVM method improved the detection speed

and accuracy of the hardware Trojan classifier and can

effectively detect the hardware Trojan with an area of

0.1%. The rate can be increased by 15.6% and the time

consumption is reduced by 98.1%. Xiaojun [22] found that

the accuracy of intrusion detection is greatly improved, the

false alarm rate and false negative rate of intrusion detec-

tion are reduced, and the performance of intrusion detec-

tion is greatly improved. It has certain reference and

application value for real-time intrusion detection envi-

ronment. Zheng et al. [23]. For the SVM-based fault

identification method, the parameters of the support vector

machine are difficult to select, which leads to poor diag-

nosis results. The ABC is used to support the penalty factor

of the SVM. C and kernel function parameters r are

optimized, and ABC-SVM (artificial bee colony opti-

mization support vector machine) is constructed to diag-

nose turbine blade failure. Can et al. [24] for the input

feature selection and parameter selection of SVM, establish

the SVM input feature and parameter optimization bilevel

programming model to solve. After that, the particle filter

method is used to correct the results obtained by the sup-

port vector machine regression. Jin [25] found that the

human motion recognition based on vector machine opti-

mization uses the support vector machine to improve the

strategy to realize motion recognition and uses the classi-

fier to identify in the recognition process. The precision

implements the perfection of the traditional strategy, and

outputs a corresponding confidence level in the process of

identifying the result output, and the recognition result is

processed by the confidence degree.

In order to solve the problem of single method and

complicated operation of stock intelligent investment

strategy, this paper designs the overall idea of quantitative

model based on the selection of SVM quantitative invest-

ment strategy, and then the basic target, from forecasting

period, forecasting target, investment scope, and charac-

teristics. SVM-based quantitative investment strategies are

built for indicators, time of sale, and model settings. After

the model is built, when you use the SVM to run the

quantification strategy, you need to set the parameters of

the model, such as processing the unbalanced data. An

empirical analysis of the strategy model in the stock market

is carried out. Select SSE 50 stock pool, and the frequency

of backtesting will be measured back on a daily basis [26].

2 Method

2.1 Support vector machine optimization
algorithm

The idea of SVM is to be able to correctly divide the

hyperplane through the training data set. The hyperplane

can classify the known data sets. The criterion of classifi-

cation is to model the 0/1 classification learned from fea-

ture learning in logistic regression. The model, logistic

expression is as follows:

f ðxÞ ¼ rðwxþ bÞ ¼ 1

1 þ e�ðwxþbÞ : ð1Þ

Since the independent variable is from negative infinity

to positive infinity, the argument of the sigmoid function

can be mapped to (0,1), and the corresponding category can

be represented by y. The output value is - 1 or ? .1.

2.1.1 Linear separable SVM

The model of the perceptron is very similar to the principle

of the second-class classification. It is to find a line, sep-

arate the binary data sets, and then separate them into two-

dimensional space or three-dimensional space. For this

separate hyperplane xTxþ b ¼ 0, we define that the cate-

gorical hyperplane image is drawn using Python, as shown

in the following figure, defined above the hyperplane

xTxþ b ¼ 0 as y = 1 and below the hyperplane xTxþ b ¼

Neural Computing and Applications (2020) 32:1765–1775 1767

123



0 as y = - 1, and it can be seen that there is more than one

hyperplane that satisfies the condition (Fig. 1).

The following formula is optimized, and its purpose is to

make the statistics of the sum of the points of each error

analysis to the maximum distance of the straight line:

X

xi2M

�yi xTxi þ bð Þ
xk k2

: ð2Þ

When the specific gravity of x and b increases in pro-

portion, for example, when the x and b of the molecule

increase by many times, the L 2 of the denominator also

increases by the same multiple, that is, the numerator and

the denominator have a fixed multiple relationship.

2.1.2 Parameter optimization of nonlinear support vector
machine

For the optimization of nonlinear support vector machine

parameters with radial basis kernel function, this paper uses

the grid search method. At this time, there are three

parameters that need to be optimized, namely e, penalty

parameter C and the parameter G of the function. If you use

a three-dimensional lattice (e, C, G) for optimization, the

amount of calculation will be relatively large. As e selects

different values, the change trend of the parameter pair (C,

G) and the trend of the prediction error have similarities,

and for the ideal (C, G) combination, the obtained e is

almost the same. Therefore, you can first determine an e
value, optimize (C, G) first, get the optimized (C, G), and

then find the optimal e. In this way, the three-dimensional

parameter optimization problem is transformed into a two-

dimensional parameter optimization problem, which

greatly reduces the calculation amount and improves the

efficiency of optimization.

For the parameter data of optimization, first, determine

the change interval of (C, G), and the range of values of C

and G are set in the large range of 2ð�8Þ; 28
� �

, search step

size and both are set to 1. In order to obtain higher-preci-

sion model parameters, a 50-fold cross-validation is also

used for the optimization of (C, G). The value range for e is

set to [0.000001, 0.2].

2.1.3 SVM model objective function and optimization

The support vector machine model finds that the distance

from all points to the hyperplane is maximized, that is, all

points are correctly classified on both sides of the hyper-

plane. It is expressed in mathematical terms as:

max c ¼ y xTxþ bð Þ
xk k2

s:t: yi x
Txi þ b

� �
� 1 ði ¼ 1; 2; . . .;mÞ

ð3Þ

That is to say, we must maximize under the constraint

condition yi xTxi þ bð Þði ¼ 1; 2. . .mÞ. It can be seen 1
xk k2

that the optimization method of this perceptron is different.

The perceptron is a fixed denominator optimization mole-

cule, and SVM is a fixed molecular optimization denomi-

nator, and the support vector is added. Since the

maximization 1
xk k2

is equivalent to the minimization 1
2

xk k2
2,

the optimization function of the SVM is almost the same as

the result of the following formula:

min
1

2
xk k2

2 s:t: yi x
Txi þ b

� �
� 1 ði ¼ 1; 2; . . .;mÞ: ð4Þ

Since the objective function 1
2

xk k2
2 is a convex

function and the constraint inequality is one-to-one

mapping, which is the principle of the maximum entropy

model, the optimization method of the objective function

is the same. Specifically, the optimization function is

converted to:

Lðx; b; aÞ ¼ 1

2
xk k2

2�
Xm

i¼1

ai yi x
Txi þ b

� �
� 1

� �
ð5Þ

2.2 Multiple classification problems

The multi-category problem tells that there are N categories

C1;C2. . .Cn, and the N categories are disassembled, that is,

the multi-category task is solved by disassembling into

several classification tasks. The most common strategy in

multi-classification tasks is one-to-one disassembly. Solu-

tion is one-to-many disassembly or many-to-many

disassembly.

2.2.1 One-on-one problem

For a given data set D ¼ x1; y1ð Þ; x2; y2ð Þ; . . .; xn; ynð Þf g;
yi 2 c1; c2; . . .; cNf g, the one-to-one problem is to pair the

N categories pairwise, so that N(N - 1)/2 two-class tasks

can be calculated, and new samples are submitted to all

classifiers during the test phase. In the calculation,

N(n - 1)/2 classification results are finally obtained, and

finally the most predicted result is used as the final clas-

sification result.Fig. 1 Classification hyperplane image
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Algorithm:

For ðk; lÞ 2 c� c
D½k;l� ¼ xn; y

0
n ¼ 2 yn ¼ k½ � � 1

� �
: yn ¼ k; yn ¼ l

� �

Return gðxÞ ¼ wT
½kJ�x

n o ð6Þ

2.2.2 One-to-many problem

The one-to-many problem is to look at each instance of the

sample as a positive instance, while the other remaining

instance samples serve as a counter classifier. If only one

classifier produces a positive instance during the test, the

final result is the classifier, and if multiple positive

instances are generated during the training process, then the

confidence of the classifier needs to be determined, whether

the training result the final confidence level is the largest,

which is the final classification result.

Algorithm:

For k 2 c
D½k� ¼ xn; y

0
n ¼ 2 yn ¼ k½ � � 1

� �� �N

n¼1

Return gðxÞ ¼ arg maxkey wT
½k�x

� 	 ð7Þ

2.2.3 Many-to-many problems

The most common technique for solving many-to-many

problems is error-correcting error-to-error codes. The most

common technique for solving many-to-many problems is

error correction error code. This technique can be divided

into two parts: the coding part and the decoding part. In the

coding phase, it can be understood as follows: M divisions

are performed for each of the N categories, and each part is

divided into positive classes and the other is divided into

anti-classes. In the coding phase, the encoded matrix has

two forms, respectively. It is a binary code and a ternary

code. For a binary code, it has only a positive class and an

inverse class, but for a ternary code, in addition to a pos-

itive class and an inverse class, there is a deactivated class.

In the decoding stage of the partition, each classifier can

combine the prediction results to form the code for the test

example. Compared with other coding techniques, the

maximum difference is that the corresponding category of

the coding is the final prediction (Table 1).

2.3 Particle swarm optimization

Particle swarm optimization is also a biological evolu-

tionary algorithm that simulates the behavior of finding

food in biological populations. It is a kind of intelligent

algorithm similar to the group. Similar algorithms also

have genetic algorithms and simulated annealing

algorithms. Particle swarm optimization is the determina-

tion of the direction of an unknown solution by the solution

found by the currently known population.

If the selection of C and g is not appropriate, then over-

learning will occur. Want to find the most suitable C and g,

based on the existing algorithms, the genetic algorithm is

mainly used, and the particle swarm optimization algo-

rithm rarely to find the most suitable parameters. And train

the model based on the parameters obtained. Particle

swarm optimization is an optimization algorithm. It is

based on the enumeration method to add a certain opti-

mization mechanism to achieve the search for the optimal

solution. The image shown below is drawn using

MATLAB (Fig. 2).

3 Experiment

3.1 Data source

The data in this paper comes from the Southwest Securities

Golden Point client, and all the data of the SSE A shares

Table 1 Coding distance table
Class Code word

vl hl dl cc ol or

0 0 0 0 1 0 0

1 1 0 0 0 0 0

2 0 1 1 0 1 0

3 0 0 0 0 1 0

4 1 1 0 0 0 0

5 1 1 0 0 1 0

6 0 0 1 1 0 1

7 0 0 1 0 0 0

8 0 0 0 1 0 0

9 0 0 1 1 0 0

Fig. 2 Particle swarm optimization map

Neural Computing and Applications (2020) 32:1765–1775 1769

123



are selected. The initial data is 932. The financial indicators

of each company have been selected for 4 years. The

financial indicators are listed in the form below (Table 2).

Based on these indicators, the raw data is obtained from

the Golden Point client, and then the combined significance

of the data is used for comprehensive analysis, and then the

data is divided into three groups for testing. The first set of

data uses the 2017 data as a control group and 2018 data as

an experimental group. Using the support vector machine

and the decision function, the training set is grouped, and

some support vector machines are combined to obtain good

results or the results are not. Good data constructs the stock

portfolio. Since this time period is already the past time

period, we compare the conclusions we get with the market

conditions of the year and analyze whether the predicted

results are correct. The second set of data uses the 2015

data as the control group, and the 2016 data as the exper-

imental group. The steps are the same as above. The third

group of data uses the 2013 data as the control group, and

the 2014 data as the experimental group. The steps are the

same as above (Table 3).

3.2 Experimental platform

For the unification of the experimental environment, the

now popular language python is used, and Python is very

convenient to use in natural language processing tasks. The

environment of the whole experimental process is shown in

Table 4.

3.3 Evaluation criteria

3.3.1 Sample accuracy evaluation criteria

The above gives a variety of different classification meth-

ods, but in the end which method is chosen, this involves

the evaluation criteria of SVM, usually the best classifi-

cation evaluation criteria is to test the accuracy of training

samples, if the accuracy of the trained samples. If it reaches

100%, then we can think that the classification standard is

the best at this time, but under normal circumstances, this

evaluation standard is not suitable for the classification

problem.

The combined false positive rate is based on the above

ideas. This paper constructs a new evaluation standard. We

call this the combined false positive rate, which is defined

as:

CM ¼ p2
1

Z

R1

f1ðxÞ þ p2
2

Z

R2

f2ðxÞ ð8Þ

where p1 and p2 represent the prior probabilities of the

corresponding functions, and R1 and R2 represent the

decision regions of the corresponding functions.

Table 2 Financial indicators

Profitability Shareholder

profitability

Cash flow capacity and operational

capacity

Short-term solvency

level

Long-term solvency

level

Risk level

Operating profit

margin

P/E ratio Net cash flow per share Current ratio Assets and

liabilities

Financial

leverage

Return on invested

capital

Net asset sales per

share

Cash reinvestment ratio Capital ratio Owner’s equity

ratio

Current assets

ratio

Return on assets Earnings per share Total asset turnover Long-term debt

ratio

Marketing net profit

margin

Table 3 Data year table

Serial number Training set Test set

1 2017 2018

2 2015 2016

3 2013 2014

Table 4 Data preprocessing and extraction features experimental

environment

Lab environment Environmental configuration

Operating system Centos6.5

CPU Intel Core I5-650 3.20 GHz

RAM 8 GB

Programming language Python3.6

Word segmentation tool ICTCLAS2016

Training tool Word2vec
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3.3.2 Model evaluation indicators

The statistically common classification evaluation indica-

tors are F-measure, recall (Recall), precision (Precision),

and accuracy (Accuracy). Table 5 explains these classifi-

cation indicators.

The accuracy rate refers to the number of samples whose

real situation is also rising in the sample predicted to be

rising. The recall rate refers to the number of correctly

predicted samples in the rising samples in all real cases.

Accuracy ¼ TP þ TN

TP þ FP þ FN þ TN
ð9Þ

Precision ¼ TP

TP þ FP
ð10Þ

Recall ¼ TP

TP þ FN
ð11Þ

Considering the relationship between the accuracy rate

and the recall rate, the two indicators are integrated to

obtain a new indicator F-measure:

F-measure ¼ 2 � Precision Re call

Precison þ Re call
ð12Þ

Therefore, for the classification prediction model, the

larger the value of F-measure, the better the effect of the

classification model.

4 Results

4.1 Grid-based parameter optimization

In the model construction using the algorithm of this paper,

k is assumed to be 5, which means that the model will be

verified by 50%, and the mode is cross-validation. A grid

search algorithm is used for the SVM prediction model to

optimize the selection of parameters. At this time, the

parameter C range is set to: cmin = - 8, cmax = 8, that is,

the range of the value C is set to 2ð�8Þ; 28
� �

. gmin = - 8,

gmax = 8, that is, the default parameter g has a variation

range of 2ð�8Þ; 28
� �

.

The x-axis in the figure means the value corresponding

to the logarithm of C after taking the base 2, and corre-

spondingly, the y-axis means the value corresponding to

the logarithm of the base 2 after g is taken, the contour line

is the accuracy of the corresponding K-fold cross-valida-

tion method after obtaining the corresponding C and g. It

can be seen from Fig. 3 that the parameter C of the radial

basis kernel function is 0.125, the parameter g has a value

of 0.5, and the corresponding MSE is 0.0041.

Then use the method of setting the grid to find the best

value under the other three kernel functions. Finally,

summarize the parameters of various kernel functions

under the grid algorithm. The results are summarized in

Table 6.

It can be seen from the table that the correlation coef-

ficient R of RBF-GS is the highest, the correlation coeffi-

cient of Linear-GS is the smallest, and the mean-square

error is also the corresponding result; the highest parameter

C is Sigmoid-GS, the lowest is RBF-GS; the highest

G parameter is RBF -GS, the lowest is Poly-GS and Sig-

moid-GS.

4.2 Parameter tuning based on particle swarm
optimization

In this paper, we also make a reasonable value for each

parameter that needs to be set under the particle swarm

parameter tuning algorithm. The maximum number of

sizepops affects the efficiency of the initial search. The

search speed will be particularly slow when the value is too

large. On the contrary, if the selected number is small, the

model will be prone to local values. The effect of the

optimal result, so in the comprehensive consideration, this

paper sets it to 20. The following discusses another aspect.

In this paper, c1 and c2 are important influence factors of

the model. This is an important factor in the operation of

the model. The value range is usually set to [1.2–2]. In this

Table 5 Classification indicators

Real rise Real decline

Forecast rise TP FP

Forecast decline FN TN

Fig. 3 RBF-GS parameter optimization results
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paper, c1 is set to 1.5. C1 is the advantage of the particle

swarm to find the optimal parameters, that is, the ability to

perform local search, and c2 is set to 1.7, c2 is the search

ability of the parameters in the global. The number of

iterations in this paper is maxgen = 200.

Taking the radial basis kernel function as an example,

the figure below shows the result of parameter optimization

(Fig. 4).

In order to find the best value for the radial kernel

parameters, the algorithm of particle swarm is used. The

value of C is 15.73. C is the best training parameter in

SVM, and the value g is 0.01, g is radial, a value under the

base kernel function. The MSE is 0.004. The results of this

article looking for the best values are organized as shown

in Table 7.

4.3 Parameter tuning based on genetic
algorithm

In this paper, the genetic algorithm is used to tune the

values in the experiment. In practice, the experimenter

usually sets the range size to [20, 200], and the maximum

number of the digital set is set to 20 in this paper. The

maximum value of the evolution algebra maxgen is gen-

erally set at [100, 500], where the value is set to 200. This

value is usually in the range of [0.4, 0.9], which is set to

0.7. Taking the radial basis kernel function as an example,

the following figure is the result graph of the optimization

of genetic algorithm parameters (Fig. 5).

When the population size is set to 20, the best training

parameter C in the SVM model has a value of 8.149, while

the parameter g has a value of 0.069 and the MSE is

0.0011. We use the genetic method to optimize the

parameters of the other three nuclear functions and sort out

all the results, you can get the following Table 8.

4.4 Comparison of prediction results using
different parameter tuning models

Through the analysis of the previous chapter, the results of

the four parameter tuning algorithms under the three-pa-

rameter tuning algorithms are used to analyze the mean-

square error of the parameter optimization effect. The

summary is summarized in Table 9.

After comparing the horizontal and vertical directions of

Table 9, it can be found that for the parameter optimization

algorithm, the advantage of the genetic algorithm is

quickly highlighted. In the parameter selection and opti-

mization of the SVM, the correct rate of the model is

Table 6 Grid method parameters optimization under different kernel

functions SVM prediction correlation coefficient and mean-square

error comparison table

Method C G R (%) MSE

Liner-GS 0.35355 0.32532 70.0178 0.027464

Poly-GS 0.70710 0.03125 90.7847 0.007099

RBF-GS 0.12521 0.54432 97.4518 0.004095

Sigmoid-GS 0.80334 0.03125 80.0148 0.009924

Fig. 4 RBF-PSO parameter optimization results

Table 7 Different kernel functions under particle swarm optimiza-

tion. SVM prediction correlation coefficient and mean-square error

comparison table

Method C G R (%) MSE

Liner-PSO 7.54271 0.01 60.0544 0.044056

Poly-PSO 14.1390 0.01 85.4451 0.008029

RBF-PSO 15.7315 0.01 90.9135 0.004029

Sigmoid-PSO 17.5731 0.01 66.2645 0.024034

Fig. 5 RBF-GA parameter optimization results
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improved. It may be because the model has relatively

stable prediction performance in terms of data classifica-

tion ability and learning speed. The structure is simple and

the learning convergence speed is fast. At the same time,

any nonlinear function can be approximated, and the local

minimum value can be avoided as much as possible. The

genetic algorithm matching the radial basis kernel function

has strong robustness to find the optimal parameters by

selecting, crossing, and mutating the optimal parameter

method (Fig. 6).

It can be seen from the figure that the predicted results

after tuning are better than the prediction results before

tuning, and the prediction accuracy has been increased to

different degrees. The forecasting error of stock data before

tuning based on SVM model is large at multiple points, and

the volatility is also large. The generalization performance

of the model is poor, while the model predicts the error of

stock data at the same time, more stable and less volatile.

5 Discussions

It can be clearly seen from Tables 6, 7, and 8 that under the

same parameter tuning algorithm, there is a gap between

the MSEs obtained by the SVM regression prediction

models of different kernel functions, and the prediction

results obtained by the radial basis kernel function

regression prediction model will be more precise. The

R under the genetic algorithm reached 98.59% and the

MSE was 0.001. Secondly, the parameters are tuned under

the polynomial kernel function, and the worst effect is the

linear kernel function. However, the stock market has

nonlinear characteristics, so the linear kernel function can

not be used to construct the prediction model. The result of

this poor prediction reflects the characteristics of the stock

market. The insufficiency of the polynomial kernel func-

tion is that it has more parameters. The higher polynomial

order can make the kernel matrix element close to infinity

or infinity, which leads to the difficulty of calculation.

The stock price prediction graph adjusted by the genetic

algorithm parameters under the radial basis kernel function

can be intuitively obtained. The parameter-tuned SVM

model predicts the matching effect between the stock trend

and the actual stock trend, and the fitting result is better.

The parameter tuning algorithm corresponding to other

kernel functions achieves the desired parameter tuning

effect. Therefore, in the SVM prediction, the genetic

algorithm parameter tuning under the radial basis kernel

function can be used to better predict the stock, so as to

develop a trading plan and achieve better investment

returns.

In general, the grid search method searches for all the

parameters of the model by traversing all the parameter

points in the divided grid; the genetic algorithm selects the

optimal parameters through the selection, intersection, and

mutation of the data gene. The group algorithm is a search

process by finding the optimal particles in space, and the

prediction effect is closest to the real value. In contrast, the

linear kernel function particle swarm optimization algo-

rithm does not perform well.

Support vector machines work when using the sigmoid

kernel function, just like many layers of neural mesh work.

The radial basis kernel function can reflect a digital spec-

imen into the higher-dimensional digital space, and there

are not many constraints on the size of the sample. In

reality, the most applicable field is applicable.

6 Conclusion

Investment has gradually entered the stage of people’s

property planning, in which stock investment has a huge

market. In order to effectively avoid the hidden risks of

stock market investment and maximize the completion of

investor income, stock price forecasting has become an

important concern for investors. In order to reduce the

investment risk, it is of great practical significance to

design a stock price forecasting scheme with higher accu-

racy. After raising the question, through the above theo-

retical research and empirical analysis, the following

conclusions are obtained:

Table 8 Comparison of different kernel functions under the opti-

mization of genetic parameters SVM prediction correlation coeffi-

cient and mean-square error comparison table

Method C G R (%) MSE

Liner-GA 14.45021 0.03834 70.5233 0.022118

Poly-GA 7.71465 0.07391 92.2406 0.002128

RBF-GA 8.14896 0.06914 98.5932 0.001116

Sigmoid-GA 6.23131 0.08278 81.2682 0.009711

Table 9 SVM prediction model for different kernel functions Mean

variance comparison table for three-parameter tuning algorithms

Linear

kernel

function

Polynomial

kernel

function

Radial basis

kernel function

Sigmoid

kernel

function

GS 0.027464 0.007099 0.004095 0.009924

GA 0.022118 0.002128 0.001116 0.009711

PSO 0.044056 0.008029 0.004029 0.024034
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1. Under the same parameter tuning algorithm, there is a

gap between the MSEs obtained by the SVM regres-

sion prediction model of different kernel functions, and

the prediction results obtained by the radial basis

kernel function regression prediction model are more

accurate. The R under the genetic algorithm reached

98.59% and the MSE was 0.001. Secondly, the

parameters are tuned under the polynomial kernel

function, and the worst effect is the linear kernel

function. However, the stock market has nonlinear

characteristics, so the linear kernel function cannot be

used to construct the prediction model. The result of

this poor prediction reflects the characteristics of the

stock market.

2. The stock price prediction graph adjusted by the

genetic algorithm parameters under the radial basis

kernel function can be intuitively obtained. The

parameter-tuned SVM model predicts the matching

effect between the stock trend and the actual stock

trend. The result is better than the parameter tuning

algorithm corresponding to other kernel functions, and

the desired parameter tuning effect is achieved.

3. In general, the grid search method searches for all the

parameters of the model by traversing all the parameter

points in the divided grid; the genetic algorithm

performs the optimal parameters through the selection,

crossover, and mutation of the data gene. The particle

swarm optimization algorithm is a search process in

which particles are searched for optimal particles in

space, and the prediction effect is closest to the real

value. In contrast, the linear kernel function particle

swarm optimization algorithm does not perform well.

Fig. 6 Pre-tuning prediction and tuning prediction
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4. The support vector machine works like the neural grid

of many layers when working with the sigmoid kernel

function. The radial basis kernel function can reflect a

digital specimen into the higher-dimensional digital

space, and there are not many constraints on the size of

the sample. In reality, the most applicable field is

applicable. Therefore, in the SVM prediction, the

genetic algorithm parameter tuning under the radial

basis kernel function can be used to better predict the

stock, so as to develop a trading plan and achieve better

investment returns.

Acknowledgements This work was supported by National Nature

Science Foundation of China (NSFC) (No. 71673265).

Compliance with ethical standards

Conflict of interest There are no conflicts of interests of this work.

References

1. Chen X, Li W, Shiyang H, Liu X (2019) Quality of information

disclosure, property rights, and bank loans: a bank heterogeneity

perspective. China J Account Res 12(01):63–92

2. Bildirici M (2019) The chaotic behavior among the oil prices,

expectation of investors and stock returns: TAR-TR-GARCH

copula and TAR-TR-TGARCH copula. Pet Sci 16(01):217–228

3. Huang C (2019) US Stock Market Efficiency: EMH or AMH?.

AEIC Academic Exchange Information Centre (China). In: Pro-

ceedings of 2019 4th international conference on financial inno-

vation and economic development (ICFIED 2019) (Advances in

Economics, Business and Management Research, VOL.76).

AEIC Academic Exchange Information Centre (China): Interna-

tional Conference on Humanities and Social Science Research,

p 5

4. Cheng C (2018) Application of Monte Carlo simulation based on

GARCH model in risk measurement of stock market in China.

Institute of Management Science and Industrial Engineering. In:

Proceedings of 2018 international conference on management

science and industrial economy development (MSIED 2018).

Institute of Management Science and Industrial Engineering:

International Society of Computer Science and Electronic Tech-

nology, p 3

5. Zeng JL (2018) Analysis of the impact of crude oil futures price

on China’s a-share oil stock price based on optimized genetic

algorithms. International Information and Engineering Associa-

tion. In: Proceedings of 2018 international conference on data

processing, artificial intelligence, and communications (DPAIC

2018). International Information and Engineering Association:

International Society of Computer Science and Electronic Tech-

nology, p 5

6. Mei W (2018) Stock price prediction based on ARIMA-SVM

model. Institute of Management Science and Industrial Engi-

neering. In: Proceedings of 2018 international conference on big

data and artificial intelligence (ICBDAI 2018). Institute of

Management Science and Industrial Engineering: Computer

Science and Electronic Technology International Society, p 7

7. Saimai AY, Suzhen Y, Laiti�A (2019) Research on the relation-

ship between stock price and exchange rate fluctuation in

China—an empirical analysis based on VAR model. J Beijing

Finance Trade Voc Coll (02):21–25

8. Jing C, Ling W (2019) Analysis of the factors affecting the stock

price index of China’s listed insurance companies. China Collect

Econ 12:117–118

9. Yin H, Wang P (2019) Heterogeneity change of capital flow

impact, investor emotion and stock liquidity. J Dalian Univ

Technol (Social Science Edition), 2019(03)

10. Li Y, Liu H, Ge L (2019) An empirical analysis of the impact of

stock liquidity on China’s stock market efficiency. Stat Decis

Mak 35(06):168–172

11. Hao X, Yuxi S (2019) Research on the relationship between stock

turnover rate and return rate. SAR Econ 03:93–95

12. Qing Y, Chenwei W (2019) Global stock index prediction based

on deep learning LSTM neural network. Stat Res 03:65–77

13. Peipei K, Tao J (2019) Study on stock investment decision based

on fuzzy analytic hierarchy process. Econ Res Guide 09:67–71

14. Peng Y, Liu Y, Zhang R (2019) Modeling and analysis of stock

price forecast based on LSTM. Comput Eng Appl

55(11):209–212

15. Wang Z, Xie W, Li B (2019) Variable step size BLSTM inte-

grated learning stock forecast. J Huaqiao Univ (Nat Sci)

40(02):269–276

16. Yuzhi L, Zhuyuan Y, Xinguo G, Cuiling H, Chunju W (2019)

Stock forecasting based on wavelet neural network. J Yunnan

National Univ Nat Sci Ed 28(02):156–159

17. Qianfeng W (2019) Rolling force prediction of rolling mill based

on improved support vector machine algorithm. Forging Stamp

Technol 04:131–137

18. Yiqing L, Wushan C (2019) Study on face detection of support

vector machine based on PCA. Comput Meas Control

27(03):49–54

19. Yuan Y, Yu S, Wang C, Zhou A (2019) A classification model of

surrounding rock stability based on grid search method for sup-

port vector machine. Geol Prospect 55(02):608–613

20. Shixiang Z (2019) Automobile sales forecast based on genetic

algorithm optimized support vector machine. Bus Manag

01:128–131

21. Lei Z, Mengxi Y, Chaoen X, Youheng D (2018) Hardware Trojan

detection based on optimized support vector machine algorithm.

Appl Electr Techn 44(11):17–20

22. Pan X, Wu F (2018) Study on ACC optimization algorithm based

on SVM in intrusion detection. J Longyan Univ 36(05):18–22

23. Qiu Z, Qian Y, Zhang Y, Zhang W (2018) Gas turbine fault

diagnosis based on artificial bee colony algorithm optimized

support vector machine. Therm Power Eng 33(09):39–43?57

24. Can C, Li Jianyong X, Wensheng NM (2018) Tool wear state

recognition based on support vector machine and particle filter.

J Vib Shock 37(17):48–55?71

25. Jin W (2018) Human motion recognition method based on sup-

port vector machine optimization. Electr Des Eng 26(17):6–9?16

26. Hajiaghaei-Keshteli M, Fathollahi Fard AM (2019) Sustainable

closed-loop supply chain network design with discount supposi-

tion. Neural Comput Appl 31(9):5343–5377

Publisher’s Note Springer Nature remains neutral with regard to

jurisdictional claims in published maps and institutional affiliations.

Neural Computing and Applications (2020) 32:1765–1775 1775

123


	Stock intelligent investment strategy based on support vector machine parameter optimization algorithm
	Abstract
	Introduction
	Method
	Support vector machine optimization algorithm
	Linear separable SVM
	Parameter optimization of nonlinear support vector machine
	SVM model objective function and optimization

	Multiple classification problems
	One-on-one problem
	One-to-many problem
	Many-to-many problems

	Particle swarm optimization

	Experiment
	Data source
	Experimental platform
	Evaluation criteria
	Sample accuracy evaluation criteria
	Model evaluation indicators


	Results
	Grid-based parameter optimization
	Parameter tuning based on particle swarm optimization
	Parameter tuning based on genetic algorithm
	Comparison of prediction results using different parameter tuning models

	Discussions
	Conclusion
	Acknowledgements
	References




