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Abstract
Cardiovascular diseases are one of the most fatal diseases across the globe. Clinically, conventional stethoscope is used to

check the medical condition of a human heart. Only a trained medical professional can understand and interpret the heart

auscultations clinically. This paper presents a machine learning-based automatic classification system based on heart

sounds to diagnose cardiac disorders. The proposed framework involves strategic processing and framing of heart sound to

extract discriminatory features for machine learning. The most prominent features are selected and used to train a

supervised classifier for automatic detection of cardiac diseases. The biological abnormalities disturbing the physical

functioning of the heart cause variations in the auscultations, which is strategically used in terms of some discriminatory

features for machine learning-based automatic classification. The proposed method achieved 97.78% accuracy with the

equal error rate of 2.22% for abnormal and normal heart sound classification. The experimental results exhibit that the

performance of the proposed method in proper diagnosis of the cardiac diseases is high in terms of accuracy and has low

error rate which makes the proposed algorithm suitable for real-time applications.
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1 Introduction

Cardiac diseases are one of the major causes of mortality

worldwide. According to World Health Organization

(WHO), cardiac diseases are leading cause of death in the

world which is about 17.3 million deaths per year [1]. In

the developing countries, this situation gets worse due to

the lack of medical professionals. However, diagnosis of

cardiac diseases at early stages can make the treatment

economical, efficient and helpful in preventing death. Heart

sound examination is the most common and basic diag-

nostic technique used by doctors to examine the heart

health. Heart sounds are generated by flow of blood

through it and beating of heart. Clinically, body ausculta-

tions are of crucial importance in determining health of

human beings. Auscultation is the act of listening body

sounds produced by heart, lungs, blood vessels or other

organs using electrical stethoscope [2]. In cardiac auscul-

tation, a doctor may use his stethoscope to hear distinct

sounds that provide important data about heart’s condition.

A vibration is generated due the pressure of blood flow,

opening or closing of heart valve as well as due to the

contraction of cardiac muscle. This vibration propagates up

through the tissues to the thorax, and it is the method to

measure the heart sound. The presence of the problem in

heart is identified through murmurs. These murmurs are

identified as abnormal heart sound. The turbulent blood

flow in the heart system is the reason for murmurs. It is

very important to check the pitch and timing of the sounds

for diagnosis of the heart condition.
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Medically heart auscultation is an essential part for

examination of heart to diagnose cardiac diseases at the

initial stage. Stethoscope is used for the examination of

human heart auscultations. It is an easy, efficient way as

well as a computationally cheap technique, but a trained

medical professional is needed to understand and interpret

heart sounds [3]. Machine learning-based normal and

abnormal heart sound classification using audio processing

may be a possible method for automatic diagnosis of car-

diac diseases or abnormalities without the help of trained

medical professionals. Automatic diagnosis of cardiac

diseases using heart auscultations maybe of great help in

primary health centers for early diagnosis and screening of

cardiac disorders.

With reference to audio processing-based diagnosis of

heart diseases, some relevant work is summarized in this

section. Azmy [4] proposed an algorithm for abnormal and

normal classification of heart sounds using new mother

wavelet and support vector machines (SVM). The coeffi-

cients of new mother wavelet transform are extracted and

then these components are ordered using SVM. It is done in

two stages, first is discrete wavelet transform which is

separated from new mother wavelet transform and then the

factual segments are ascertained utilizing SVM. Mayorga

et al. [5] had classified heart and lung sounds based on

events. Maglogiannisaet.al. [6] proposed an algorithm

using support vector machine (SVM) to classify heart valve

disease. Gogineni et al. [7] developed a model for heart risk

stratification using support vector machine (SVM) and

learning vector quantization (LVQ), among which SVM

gave 99% accuracy for the prediction of classes with nor-

mal, first stroke, second stroke and end of life of patients.

Fu et al. [8] had proposed an algorithm for heart sound

diagnosis using DTW (dynamic time warping) and MFCC

(Mel-frequency cepstral coefficients) on the heart signals.

Gudadhe et al. [9] proposed an effective decision support

system for cardiac diseases based on MLP neural system

technique and SVM. Ghumbre et al. [10] reported an

algorithm for heart disease diagnosis on the basis of the

support vector machine (SVM) using sequential minimal

optimization and for the radial basis function (RBF),

orthogonal least square calculation is used. SVM gave the

highest accuracy (89.43%) and RBF gave the least

(79.30%). Sheela et al. [11] proposed a framework using

cardiovascular expectation which is used to predict the

sudden cardiac death with the help of the time and fre-

quency of heart rate variability from SVM and ECG.

Sonawane et al. [12] had proposed an algorithm for the

coronary illness utilizing learning vector quantization

(LVQ) neural network calculation. The algorithm is divi-

ded into two levels, in the first step, the attributes are

treated as the input in the algorithm and then in the next

step, LVQ is used to train the algorithms. Pedreira et al.

[13] proposed a model on data input selection for the

coronary illness.

Table 1 shows a comparative chart of some more

existing work in this field of normal and abnormal heart

sound classification for diagnosis of cardiac diseases. The

dataset used in these various studies are local datasets and

not same. The comparison of the different methods should

be done on the same database for any scientific merit. Since

we have no access to these local datasets, this task remains

difficult.

Still there is a requirement to design a more accurate and

efficient system for automated diagnosis of heart diseases

from heart sounds which can work in real time. Automated

classification of normal and abnormal heart sound maybe

helpful in early diagnosis of cardiac diseases.

The main contribution of this paper is an automatic

machine learning-based system for classification of the

phonocardiogram (PCG) recorded heart auscultations

between normal and abnormal heartbeat. Bandpass filter is

applied to the recorded heartbeat signals to remove noises

and other redundant signals which are recorded by the PCG

device along with the heartbeat of the patient. The usage of

the filter helps in increasing the credibility of the algorithm

and give a better accuracy rate in classification of the

phonocardiogram (PCG) recorded heart sound signals.

Another contribution of the paper is to divide each heart

sound sample into non-overlapping frames and then extract

features from them. This will help in improving the accu-

racy of the developed algorithm. After extracting the fea-

tures from each frame of the recorded signals, statistical

features such as mean and standard deviation were calcu-

lated from all frames as a single representative of audio

sample. The audio samples are strategically processed to

extract informative discriminatory features to determine

abnormal and normal heart sounds using supervised

classification.

For better classification of the developed algorithm,

most prominent features having lower p-value determined

from the statistical models of significance were only sub-

jected to classifiers. Another significant contribution of the

proposed work is its low time complexity for normal and

abnormal heart sound classification. Considering only most

discriminatory features for classification improves the

performance of classifiers and ensures less time complexity

and makes it acceptable for real-time applications.

The remaining structure of this paper work is as follows:

Section 2 provides information about the database which

has been used to test the developed algorithm. Section 3

describes about the proposed audio signal processing-based

methodology for proper classification of the abnormal and

normal heart sounds. It includes all the steps, like prepro-

cessing of PCG recordings of heart sounds, feature analysis

and selection of discriminatory features using p-values and
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training of different machine learning algorithms. Sec-

tion 4 describes the experimental results achieved by the

proposed algorithm. Section 4 gives an account about the

experimental results obtained from the proposed algorithm

and finally, in the last Sect. 5, a discussion about the

conclusion of the proposed work is mentioned.

2 Database used: heart sounds—materials

In the proposed methodology, experiments are accom-

plished on the PCG recorded heart sound signals database

which is created by National Institute of Health (National

Center for Research Resources) [21]. The PCG recorded

heart signals are either from healthy subjects or

pathological patients. Each audio belongs to one patient

only, and the existence of same patient file is most unlikely

in the sets. This database contains both normal as well as

abnormal sounds for training and testing purpose.

The heart sounds were recorded from different body

locations including four main locations: Aortic area, mitral

area, tricuspid area and pulmonic area. These four locations

are mostly used by doctors to listen heart sounds. The

database is basically categorized into two parts: abnormal

and normal heart sound. The abnormal heart sounds were

recorded from patient who had a confirmed cardiac disease,

typically related to defects of heart valve and coronary

artery while the normal sounds were recorded from healthy

subjects. Recorded heart sounds of this database belong to

both, children as well as adults. All the recorded heart

Table 1 Comparative table indicating the performance comparison of existing works with the proposed method

Reference Objective Data base used Feature considered Criteria for

feature selection

Classification

method

Accuracy Equal

error rate

(EER)

Vadicherla

et al. [14]

Decision support system

for heart diseases based

on sequential minimal

optimization in support

vector machine

Local heart

database 297

recordings

Sequential minimal

optimization

(SMO)

Not reported SVM 90.57% Not

reported

Kumar

et al. [15]

Heart murmur

classification with

feature selection

Local data base

81 recordings

17 features extracted SFSS SVM 95.74% Not

reported

Guraksin

et al. [16]

Classification of heart

sound based on the least

squares support vector

machine

Local database

of 120

recordings

Wavelet features Not reported LS-SVM Not

reported

Not

reported

Hadi et al.

[17]

Classification of heart

sounds on the basis of

wavelets and neural

networks

Local data base

250

recordings

Wavelet coefficients Not reported Multilayer

perceptron

neural

network

92% Not

reported

Singh et al.

[18]

Heart sounds

classification using

feature extraction of

phonocardiography

signal

PeterJ Bentley

60 recordings

23 features from

frequency domain,

time domain,

cepstrum domain

and statistical

features

Ranker and Info

gain attribute

evaluation

Bayes Net,

Naı̈ve

Bayes,

Logit Boost,

SGD

93.33% Not

reported

Mandal

et al. [19]

A new framework for

wavelet-based analysis

of acoustical cardiac

signal

Local database Wavelet basis Additive

criterion

proposed by

Coifman

Sure shrink Not

reported

Not

reported

Salleh et al.

[20]

Classification of heart

sounds based on

multipoint auscultation

system

Centre for

biomedical

engineering

MFCC and HMM SVD Not reported 94.80% Not

reported

Proposed

work

Automated classification

of normal and abnormal

PCG recorded heart

sounds

National

Institute of

Health

(National

Center for

Research

Resources)

12 statistical features Wilcoxon rank

sum rule (p-
value B 10–14)

SVM, k-NN,
random

forest,

Naı̈ve Byes

97.78% 2.22%
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signals are sampled at a frequency of 2000 Hz and are

accessible in.wav format. Figure 1 shows two samples of

normal/abnormal heart sound recording and their power

spectrum. It is clearly observed from the power spectrum

diagram that the abnormal heart sound signal has more

frequency content as compare to normal heart sound.

3 Proposed methodology: methods

The main aim of the proposed work is to develop a

machine learning-based system which can be used for

automatic diagnosis of normal and abnormal heart sound

using PCG recorded heart beats. The proposed method is

explained in Fig. 2 shows the flowchart diagram of the

proposed framework for automated diagnosis of cardiac

diseases. The proposed framework involves strategic pro-

cessing and framing of heart sounds to extract informative

features followed by an analysis to determine the most

prominent features for classification. All extracted features

are analyzed based on their p-values, and only those fea-

tures are subjected to different classifiers which are dis-

criminatory in nature. The main purpose to select the

discriminatory features is to obtain a more accurate and

precise classification of normal/abnormal heart sounds. The

proposed model is categorized into four sub-sections:

Fig. 1 a ‘‘Normal heart sound’’ recording b ‘‘Abnormal heart sound’’ recording c Power Spectrum of normal heart sound d Power spectrum of

abnormal heart sound
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• Processing and Framing, Extraction of Features

• Selection of Prominent Features and

• Supervised classification of normal/abnormal heart

sounds.

3.1 Signal preprocessing

Automatic classification of heart sounds in normal and

abnormal class is a challenging task due to the insignificant

variance in heart sounds that are coming from normal or

abnormal subjects. Keeping this in mind, there is a

requirement to develop strategic methodology which can

properly extract out the prominent and discriminatory

features from the heart signals and which may further assist

the machine learning-based classifiers in better classifica-

tion of the heart sound in terms of normal and abnormal

heart sound signals. In the proposed work, audio samples of

heartbeat are recorded with the help of PCG.

While recording, many noises and other artifacts are

also recorded. So, denoising is the first and crucial step for

proper analysis of the heart sound. For this purpose,

bandpass filter is used. The range of the used bandpass

filter is taken from 20 to 500 Hz. Lower cut-off frequency,

i.e., 20 Hz is prescribed in the used database. The filtered

signal retained all the information values corresponding to

the above-mentioned frequency ranges. Other redundant

and noisy information above 500 Hz are removed using the

bandpass filter. Figure 3a presents the PCG recorded

heartbeat signal. It contains different sort of noises which

can corrupt the signal during analysis. The signal is passed

through a band pass filter and the resultant signal is shown

in Fig. 3b.

Fig. 2 Flowchart of the proposed method for diagnosis of cardiac diseases
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3.2 Features extraction

For proper classification of the heart sound signal, most

prominent features are extracted from the recorded PCG

heart sounds. In this developed algorithm, to increase the

accuracy of the algorithm, each audio sample is split into

non-overlapping frames and then various features are

extracted from each frame of audio sample for improving

the accuracy of the developed methodology.

Size of audio frame depends upon the size of audio

sample in a proportionate optimized manner. All the heart

sound signals are sampled at 2000 Hz. Bit rate of the audio

samples is 16 bits per sample resulting into 32,000 bps.

After extracting the features from each frame of the

recorded signals, statistical features such as mean and

standard deviation were calculated from all frames as a

single representative of audio sample. Figure 4 shows

flowchart of the framing of the filtered heart signal.

3.2.1 Extraction of the features from each frame
of the heart sound

In this proposed work, six audio features (spectral centroid,

zero crossing rate, energy entropy, spectral roll off, volume

and spectral flux) are extracted from each frame of audio

sample. Then, the statistical parameters are calculated as a

single representative of that audio sample which eases the

complexity of classification as well as reduces the com-

putational time for classification.

(a) Spectral Centroid It is calculated in terms of weighted

mean of frequency in the audio sample using Fourier

transform.

Centroid ¼
PN�1

n¼0 f nð Þx nð Þ
PN�1

n¼0 x nð Þ
ð1Þ

where x(n) defines weighted frequency of bin number.

f(n) is the center frequency of bin, n is number of bin

whose range is 0 to N - 1.

(b) Energy Entropy The heart sound is divided into K sub

windows of specific duration. Energy entropy for each

frame is calculated by the equation given below:

Ij ¼ �
X

i¼1...k

r2i log2 r
2
i ð2Þ

where (r2i ) is the normalized energy calculated for each

subwindow i.

(c) Spectral Roll off It is expressed as the Kth percentile of

the total power spectral distribution in audio signal, where

K is 85% or 95% spectral roll off of audio signal. The

spectral roll off is also defined as the frequency Ft below

which 85% is concentrated magnitude distribution. It can

be calculated by the equation given below:

XRt

n¼1

Nt n½ � ¼ 0:85
XN

n¼1

Nt n½ � ð3Þ

where Nt n½ � is the amplitude of frequency component at

frequency bin n and frame t. N is total number of frequency

bin.

(d) Spectral Flux Spectral flux calculation is independent

of total power and the phase consideration. It can be used

for determining the timbre of audio. It can be calculated

using the equation given below:

Fj ¼
X

k¼0...S�1

Nj;k � Nj�1;k

� �2 ð4Þ

where Nj;k: spectral energy of jth frame for Kth sample.

(e) Zero Crossing Rate It is defined as the rate of change of

signs along the audio, i.e., it is the rate of change of signal

Fig. 3 a PCG recorded heart

sound signal b Filtered heart

sound signal
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from positive value to negative value or vice versa. ZCR

can be calculated as:

Zj ¼
1

2S

X

i¼1...S

sgn xið Þ � sgn xi�1ð Þj j ð5Þ

3.2.2 Statistical analyses of the extracted features

After extracting the different features frame-wise, statisti-

cal features like mean as well as standard deviation of all

the extracted features are calculated. This is done so that

the calculated statistical parameters act as a single repre-

sentative of that audio sample which help in reducing the

complexity of classification as well as the computational

time at the time of classification step.

Mean lð Þ ¼
P

r

P
c J a; bð Þf g
A� B

ð6Þ

StandardDeviation ðrÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P

a

P
b J a; bð Þ � lf g2

A� B

s

ð7Þ

3.3 Discriminatory feature analysis
and prominent feature selection

In the proposed work, machine learning algorithms are

used for automated classification of normal/abnormal heart

sounds for diagnosis of cardiac diseases. Accuracy and

time complexity of classification algorithm depends upon

the discriminatory features that are used in the classifica-

tion algorithm. If all the extracted features are fed to the

classifier, then it may not only affect its accuracy but at the

same time may also affect the complexity and CPU time

for calculation. Thus, optimized feature selection is a

crucial task as it enables the classifier to train faster on the

correct subset of features. It also improves the accuracy of

the developed model by making it easier to classify

between normal and abnormal heart sounds.

Initially, twelve features are extracted from recorded

heart sound sample which are further analyzed to find out

most prominent features having discriminatory properties

for accurate classification of heart sounds. In this proposed

methodology, Wilcoxon rank sum test [22] is used which

further checks discrimination for all the twelve extracted

features. Wilcoxon rank sum test is a statistical hypothesis

test which is used to find out the p-value. The most

prominent properties are selected on the basis of p-value

which is used for classification purpose. When the p-value

is lower, then it shows higher discriminatory behavior

among the features. Thus, in this paper, the p-values are

considered as the standard to select discriminatory features

for further classification. Based on the Wilcoxon rank sum

rule, p-value is calculated for all 12 extracted features and

most prominent features which have lower p-value are

finally considered for classification.

Table 2 displays the calculated mean ± standard devi-

ation along with p-value of each of the extracted 12 sta-

tistical features from the heart sound database. From

Table 1 using p-value, it is quite visible that all features are

not showing enough discrimination, which can used for

further analysis. In order to reduce the time complexity of

the classifiers and to obtain better accuracy, only most

Fig. 4 Flowchart of the method

of the framing of the filtered

heart sound
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prominent features are considered which have lower p-

value. These discriminatory features are then fed to dif-

ferent classifiers which are used in the proposed

algorithms.

Table 3 shows the selected 4 prominent features out of

the 12 features extracted and their corresponding p-values

subjected to classification. Another factor which supported

Wilcoxon rank sum (p-value) method to find out discrim-

inating behavior of feature vector is box plot of features. It

gives the clear picture of discrimination of feature vector

whether they can be used for classification purpose or not.

Box plot helps in providing a better view, regarding the

extent to which a feature is discriminative in nature.

Figure 5 presents the graphs of box plot of the selected

prominent features which are further used for the purpose

of classification. From the figure, it is clearly observed that

the selected features show the enough discrimination which

further helps in accurate categorization of abnormal and

normal heart sounds using machine learning. Figure 5

shows the graphical distribution of selected features from

normal and abnormal heart sounds. It can be seen in Fig. 6

that selected features are more significant to classify

abnormal/normal heart sounds and there is a significant gap

between the values of the features of two classes under

consideration.

3.4 Train different machine learning classifier
for the classification of recorded heart
sounds

On the basis of Wilcoxon rank sum test, four most

prominent features are fed to different classifiers for clas-

sifying recorded heart sounds as normal or abnormal class.

In this proposed algorithm, different machine learning-

based classifiers like Naı̈ve Bayes, support vector machine,

random forest and k-nearest neighbor are used. Among

these classifiers, the best performing classifier is selected

for classification.

Table 4 shows the different classifiers with different

parameters used for classification. The main control

parameters of the classification algorithms used for the

proper classification from recorded heart sounds are

explained below:

Kernel function that is used in SVM plays an important

for proper training of the SVM. Then, using the grading of

the recorded sounds provided by the doctors, support

vectors are trained as normal and abnormal. The perfor-

mance of the algorithm classification is for all possible

types of kernel and finally the best parameter is selected for

classification using test samples of recorded heart sounds.

Figure 7 presents the step wise flowchart of SVM classifier

Table 2 Extracted features from heart sounds and their corresponding p-value

S.

no.

Extracted features Normal samples

(Mean ± SD)

Abnormal samples

(Mean ± SD)

p-values Selection of prominent

feature

1 Mean: spectral centroid 0.0507 ± 0.0054 0.1188 ± 0.0327 3.27E - 14 H

2 Std. deviation: spectral

centroid

0.0421 ± 0.0186 0.0201 ± 0.0059 1.52E - 10 3

3 Mean: energy entropy

(Mean)

0.1306 ± 0.0061 0.0363 ± 0.0084 1.44E - 14 H

4 SD: energy entropy 0.0433 ± 0.0106 0.0742 ± 0.0214 6.00E - 09 3

5 Mean: spectral roll off 0.0413 ± 0.0028 0.0541 ± 0.0128 9.65E - 10 3

6 SD: spectral roll off 0.0285 ± 0.0103 0.0206 ± 0.0046 7.98E - 04 3

7 Mean: spectral flux 0.9595 ± 0.4901 2.5045 ± 0.5895 3.79E - 14 H

8 SD: spectral flux 1.8503 ± 0.6136 0.9526 ± 0.5482 9.73E - 11 3

9 Mean: zero crossing rate 0.0121 ± 0.0046 0.0528 ± 0.0160 1.43E - 14 H

10 SD: zero crossing rate 0.0231 ± 0.0126 0.0073 ± 0.0029 4.15E - 13 3

H for selected prominent features and 9 for insignificant features for classification

Table 3 Selected discriminatory features and their corresponding p-value

Selected features Normal samples (Mean ± SD) Abnormal samples (Mean ± SD) p-values

Mean: spectral centroid 0.0507 ± 0.0054 0.1188 ± 0.0327 3.27E - 14

Mean: energy entropy 0.1306 ± 0.0061 0.0363 ± 0.0084 1.44E - 14

Mean: spectral flux 0.9595 ± 0.4901 2.5045 ± 0.5895 3.79E - 14

Mean: zero crossing rate 0.0121 ± 0.0046 0.0528 ± 0.0160 1.43E - 14
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which is used to classify healthy/unhealthy recorded heart

sounds.

K-Nearest Neighbors algorithm classifies a data point on

the basis of its neighbors. It is based on the feature simi-

larity, and its distance measure metrics is selected

according to the available training dataset. Choosing the

right value of ‘‘k’’ in the processing is known as parameter

tuning. It is very important for better accuracy obtained by

k-NN algorithm. Figure 8 shows the flow diagram of the k-

NN classification algorithm which is used in this work to

classify between healthy and unhealthy heart sounds.

Naı̈ve Bayes classifier works on Bayes rule and proba-

bility measurement. Classifier is trained using training

dataset of heart sounds and best parameter setting is

selected. On the basis of probability, best prediction is

considered for classification of test sample of heart sound.

Figure 9 presents flow diagram of Naı̈ve Bayes classifica-

tion algorithm used for machine learning.

In random forest classifier, the main control parameter is

the number of decision trees. Using the training data with a

set of features and targets, the algorithm of decision tree is

generated with some specific set of rules. Performance of

the random forest classifier is checked on the same set of

rules and can be used to check the performance of the

classifier on the testing data. Figure 10 shows the flow

diagram of the random forest classifier used in this work.

To measure the performance of classifier, different

parameters like sensitivity, specificity and accuracy [27]

and Equal Error Rate [28] are calculated as follows:

Sensitivity ¼ TP

TP + FN
ð8Þ

Specificity ¼ TN

TNþ FP
ð9Þ

Accuracy ¼ TPþ TN

TPþ FPþ TNþ FN
ð10Þ

Equal Error Rate ERRð Þ ¼ FPþ FN

TPþ FPþ TNþ FN
ð11Þ

where TP is defined as true positive which presents total

number of recorded heart samples from abnormal category

which are classified as abnormal, TN is defined as True

Negative which means the total number of recorded heart

samples from normal category which are classified as

normal, FP means False Positive which is used to expres-

sed the total number normal heart samples which are

classified as abnormal while FN means False negative

which is used to defined the total number of abnormal heart

samples which are classified as normal.

The performance of classifier is measured at various

possible parameters, and best classification performance is

considered for the classification of heart sounds.
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Fig. 5 Box plots showing discriminating behavior of selected features. a Mean: spectral centroid b Mean: spectral flux c Mean: energy entropy

d Mean: zero crossing rate
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4 Experimental results and discussion

In the proposed methodology, the experiments are

accomplished on a total of 500 heart sounds recorded from

healthy patients as well as from those patients who are

suffering from some sort of cardiac diseases. No overlap-

ping audio sample is used in the experiment for training

and testing purpose. Table 5 gives a detail information

about the distribution of 250 Normal and 250 abnormal

heart sounds which are used to train the classifiers and for

testing of the developed algorithms.

Table 6 presents the performance of different classifiers

which are used to check the performance of the trained

algorithm. Table shown is divided into two sections: first

one describes the performance of the classifiers without

feature selection, while the next shows the performance

when the prominent feature are selected. From the table, it

is clearly visible that all four classifiers achieved more than

90% accuracy for classification of PCG recorded heart
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Fig. 6 Plots of selected prominent features from normal/abnormal

heart sounds (Red Line Plot defines the extracted values of normal

heart sounds. Green Line Plot defines extracted values of abnormal

heart sounds) a Mean: Spectral Centroid b Mean: Spectral flux

c Mean: Energy Entropy d Mean: Zero Crossing Rate

Table 4 Considered setting

parameters for classifiers
S. no. Classifiers Setting parameters used for classification

1. Support vector machine [23] Linear kernel

2. Naı̈ve Bayes [24] Normal distribution

3. Random forest [25] Decision trees = 75

4. k- nearest neighbors [26] Number of nearest neighbors = 5

Distance = Cosine, Rule = Nearest
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sounds as normal and abnormal. The best accuracy of

97.78% is provided by the SVM classifier with specificity

of 97.78%, sensitivity of 98.46% and equal error rate

(EER) of 2.22% for the diagnosis of cardiac disease which

can be considered as potentially an important contribution

for screening of cardiac diseases.

Tenfold cross-validation is performance to check the

accuracy of each of the used classifier. In tenfold cross-

validation, the dataset is nearly divided into k-equal seg-

ments which is called folds. Then ten iterations of training

and testing are done in such a way that in each iteration

one-fold is held for testing purpose while the remaining

Fig. 7 SVM classification used

to classify the recorded heart

sounds as healthy or unhealthy

heart sound

Parameter Selection
Training Data Base

Heart Sounds 
(Healthy/Cardiac 

Patients)

No. of Nearest 
Neighbors, Type 

of Distance

Find the k 
nearest 

neighbors to the 
Test Samples of 

Heart Sound

Set Maximum 
Label Class of 

K to Test 
Sample

Classified 
Test Sample

Test Sample
Heart Sound

Fig. 8 Flow of k-NN classifier

used to classify the recorded

heart sounds as healthy or

unhealthy heart sound

Training Set
Heart Sounds 

(Healthy/Cardiac 
Patients)

Best Prediction 
for test Sample
Healthy/Cardiac 

Patients)

Bayes Rule
(Normal 

Distribution)
Test Set

Heart Sounds

Check the 
probability of test 

data to belonging in 
possible classes
Healthy/Cardiac 

Patients)

Fig. 9 Flow diagram of Naive

Bayes classification algorithm

Multiple Decision Tree is created 
on the basis of Random Vectors

Training Data
(Heart Sounds: 

Healthy/Cardiac 
Patients)

Test Sample 

DecisionTree-T1Creation of Random 
Vectors

Results of Combine 
Decision Tree 

DecisionTree-T2 Test Sample 
Prediction

Randomize Average 
Value

DecisionTree-Tn

Fig. 10 Flow diagram of

random forest classifier

algorithm
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ninefolds are used for training. In this algorithm, the data

are arranged in such a way that in each fold classes of both

heart sound samples are comprised equally. Table 7 pre-

sents tenfold cross-validation is performance to check the

accuracy of each of the used classifier. Accuracy of each

classifier is calculated by taking the average of the total

accuracy of tenfolds. In tenfold cross-validation, the best

classifier is SVM with the accuracy of 95.62%. On eval-

uating or comparing all performed classifiers, classifiers

with prominent features are taken into consideration as

they are providing best results.

Figure 11 presents the receiver operating characteristic

(ROC) curve for all the used classifiers that are SVM,

random forest, Naı̈ve Bayes and k-NN, in a single plot. It

can be seen in Fig. 10 that for all four classifiers, ROC

curve is near to (0, 1) coordinate of the ROC space which is

the indication of best possible prediction.

It is also clear in Fig. 11 that there is no significant

difference in ROC curve for all used classifiers while

classifying the normal and abnormal heart sounds. The area

under the ROC curve or ‘‘AUC’’ (Area under curve) was

calculated from ROC curve for all four classifiers. The

value of AUC was 0.9827 for SVM classifier, 0.9956 for k-

NN classifier, 0.9870 for Naı̈ve Bayes classifier and 0.9912

for random forest classifier which shows the perfect clas-

sification. The EER is the point on the ROC curve where

negative and positive rates are equal. While developing a

system, this value is kept as small as possible.

Figure 12 is the graphical representation of comparative

performance of classifiers in terms of accuracy with/with-

out prominent feature selection and using tenfold cross-

validation. Similarly, Fig. 13 presents the comparative

performance of all the used classifiers in terms of time

Table 5 Heart sounds database used for experiments

Heart sounds No. of heart sounds used for classifier training No. of heart sounds used for testing purpose Total samples

Normal 160 90 250

Abnormal 160 90 250

Total 320 180 500

Table 6 Comparative performance of different classifiers for normal/abnormal heart sounds with/without feature selection

Classifiers TP FP TN FN Sensitivity (in %) Specificity (in %) Accuracy (in %) EER (equal error rate) CPU time (s)

Performance of classifiers without feature selection

SVM 87 6 84 3 100% 93.33 95 5 0.9700

Naı̈ve Byes 85 10 80 5 94.44% 88.88 91.66 8.34 0.9800

Random forest 85 7 83 5 94.44% 92.22 93.33 6.67 2.6400

k-NN 86 6 84 4 95.55% 93.33 94.44 5.56 2.3500

Performance of classifiers with prominent feature selection

SVM 88 2 88 2 98.46% 97.78 97.78 2.22 0.8900

Naı̈ve Byes 86 3 87 4 98.46% 95.55 96.67 3.33 0.8300

Random forest 86 2 88 4 92.30% 95.55 97.78 2.22 2.4500

k-NN 86 5 85 4 98.46 94.44 95 5 2.1800

Table 7 Comparative performance of tenfold cross-validation of different classifiers for normal/abnormal heart sounds

Classifiers Sensitivity (in %) Specificity (in %) Accuracy (in %) EER (equal error rate) CPU time (in s)

SVM 95.73 94.78 95.62 4.38 0.9100

Naı̈ve Byes 91.44 96.34 94.00 6 0.9300

Random forest 96 93.48 95.17 4.83 2.2400

k-NN 96.51 91.45 94.00 6 2.0500
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complexity with/without feature selection and using ten-

fold cross-validation.

The performance of different classifiers without feature

selection, with prominent feature selection and with tenfold

cross-validation is shown in Table 6. It clearly indicates

that performance of machine learning algorithms for

automated diagnosis of cardiac diseases has been improved

with prominent feature selection method. The SVM, Naı̈ve

Bayes and k-NN classifiers show the best performance in

terms of more accuracy and less time complexity with

prominent feature selection method. All four classifiers

with feature selection method achieved accuracy more than

95% for classification of abnormal and normal heart sound

classification which can be considered as encouraging.

The classification algorithms are implemented on a

workstation with computing tool MATLAB R2013a

installed. The workstation has a configuration of Intel�

CoreTM i5-4210U CPU@ 1.7 GHz processor, 4 GB RAM,

64-bit operating system, 9 64-based processor. The

proposed automated system required less than 2.45 s time

to test single sample which indicates that the proposed

model can be considered as a significant contribution for

diagnosis of cardiac diseases in real time.

5 Conclusion

In this developed algorithm, a supervised machine learn-

ing-based classification technique is applied to classify the

PCG recorded heart sounds as normal/abnormal. Bandpass

filter is used to remove the noise that gets recorded along

with the heart sound. Presence of any sort of noise creates

difficulty in extracting the useful information from the

recorded signals of heart sound. Various statistical features

are extracted from filtered heart sound signals. Wilcoxon

rank sum is employed to find out the most prominent and

discriminatory features among the extracted features.

Through Wilcoxon rank sum, p-value of all the extracted

features is calculated. In this paper, p-value is considered

as an important parameter, which is used to filter out the

discriminatory features for further analysis. This reduction

in generalized features space to a more specific space will

ensure better and more efficient classification. When the p-

value is lower, it shows higher level of discriminatory

behavior among the features. In the proposed work, the

features were strategically considered which are likely to

be affected during an abnormal heart functioning. Selection

of most prominent features improved the performance of

machine learning algorithms in terms of time complexity

and accuracy. The proposed method achieved 97.78%

accuracy with 97.78% sensitivity and 97.78% specificity

for abnormal and normal heart sound classification when

tested on heart sound database. The proposed model of

automated diagnosis shows high accuracy with low time

complexity as compared to existing method of

Fig. 11 ROC curve for random forest, Naı̈ve Bayes, SVM and k-NN
classifier

Fig. 12 Graphical representation of comparative classifier perfor-

mance in terms of accuracy with/without feature selection and tenfold

cross-validation

Fig. 13 Graphical representation of comparative execution time in

terms of accuracy with/without feature selection
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classification. Future work will be focused on the detection

of various kind of the abnormal heart diseases. The algo-

rithm can improve by detecting other body sounds such as

sounds coming from lungs.
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