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Abstract
Artificial bee colony (ABC) algorithm is an efficient biological-inspired optimization method, which mimics the foraging

behavior of honey bees to solve the complex and nonlinear optimization problems. However, in some cases, it suffers from

inefficient exploration, low exploitation and slow convergence rate. These shortcomings cause the problem of stagnation at

local optimumwhich is dangerous in determining the true solution (optima) of the problem. Therefore, in the present paper, an

attempt has been made toward the removal of the drawbacks from the classical ABC by proposing a novel hybrid method

called SCABC algorithm. The SCABC algorithm hybridizes the ABC with sine cosine algorithm (SCA) to upgrade the level

of exploitation and exploration in the classical ABC algorithm. The SCA is a recently introduced algorithm, which uses the

trigonometric functions sine and cosine to perform the search. The validation of the SCABC algorithm is performed on a well-

known benchmark set of 23 optimization problems. The various analysis metrics such as statistical, convergence and

performance index analysis verify the better search ability of the SCABC as compared to classical ABC, SCA. The com-

parison with some other optimization algorithms demonstrates a comparatively better state of exploitation and exploration in

the SCABC algorithm. Moreover, the SCABC is also employed on multilevel thresholding problems. The various perfor-

mance measures demonstrate the efficacy of the SCABC algorithm in determining the optimal thresholds of gray images.

Keywords Optimization � Artificial bee colony (ABC) algorithm � Sine cosine algorithm (SCA) � Hybrid algorithms �
Multilevel thresholding

1 Introduction

From some past years, the swarm intelligence-based

algorithms have gained enormous attention to solve the

complex optimization problems because of their simple

structure, easy implementation, flexibility and local optima

avoidance ability. The swarm intelligence is popular field

of nature-inspired algorithms where the information

exchange via collaborative communication between the

search agents is utilized. The information-exchange

mechanism between the search agents helps in exploring

the promising areas of the search space, and the

communication between the agents is required to avoid

local optima during the search. In the literature, numerous

algorithms are available which belong to the category of

swarm intelligence. The reason behind the existence of

large number of algorithms can be answered with the ‘‘no

free lunch theorem (NFL)’’ [1] which was the revolutionary

development in the field of nature-inspired algorithms. The

NFL opposes the existence of an ideal optimization algo-

rithm which can solve all the optimization problems. In

other words, it can be said that a particular algorithm may

be the best on a particular set of problems, but for some

other set of optimization problems, this particular algo-

rithm may perform poorly. This theorem always allows the

researchers to develop new algorithms or improve the

existing algorithms. The swarm intelligence-based algo-

rithms are widely used because they utilize less number of

parameters. Some well-known and wide applicable algo-

rithms based on swarm intelligence are particle swarm

optimization (PSO) [2], ant colony optimization (ACO) [3],
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artificial bee colony (ABC) algorithm [4], cuckoo search

(CS) [5], firefly algorithm (FA) [6], etc.

The artificial bee colony (ABC) algorithm was devel-

oped by Karaboga and Basturk [4] by mimicking the social

and foraging behavior of honey bees. Although the classical

ABC performs well on several real-life problems, in some

cases, it suffers from inefficient exploration, low exploita-

tion and slow convergence rate. Therefore, in the literature,

several attempts have been performed to tackle these issues.

For example, in [7], three modified search equations are

introduced to improve the search ability of bees in terms of

exploration and exploitation. Zhu and Kwong [8] have

proposed a gbest-guided ABC which was inspired by the

PSO. Liu et al. [9] have proposed a new search mechanism

based on the information of global best and previous best

solutions. In this search mechanism, two new scaling fac-

tors are introduced to maintain the balance between

exploitation and exploration. In [10], the diversity of the bee

colony is increased and the exploitation ability of bees is

increased by modifying the search equations. To overcome

issues in balancing, searching and convergence, several

modified search equations are proposed [11, 12]. In [13], a

multistrategy ensemble ABC algorithm is proposed which

tries to establish an appropriate balance between exploita-

tion and exploration. In order to maintain the diversity in the

algorithm and to enhance the exploration ability of bees,

multipopulation strategy is adopted [14]. In [15], to balance

between diversity and convergence in the ABC, Levy-

flight-inspired search strategy is integrated in ABC. In [16],

a modified ABC is introduced based on neighborhood

search strategy to enhance the exploration ability of bees

and to maintain the diversity in the algorithm. In order to

boost up the exploration ability of bees, ABC is hybridized

with Grey wolf optimizer algorithm [17]. In [18], a Cauchy

operator is employed to balance between global and local

search strategies. In [19], the ABC algorithm is hybridized

with Bat algorithm to enhance the exploration ability and

convergence rate in the ABC. The literature presented here

on ABC is not covering all the aspects, and therefore, the

other developments can be found in [20].

Although, in the literature, various attempts have been

done to improve the efficiency of ABC, in many cases, it

has been realized experimentally that similar to other meta-

heuristic algorithms, ABC also suffers from the imbalance

between the search operators exploration and exploitation.

Therefore, there is a chance of improving the search ability

of the classical ABC algorithm. Also, the NFL theorem

allows improving the search efficiency of the algorithm so

that it can be employed to solve complex real-life problems

with comparatively better accuracy. One way to improve

the performance of ABC algorithm can be the hybridiza-

tion with other algorithms. In the literature, various algo-

rithms are hybridized to propose a comparative better

optimization algorithm [21–26]. In these hybrid algo-

rithms, the advantages (better exploration or better

exploitation) of various algorithms are integrated. By

inspiring these concepts of hybridization, an attempt has

been made in the present paper toward the enhancement of

search efficiency of employed bees in ABC algorithm

through sine cosine algorithm (SCA) [27]. The proposed

hybrid method is named as sine cosine artificial bee colony

(SCABC). In the SCABC, the modified SCA search

equations are integrated for the employed bee phase to

level up the exploration and exploitation ability of search

agents. The modification in the classical search mechanism

of SCA is done to sustain the balance of exploration in

SCABC because the classical search equations of SCA

show the imbalance between exploration and exploitation

[28]. The investigation of the proposed SCABC is per-

formed on a well-known set of 23 benchmark problems.

The numerical results and comparison analysis through

various performance metrics verify the efficacy of the

proposed SCABC algorithm. Moreover, in the paper, the

SCABC also employed to determine the optimal thresholds

for the multilevel thresholding problem. The comparison of

results on this problem ensures that the SCABC is a

comparatively better optimization method in finding the

optimal thresholds for gray images.

The rest of the paper is arranged as follows: Sect. 2

provides an overview and conceptual description of clas-

sical ABC and classical SCA. In Sect. 3, the proposed

hybrid method called SCABC is explained in detail. Sec-

tion 4 provides the numerical experimentation and vali-

dation of the SCABC on 23 classical benchmarks. In

Sect. 5, the SCABC is employed on multilevel threshold-

ing problem. Finally, the conclusion of the work is pre-

sented in Sect. 6 with some future research directions.

2 Overview of classical ABC and SCA

In this section, the overview of classical ABC and SCA has

been presented with conceptual details and working

mechanism.

2.1 Artificial bee colony algorithm

The ABC algorithm was designed by Karaboga [4] for

global optimization by inspiring the collaborative foraging

behavior of honey bees. In ABC, the determination of

optimal solution can be regarded as the equivalent process

of foraging behavior by bees. Moreover, in the ABC, the

food sources can be regarded as the possible solutions to

the optimization problem and the amount of nectar in food

source denotes the fitness of objective function. In ABC

algorithm, the food sources are evolved in three phases—
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(1) employed bee (2) onlooker bee, and (3) scout bee. In

the algorithm, number of food sources, employed bees and

onlooker bees are considered to be equal.

In employed bee phase, each employed bee is associated

with a unique food source and tries to locate a new position

based on the information of associated food source and

random food source using the following search equation:

ui;j ¼ xi;j þ gi;j � xi;j � xk;j
� �

ð1Þ

where j represents the randomly selected dimension coor-

dinate from the set 1; 2; . . .Df g, gi;j is uniformly distributed

random number in the interval � 1; 1ð Þ. k represents the

random food source different from other than i, u~i is a

newly evolved food source by employed bee x~i. If the

newly generated solution u~i is found better in terms of

fitness value, then the old solution x~i is replaced by the

solution u~i.

After the completion of employed bee phase, the

onlooker bee phase starts. In this phase, the location and

nectar amount of food source are shared with onlooker

bees. The onlooker bees search for better locations of food

sources based on the probability pi, which can be calcu-

lated as follows:

pi ¼
fitnessi

PNf

i¼1 fitnessi
ð2Þ

where fitnessi represents the fitness of the ith food source

or nectar amount available at ith food source and Nf

denotes the number of food sources. Based on these

probabilities, onlooker bees locally exploit the neighbor-

hood areas of food sources with the help of Eq. (1). Similar

to the employed bee phase, a greedy selection is applied

here between the newly generated food source and its old

location.

When the phase of onlooker bee is completed, then the

scout bees are used to remove such food sources which are

not evolved up to some predefined limit. In the scout bee

phase, the undeveloped food sources up to the predefined

threshold limit are replaced with the uniform distributed

food sources using the following equation:

ui;j ¼ lbj þ rand � ubj � lbj
� �

ð3Þ

where lbj and ubj denote the available lower and upper

bounds for the dimension j of the ith food source.

The steps of ABC are presented in the form of pseudo-

code in Algorithm 1. Some key points in the pseudo-code

are: (1) the termination criteria for ABC algorithm are fixed

as maximum number of function evaluations (FESs); (2)

when the bee is evaluated using objective function, the FES

is increased with a number 1; and (3) the limit count

parameter lð Þ of the ABC is increased by 1 when the newly

generated food source is not better than the old one.

2.2 Sine cosine algorithm

The sine cosine algorithm [27] uses the features of

trigonometric functions sine and cosine in its search strat-

egy. This algorithm was introduced by Mirjalili in 2014

[27] for global optimization problems. Similar to other

optimization algorithms, the SCA also searches the solu-

tion randomly with the guidance of global best solution. In

the SCA, the global best solution is known as destination

point. The search equations, which are used in SCA to

evolve the position of candidate solutions, are defined as

follows:

x~i;tþ1 ¼ x~i;t þ a� sin wð Þ � c � x~D;t � x~i;t

�� �� ð4Þ

x~i;tþ1 ¼ x~i;t þ a� cos wð Þ � c � x~D;t � x~i;t

�� �� ð5Þ

where x~i;tþ1 and x~i;t denote the location of candidate solu-

tion x~i at the iterations t þ 1 and t, respectively. x~D;t rep-

resents the position of destination point obtained so far.

a;w and c are random numbers that maintain the ran-

domness in search process to prevent from the situation of

getting trapped at local optimum. Equations (4) and (5) can

be written jointly as follows:

x~i;tþ1 ¼ x~i;t

þ a� sin wð Þ � c � x~D;t � x~i;t

�� �� if rand\0:5

a� cos wð Þ � c � x~D;t � x~i;t

�� �� otherwise

�

ð6Þ

where rand represents the uniformly distributed random

number from the interval (0, 1). This random number helps

to transit from cosine to sine function and vice versa.

In the search mechanism of the SCA, the random

number a is responsible for the exploration and exploita-

tion of search space. The value of a which is adopted in the

SCA is formulated as follows:

a ¼ 2� 2� t

T

� �
ð7Þ

where t represents the current iteration and T is the max-

imum number of iterations. From Eq. (7), it can be seen

that random number a linearly decreases from the value 2

to 0. The value of a which lies in the interval 1; 2ð Þ sup-

ports to the exploration, and in this situation, new

promising areas of the search space are discovered. When

the value of a lies in the interval 0; 1ð Þ, the regions of the

search space which are already discovered are exploited.

Thus, the parameter a helps to transit from the exploration

phase to the exploitation phase. This transition maintains

the balance between exploitation and exploration. The

random number w decides the movement of the current

solution x~i either toward the destination point or outwards

the destination point. The random number c is introduced

to support the exploration of search space when the
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parameter a fails. The parameter c randomly explores and

exploits the search space within the algorithm. The

framework of classical SCA is provides in Algorithm 1.

3 Proposed hybrid method: SCABC

This section introduces the proposed hybrid method called

SCABC. First, the motivations of hybridizing SCA and

ABC are provided in detail. Second, the search strategy of

SCABC has been discussed with pseudo-code.

3.1 Motivations

In the ABC algorithm, the employed bees are associated

with food sources by one-to-one correspondence. The

information of nectar amount available at food source is

passed to the onlooker bees by employed bees so that bees

can concentrate on more promising food sources. Thus, the

employed bee phase plays an important role during the

search process to explore more promising regions. The

employed bee searches new food source randomly without

any guidance which may decrease the convergence rate.

Here, the slow convergence occurs due to the worthless and

irregular exploration produced by search equation of clas-

sical ABC algorithm. Therefore, an intelligent explorative

behavior with proper balance between the operators’

exploration and exploitation can be prepared for the

employed bee phase.

In the literature, it has been found that the SCA is rich in

exploration and tries to move from the exploration phase to

the exploitation over the iterations. But, sometimes the

algorithm faces the problem of high diversity at early

stages of the algorithm, which degrade the performance of

the algorithm, and skips the true solutions during the

search. The low exploitation at early iterations and low

exploration at the later iterations of algorithm may cause

the problem of slow convergence and premature conver-

gence, respectively. Therefore, an appropriate balance

between exploration and exploitation can be maintained

with the help of some memory-based information. The

shortcoming of high diversity in SCA can be alleviated by

integrating the elite guidance, and this guidance may be

useful for employed bees to prevent from irregular explo-

ration. Therefore, by inspiring from all the above advan-

tages and to improve the efficiency of both the algorithms,

the present work hybridizes the ABC algorithm with SCA.

3.2 The conceptual description of proposed
SCABC algorithm

The proposed SCABC algorithm can be considered as an

extended ABC algorithm in which the employed bee phase

is improved by the modified search equations of SCA. The

modifications in the search mechanism of classical SCA

are done to provide an elite guidance for the candidate

solutions. The integrated elite guidance tries to detract the

problem of high diversity from the classical search equa-

tion of SCA. The modified search equation of SCA is as

follows:

x~i;tþ1 ¼ x~D;t

þ

fbest

fworst

����

����� sin wð Þ � c � x~D;t � x~i;t

�� �� if rand\0:5

fbest

fworst

����

����� cos wð Þ � c � x~D;t � x~i;t

�� �� otherwise

8
>><

>>:

ð8Þ
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where the coefficient c and the parameters w; rand are same

as defined in Sect. 2.2. fbest represents the objective func-

tion value at destination point x~D;t, and fworst represents the

worst food source in terms of objective function value.

Whenever fworst ¼ 0, then it is replaced by sufficiently large

real number. From the search equation, it is clear that the

ratio fbest
fworst

���
��� generates a real number between 0 and 1. This

ratio controls the amplification of the difference vector

c � x~D;t � x~i;t

�� �� and maintains the exploration and exploita-

tion within the algorithm. The steps involved in the

SCABC are presented in Algorithm 2. The flowchart of the

algorithm is shown in Fig. 1.
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4 Experimental validation of proposed
SCABC algorithm

In this section, the proposed hybrid method called SCABC

is evaluated on a classical benchmark set. This test set

contains 23 well-known benchmark problems which are

collected from various sources, and many researchers have

been used them to evaluate their algorithms [29–32]. The

description of these problems is presented in Table 1.

These problems are of minimization type. In this set, first

10 problems are unimodal while remaining are multimodal

problems. In the experiments, the number of search agents

is fixed to 50 and maximum function evaluations (the ter-

mination criteria) are fixed to 2� 105.

4.1 Numerical results and analysis

In this section, the numerical results obtained by the clas-

sical ABC, classical SCA and the proposed SCABC algo-

rithms are recorded and presented in Tables 2 and 3

corresponding to 10- and 30-dimensional problems,

respectively. In these tables, the best, average, median,

worst and standard deviation value of the objective func-

tion values recorded over 30 independent trails. Since the

problems are of minimization type, therefore, between two

different objective function values of a particular problem,

the one having less value is better. These better values are

highlighted with boldface in Tables 2 and 3. The data of

results obtained by the SCABC, ABC and SCA algo-

rithms in 30 independent trials are presented in the form of

boxplots in Fig. 2. The boxplots clearly demonstrate that

the results obtained by the SCABC are satisfactory as

compared to the SCA and ABC algorithms. This is due to

the reason that 25th and 75th percentiles of samples col-

lected for proposed SCABC algorithm decline toward the

minimum solution within a narrow interquartile range.

4.1.1 Comparison of results in terms of exploitation
strength

In the benchmark set, the problems from F1 to F10 are

unimodal, and in these problems only one minima is pre-

sent which is known as global minima. Therefore, these

problems are generally used to evaluate the exploitation

strength and convergence rate of algorithms. On the test

problems F1–F5, F7, F8 and F10, the proposed SCABC is

better than the classical ABC and classical SCA in all the

statistics such as best, median, average, maximum and

standard deviation values of objective function corre-

sponding to the 10- and 30-dimensional problems. In

10-dimensional F6, the SCABC provides better median

and best value of the objective function as compared to the

other algorithms. Average and worst value is better in

ABC, and the standard deviation value is better in the SCA

as compared to the other algorithms. In 30-dimensional F6,

the best value is better in ABC, median value is better in

SCABC and other statistics are better in the SCA as

compared to the other algorithms. For the 10-dimensional

F9, the classical SCA is better than the classical ABC and

the proposed SCABC algorithms in terms of all the

statistics. In 30-dimensional F9, the SCABC algorithm is

better than the classical ABC and classical SCA in terms of

average, worst and standard deviation values of the

objective function. In terms of best and median value of the

objective function, the classical SCA is better than other

algorithms for 30-dimensional F9. Hence, from the com-

parison of results on unimodal problems demonstrates the

better search ability of the SCABC algorithm in terms of

exploitation strength and convergence rate as compared to

the ABC and SCA.

Start

Apply the onlooker bee phase 

Ini�aliza�on the food source posi�ons for 
employed bees

Ini�alize the algorithm parameters
 and 

Improve the food source associated with 
employed bees by equa�on (8) 

Is the termina�on criteria 
sa�sfied ?

No

Yes

End

maxFES maxl

Evaluate the fitness of each food source
and select the best food source

Apply the scout bee phase

Return the best food 
source

Fig. 1 Flowchart of proposed SCABC algorithm
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Table 1 Description of the classical benchmark problems

Test problem Range of search space Fmin

F1 xð Þ ¼
Pd

i¼1

x2i
�100; 100½ � 0

F2 xð Þ ¼
Pd

i¼1

ix2i
�10; 10½ � 0

F3 xð Þ ¼
Pd

i¼1

xij j þ
Qd

i¼1

xij j
�10; 10½ � 0

F4 xð Þ ¼
Pd

i¼1

Pi

j�1

xi

 !2 �100; 100½ � 0

F5 xð Þ ¼ maxi xij j; 1� i� df g �100; 100½ � 0

F6 xð Þ ¼
Pd�1

i¼1

100 xiþ1 � x2i
� �2þðxi � 1Þ2

h i �30; 30½ � 0

F7 xð Þ ¼
Pd

i¼1

xi þ 0:5½ �ð Þ2
�100; 100½ � 0

F8 xð Þ ¼
Pd

i¼1

i � x4i
�1:28; 1:28½ � 0

F9 xð Þ ¼
Pd

i¼1

i � x4i þ rand 0; 1½ Þ
�1:28; 1:28½ � 0

F10 xð Þ ¼
Pd

i¼1

xij jiþ1 �1; 1½ � 0

F11 xð Þ ¼
Pd

i¼1

�xi sin
ffiffiffiffiffiffi
xij j

p� � �500; 500½ � � 418:9829� d

F12 xð Þ ¼
Pd

i¼1

x2i � 10 cos 2pxið Þ þ 10
	 
 �5:12; 5:12½ � 0

F13 xð Þ ¼
Pd

i¼1

�20 exp � 0:2
ffiffi
1
d

q Pd

i¼1

x2i

� �
� exp 1

d

Pd

i¼1

cos 2pxið Þ
� �

þ 20þ e
�32; 32½ � 0

F14 xð Þ ¼ 1
4
� 10�3

Pd

i¼1

x2i �
Qd

i¼1

cos xi=
ffiffi
i

p� �
þ 1Þ

�600; 600½ � 0

F15 xð Þ ¼ p
d

10 sin py1ð Þ þ
Xd�1

i¼1

yi � 1ð Þ2 1þ 10 sin2 pyiþ1ð Þ
	 


þ yn � 1ð Þ2
( )

þ
Xd

i¼1

u xi; 10; 100; 4ð Þ

yi ¼
xi þ 5

4

u xi; a; k;mð Þ ¼
k xi � að Þm if xi [ a

k �xi � að Þm if xi\� a

0 otherwise

8
><

>:

�50; 50½ � 0

F16 xð Þ ¼0:1� sin2 3px1ð Þ þ
Xd

i¼1

xi � 1ð Þ2 1þ sin2 1þ 3pxið Þ
	 


þ xd � 1ð Þ2 1þ sin2 2pxnð Þ
	 


( )

þ
Xd

i¼1

u xi; 5; 100; 4ð Þ

�50; 50½ � 0

F17 xð Þ ¼
Pd

i¼1

xi sin xið Þ þ 0:1xij j
�10; 10½ � 0

F18 xð Þ ¼ 0:1d � 0:1
Pd

i¼1

cosð5pxiÞ �
Pd

i¼1

x2i

� � �1; 1½ � 0

F19 xð Þ ¼
Pd

i¼1

x2i þ
Pd

i¼1

0:5ixi

� �2

þ
Pd

i¼1

0:5ixi

� �4 �5; 10½ � 0

F20 xð Þ ¼
Pd

i¼1

ð106Þ i�1ð Þ= d�1ð Þ
x2i

�100; 100½ � 0
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Table 1 (continued)

Test problem Range of search space Fmin

F21 xð Þ ¼ �1ð Þdþ1Qd

i¼1

cos xið Þ � e
�
Pd

i¼1

xi�pð Þ2
 � �100; 100½ � 0

F22 xð Þ ¼ 1� cosð2p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pd

i¼1

x2i

� �s !

þ 0:1�
ffiffiffiffiffiffiffiffiffiffiffi
Pd

i¼1

x2i

s �100; 100½ � 0

F23 xð Þ ¼ 0:5þ
sin2

ffiffiffiffiffiffiffiffiffiffiffiffiffiPd

i¼1
x2
i

q� �
�0:5

1þ0:001
Pd

i¼1
x2
i

� �� �2

�100; 100½ � 0

Table 2 Comparison of results obtained by ABC, SCA and proposed SCABC algorithms on classical benchmark problems with dimension 10

Test function Algorithm Best Median Average Worst STD

F1 ABC 9.44E-09 6.64E-08 1.03E-07 3.46E-07 9.32E-08

SCA 3.06E-149 5.33E-141 2.56E-132 7.65E-131 1.40E-131

SCABC 0.00E100 0.00E100 0.00E100 0.00E100 0.00E100

F2 ABC 8.16E-10 5.07E-09 7.93E-09 4.14E-08 8.46E-09

SCA 3.88E-150 1.45E-140 6.23E-133 1.74E-131 3.17E-132

SCABC 0.00E100 0.00E100 0.00E100 0.00E100 0.00E100

F3 ABC 2.20E-05 6.50E-05 7.24E-05 1.45E-04 3.35E-05

SCA 1.02E-97 2.11E-89 6.59E-82 1.98E-80 3.61E-81

SCABC 0.00E100 0.00E100 0.00E100 0.00E100 0.00E100

F4 ABC 1.94E?02 4.40E?02 4.45E?02 7.01E?02 1.45E?02

SCA 3.46E-80 1.20E-67 1.11E-57 3.27E-56 5.97E-57

SCABC 1.71E2194 3.02E2185 8.42E2176 2.49E2174 0.00E100

F5 ABC 4.32E?00 6.83E?00 6.69E?00 1.08E?01 1.64E?00

SCA 2.52E-49 8.21E-47 4.19E-39 1.26E-37 2.29E-38

SCABC 4.30E2142 5.44E2135 2.32E2132 5.05E2131 9.37E2132

F6 ABC 1.01E?00 4.40E?00 4.38E100 7.71E100 1.92E?00

SCA 6.10E?00 6.48E?00 6.60E?00 7.24E?00 3.86E201

SCABC 4.77E202 1.04E201 1.43E?01 1.16E?02 3.46E?01

F7 ABC 1.15E-08 1.16E-07 1.49E-07 6.15E-07 1.28E-07

SCA 8.02E-02 1.47E-01 1.62E-01 3.47E-01 7.33E-02

SCABC 6.07E231 1.66E226 1.14E223 2.14E222 4.11E223

F8 ABC 2.55E-24 8.37E-22 3.55E-21 2.57E-20 6.90E-21

SCA 1.83E-254 3.08E-234 1.01E-210 3.02E-209 0.00E100

SCABC 0.00E100 0.00E100 0.00E100 0.00E100 0.00E100

F9 ABC 8.12E-03 1.39E-02 1.55E-02 3.22E-02 5.37E-03

SCA 2.41E205 1.18E204 2.02E204 6.12E204 1.82E204

SCABC 2.08E-03 3.36E-03 3.40E-03 5.10E-03 7.43E-04

F10 ABC 3.67E-19 2.54E-16 6.93E-16 5.84E-15 1.15E-15

SCA 3.44E-282 2.84E-270 2.45E-257 7.36E-256 0.00E100

SCABC 0.00E100 0.00E100 0.00E100 0.00E100 0.00E100

F11 ABC - 4.19E?03 - 4.18E?03 - 4.17E?03 - 4.07E?03 2.53E?01

SCA - 2.78E?03 - 2.50E?03 - 2.48E?03 - 2.18E?03 1.32E?02

SCABC 2 4.19E103 2 4.19E103 2 4.19E103 2 4.19E103 1.08E201

F12 ABC 1.78E-03 9.41E-02 2.05E-01 1.01E?00 2.71E-01

SCA 0.00E100 0.00E100 7.55E204 2.27E202 4.14E203

SCABC 0.00E100 4.48E?00 4.34E?00 9.95E?00 1.74E?00
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4.1.2 Comparison of results in terms of exploration
strength

The test problems from F11 to F23 in the benchmark set

are multimodal problems where several local optima are

present. In the test problems F11, F13, F19 and F20, the

proposed SCABC algorithm provides better results in terms

of all the statistics as compared to the classical ABC and

classical SCA for 10- and 30-dimensional problems. In the

problem F18, the SCABC and SCA provide the optima of

the problem and are better than the classical ABC algo-

rithm for both 10 and 30 dimensions. In the problems F15,

F16, F22 and F23, the proposed SCABC algorithm is

either performed better or very competitive than the ABC

and SCA. In the problem F12, the SCA and ABC both are

better than the SCABC algorithm. The objective function

in the problem F12 is also known as Rastrigin function.

This function has large number of local optima, and

therefore, the high diversity is needed. Since the SCA and

ABC show high diversity during its search mechanism, it

can be observed from the results that the SCA and ABC

have outperformed on this problem. The SCABC tries to

achieve a stable stage of exploration and exploitation, and

therefore, a leading guidance for the employed bees is

added into the search mechanism. This leading guidance

reduces the high diversity, and therefore, the performance

Table 2 (continued)

Test function Algorithm Best Median Average Worst STD

F13 ABC 2.08E-03 6.00E-03 6.62E-03 1.53E-02 3.22E-03

SCA 8.88E216 4.44E-15 3.14E-15 4.44E-15 1.74E-15

SCABC 8.88E216 8.88E216 8.88E216 8.88E216 0.00E100

F14 ABC 2.68E-04 7.15E-03 7.62E-03 2.26E-02 5.66E-03

SCA 0.00E100 0.00E100 0.00E100 0.00E100 0.00E100

SCABC 0.00E100 1.23E-07 1.42E-07 5.46E-07 1.19E-07

F15 ABC 1.53E-09 3.85E-08 5.93E208 1.92E207 5.23E208

SCA 8.65E-03 4.22E-02 3.81E-02 6.81E-02 1.69E-02

SCABC 1.77E231 1.16E225 5.62E-01 1.06E?01 1.98E?00

F16 ABC 2.41E-08 2.00E-07 2.40E207 7.30E207 1.80E207

SCA 6.95E-02 1.39E-01 1.49E-01 2.86E-01 6.87E-02

SCABC 1.48E229 1.31E225 2.33E-02 1.96E-01 4.94E-02

F17 ABC 2.59E-04 7.07E-04 7.07E-04 1.30E-03 2.55E-04

SCA 1.10E289 1.27E283 4.25E259 1.27E257 2.33E258

SCABC 1.05E-15 5.44E-15 5.59E-15 1.07E-14 2.31E-15

F18 ABC 9.21E-11 8.71E-10 1.17E-09 5.51E-09 1.28E-09

SCA 0.00E100 0.00E100 0.00E100 0.00E100 0.00E100

SCABC 0.00E100 0.00E100 0.00E100 0.00E100 0.00E100

F19 ABC 4.90E?00 1.18E?01 1.21E?01 2.30E?01 4.50E?00

SCA 2.62E-90 3.13E-84 1.01E-77 3.03E-76 5.54E-77

SCABC 3.28E2252 7.49E2248 2.00E2245 5.83E2244 0.00E100

F20 ABC 1.42E-04 2.27E-03 3.83E-03 1.64E-02 3.96E-03

SCA 4.57E-146 1.19E-136 9.16E-129 1.47E-127 3.38E-128

SCABC 0.00E100 0.00E100 0.00E100 0.00E100 0.00E100

F21 ABC 0.00E100 0.00E100 0.00E100 0.00E100 0.00E100

SCA 0.00E100 0.00E100 0.00E100 0.00E100 0.00E100

SCABC 0.00E100 0.00E100 0.00E100 0.00E100 0.00E100

F22 ABC 5.00E-01 7.06E-01 7.34E-01 1.00E?00 1.16E-01

SCA 9.99E202 9.99E202 9.99E-02 9.99E202 4.05E-09

SCABC 9.99E202 9.99E202 9.99E202 9.99E202 4.49E217

F23 ABC 7.82E-02 2.28E-01 2.09E-01 3.12E-01 4.64E-02

SCA 9.72E203 9.72E203 9.72E203 9.72E203 2.50E209

SCABC 9.72E203 9.72E203 1.06E-02 3.72E-02 5.02E-03
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Table 3 Comparison of results obtained by ABC, SCA and proposed SCABC algorithms on classical benchmark problems with dimension 30

Test function Algorithm Best Median Average Worst STD

F1 ABC 6.97E-07 4.59E-06 8.28E-06 2.40E-05 7.35E-06

SCA 3.59E-33 3.53E-27 3.43E-20 1.00E-18 1.83E-19

SCABC 1.95E2281 1.04E2277 2.25E2274 4.11E2273 0.00E100

F2 ABC 4.38E-08 6.41E-07 8.30E-07 3.50E-06 7.57E-07

SCA 1.92E-34 1.72E-28 2.29E-23 5.15E-22 9.77E-23

SCABC 1.52E2283 1.09E2277 1.94E2276 3.35E2275 0.00E100

F3 ABC 1.43E-04 4.90E-04 5.54E-04 1.33E-03 2.91E-04

SCA 7.47E-33 4.73E-27 1.01E-24 1.19E-23 2.90E-24

SCABC 3.76E2206 1.08E2202 8.46E2201 1.65E2199 0.00E100

F4 ABC 1.13E?04 1.57E?04 1.56E?04 1.95E?04 2.00E?03

SCA 3.26E-03 1.25E?01 1.84E?02 2.93E?03 5.56E?02

SCABC 6.22E256 3.97E247 2.44E241 7.01E240 1.28E240

F5 ABC 3.34E?01 4.28E?01 4.17E?01 4.89E?01 4.07E?00

SCA 4.19E-04 4.56E-02 1.69E-01 1.00E?00 2.54E-01

SCABC 1.47E251 1.24E246 4.43E202 1.33E100 2.43E201

F6 ABC 1.29E101 3.19E?01 3.30E?01 5.80E?01 1.02E?01

SCA 2.63E?01 2.73E?01 2.73E101 2.81E101 5.20E201

SCABC 2.04E?01 2.28E101 3.39E?01 1.52E?02 3.42E?01

F7 ABC 5.31E-07 6.18E-06 7.55E-06 2.65E-05 6.73E-06

SCA 3.24E?00 3.65E?00 3.70E?00 4.52E?00 3.03E-01

SCABC 5.39E225 2.03E224 2.89E224 7.70E224 2.10E224

F8 ABC 8.48E-21 1.90E-18 1.42E-17 1.70E-16 3.55E-17

SCA 4.07E-45 4.15E-34 2.91E-26 7.76E-25 1.42E-25

SCABC 0.00E100 0.00E100 0.00E100 0.00E100 0.00E100

F9 ABC 8.39E-02 2.12E-01 2.06E-01 2.51E-01 3.67E-02

SCA 2.34E204 1.93E203 2.95E-03 1.10E-02 2.67E-03

SCABC 1.50E-03 2.66E-03 2.68E203 3.92E203 5.93E204

F10 ABC 6.04E-17 2.76E-14 8.29E-14 5.15E-13 1.35E-13

SCA 4.54E-75 3.97E-56 1.67E-38 5.01E-37 9.15E-38

SCABC 0.00E100 0.00E100 0.00E100 0.00E100 0.00E100

F11 ABC - 1.19E?04 - 1.18E?04 - 1.18E?04 - 1.15E?04 1.05E?02

SCA - 4.75E?03 - 4.37E?03 - 4.35E?03 - 3.84E?03 2.47E?02

SCABC 2 1.26E104 2 1.26E104 2 1.26E104 2 1.26E104 2.89E201

F12 ABC 2.39E?00 5.57E?00 5.51E?00 7.86E?00 1.33E100

SCA 0.00E100 0.00E100 2.45E201 7.36E100 1.34E?00

SCABC 2.29E?01 3.63E?01 3.61E?01 4.78E?01 6.72E?00

F13 ABC 1.68E-02 5.20E-02 5.95E-02 1.41E-01 3.28E-02

SCA 7.99E-15 1.96E?01 1.33E?01 2.02E?01 8.79E?00

SCABC 8.88E216 8.88E216 8.88E216 8.88E216 0.00E100

F14 ABC 2.67E-05 9.52E-04 1.98E-03 1.35E202 2.76E203

SCA 0.00E100 0.00E100 1.85E203 5.56E-02 1.01E-02

SCABC 0.00E100 0.00E100 1.46E-02 1.08E-01 2.33E-02

F15 ABC 1.27E-08 3.05E-07 4.90E207 2.11E206 5.16E207

SCA 2.80E-01 3.77E-01 3.64E-01 4.49E-01 4.79E-02

SCABC 3.34E226 3.63E224 4.84E-02 3.11E-01 7.57E-02

F16 ABC 2.68E-07 8.24E206 1.15E205 3.85E205 1.03E205

SCA 1.70E?00 2.08E?00 2.05E?00 2.31E?00 1.51E-01

SCABC 1.31E224 4.39E-02 6.67E-02 2.22E-01 7.66E-02
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of classical ABC is better than the SCABC algorithm on

the problem F12. In the problem F14, the performance of

the classical ABC and SCABC algorithms is very com-

petitive to each other. On the 10-dimensional F14, the

classical SCA performs much better than the SCABC

algorithm, but for the dimension 30, the SCABC and

classical SCA provide very competitive results. The pres-

ence of high diversity in the SCA is the reason for better

performance on this instance as compared to the SCABC

algorithm. In F17, the proposed SCABC algorithm is better

than the classical ABC but worse than the classical SCA

because this problem has large number of local optima

which requires high diversity in the applied algorithm, and

in the literature, it has been observed that the SCA is rich in

diversity. In the problem F21, all the algorithms provide

the optima (0). Hence, the performance of the proposed

SCABC algorithm on most of the multimodal problems

demonstrates the better search efficiency of the SCABC

algorithm than the classical ABC and classical SCA in

terms of better exploration and local optima avoidance

ability.

Thus, the overall comparison of results based on best,

average, median, worst and standard deviation of the

objective function values verifies that the proposed SCABC

is a better optimization method than the classical ABC and

classical SCA.

4.2 Statistical validity of the results

In order to demonstrate the significant difference between

the proposed search strategy in SCABC and algorithms

ABC and SCA, a nonparametric Wilcoxon signed-rank test

is applied on the obtained results from these algorithms. A

nonparametric test is selected because it can be applied

without any information about the distribution of data set

of results. In the nonparametric test, the measure of central

tendency is median and this can be considered as better

representative to represent the significant improvement in

the algorithm. In this section, the Wilcoxon test is applied

at 5% significance level. The obtained p-values along with

the outcomes obtained from Wilcoxon test are presented in

Tables 4 and 5 corresponding to 10- and 30-dimensional

benchmark problems. In the table, ‘?/-/=’ signs are used

to denote that the proposed SCABC algorithm is better

than, worse than or similar to its competitor.

Table 3 (continued)

Test function Algorithm Best Median Average Worst STD

F17 ABC 2.88E-03 1.64E-02 1.68E-02 4.05E-02 9.65E-03

SCA 3.29E226 1.31E218 2.02E-01 6.05E?00 1.11E?00

SCABC 8.04E-07 2.78E-06 2.95E206 8.49E206 1.66E206

F18 ABC 1.17E-08 7.03E-08 7.44E-08 2.44E-07 5.71E-08

SCA 0.00E100 0.00E100 0.00E100 0.00E100 0.00E100

SCABC 0.00E100 0.00E100 0.00E100 0.00E100 0.00E100

F19 ABC 1.90E?02 2.46E?02 2.42E?02 2.90E?02 2.40E?01

SCA 5.55E-07 8.76E-05 1.03E-01 2.87E?00 5.22E-01

SCABC 2.21E285 5.00E282 3.23E280 4.60E279 9.43E280

F20 ABC 4.64E-03 7.96E-02 1.13E-01 3.30E-01 9.84E-02

SCA 2.44E-33 1.33E-25 2.67E-19 7.90E-18 1.44E-18

SCABC 3.27E2277 1.37E2274 5.33E2272 1.26E2270 0.00E100

F21 ABC 0.00E?00 0.00E?00 0.00E?00 0.00E?00 0.00E?00

SCA 0.00E?00 0.00E?00 0.00E?00 0.00E?00 0.00E?00

SCABC 0.00E?00 0.00E?00 0.00E?00 0.00E?00 0.00E?00

F22 ABC 3.00E?00 4.00E?00 3.98E?00 4.40E?00 2.88E-01

SCA 9.99E202 9.99E202 1.20E201 2.00E201 4.07E202

SCABC 9.99E202 2.00E-01 1.80E-01 3.00E-01 4.84E-02

F23 ABC 4.93E-01 4.97E-01 4.97E-01 4.98E-01 1.24E-03

SCA 9.72E203 9.72E203 1.43E202 3.72E202 1.04E-02

SCABC 9.72E203 3.72E-02 3.45E-02 3.72E202 8.34E203
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4.3 Convergence behavior analysis

In this section, the convergence curves have been plotted to

observe the convergence rate and search ability of algo-

rithms to locate the optima of test problems. The conver-

gence curves are plotted in Figs. 3 and 4 by considering the

median value of objective functions obtained in 30 inde-

pendent trials of algorithms. In Fig. 3, the convergence

curves are shown for unimodal problems, and in Fig. 4, the

convergence curves are plotted for multimodal problems.

In these curves, the horizontal axis depicts the iterations

and the vertical axis represents the objective function

values. From the convergence curves of unimodal test

problems, it can be assured that in terms of convergence

rate the SCABC algorithm is better than ABC and SCA.

From the convergence curves corresponding to the multi-

modal problems from F11 to F23, it can be observed that in

most of the problems the SCABC algorithm has shown its

better search efficiency as compared to ABC and SCA.

4.4 Performance index analysis

In this section, the proposed hybrid method SCABC is

compared with ABC and SCA in terms of success rate,

Table 4 Statistical outcomes obtained by applying Wilcoxon signed-rank test for 10-dimensional classical benchmark problems

Test function SCABC versus ABC SCABC versus SCA Test function SCABC versus ABC SCABC versus SCA

F1 ? (1.74E-06) ? (1.74E-06) F13 ? (1.74E-06) ? (1.31E-05)

F2 ? (1.74E-06) ? (1.74E-06) F14 - (2.35E-06) - (3.79E-06)

F3 ? (1.74E-06) ? (1.74E-06) F15 = (6.43E-01) = (6.43E-01)

F4 ? (1.74E-06) ? (1.74E-06) F16 = (3.71E-01) ? (2.60E-06)

F5 ? (1.74E-06) ? (1.74E-06) F17 ? (1.74E-06) - (1.74E-06)

F6 = (5.72E-02) ? (1.48E-02) F18 ? (1.74E-06) = (1.00E?00)

F7 ? (1.74E-06) ? (1.74E-06) F19 ? (1.74E-06) ? (1.74E-06)

F8 ? (1.74E-06) ? (1.74E-06) F20 ? (1.74E-06) ? (1.74E-06)

F9 ? (1.74E-06) - (1.74E-06) F21 = (1.00E?00) = (1.00E?00)

F10 ? (1.74E-06) ? (1.74E-06) F22 ? (1.74E-06) ? (1.74E-06)

F11 ? (1.74E-06) ? (1.74E-06) F23 ? (1.74E-06) - (3.11E-05)

F12 - (1.92E-06) - (2.56E-06)

Overall outcomes

?/-/= 16/3/4 16/4/3

Table 5 Statistical outcomes obtained by applying Wilcoxon signed-rank test for 30-dimensional classical benchmark problems

Test function SCABC versus ABC SCABC versus SCA Test function SCABC versus ABC SCABC versus SCA

F1 ? (1.74E-06) ? (1.74E-06) F13 ? (1.74E-06) ? (1.74E-06)

F2 ? (1.74E-06) ? (1.74E-06) F14 = (5.71E-01) - (4.18E-03)

F3 ? (1.74E-06) ? (1.74E-06) F15 = (3.82E-01) ? (1.74E-06)

F4 ? (1.74E-06) ? (1.74E-06) F16 - (1.48E-03) ? (1.74E-06)

F5 ? (1.74E-06) ? (3.11E-05) F17 ? (1.74E-06) - (3.59E-04)

F6 ? (1.40E-02) ? (2.77E-03) F18 ? (1.74E-06) = (1.00E?00)

F7 ? (1.74E-06) ? (1.74E-06) F19 ? (1.74E-06) ? (1.74E-06)

F8 ? (1.74E-06) ? (1.74E-06) F20 ? (1.74E-06) ? (1.74E-06)

F9 ? (1.74E-06) = (1.48E-03) F21 = (1.00E?00) = (1.00E?00)

F10 ? (1.74E-06) ? (1.74E-06) F22 ? (1.74E-06) - (4.68E-03)

F11 ? (1.74E-06) ? (1.74E-06) F23 ? (1.74E-06) - (2.60E-05)

F12 - (1.74E-06) - (1.74E-06)

Overall outcomes

?/-/= 20/2/1 15/5/3
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Fig. 4 Convergence curves corresponding to the multimodal problems
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time complexity and error value by performance index (PI)

analysis metric [33]. The relative performance of an

Algorithm A using PI can be calculated as follows:

PIA ¼ 1

NP

XNP

i¼1

l1a1 þ l2a2 þ l3a3 ð9Þ

where a1 ¼ SR
i

TRi, a2 ¼ MTi

AT
i , and a3 ¼ MEi

AE
i . SR

i: number of

successful runs for the ith problem. TRi: total number of

runs conducted for the ith problem. MTi: minimum of

mean computational time taken by all the algorithms for

the ith problem. ATi: mean computational time taken by an

algorithm for the ith problem. MEi: minimum value of

mean error obtained for the ith problem. AEP: mean error

obtained by an algorithm for the ith problem. NP: total

number of problems, and l1; l2 and l3 are nonnegative

weights (l1 þ l2 þ l3 ¼ 1) associated with success rate

a1, computational time term a2, and error term a3. The

three different cases based on the weights assigned to the

success, time and error terms are as follows:

Case I l1 ¼ w; l2 ¼
1�wð Þ
2

and l3 ¼
1�wð Þ
2

; 0�w� 1

Case II l1 ¼
1�wð Þ
2

; l2 ¼ w and l3 ¼
1�wð Þ
2

; 0�w� 1

Case III l1 ¼
1�wð Þ
2

; l2 ¼
1�wð Þ
2

and l3 ¼ w; 0�w� 1

The PI curves for all the above three cases are plotted in

Fig. 5. In the case I, equal weights are provided to the error

and computational time. It can be observed from Fig. 5a

that PI of SCABC is higher than ABC for all the weights

and higher than SCA for w� 0:5: In case II, equal weights

are provided to the success and error term. From Fig. 5b, it

is clear that the PI graph is decreased for SCABC with the

weight w assigned to the computational time, which shows

that SCABC takes more time to solve the problem as

compared to SCA and ABC. In the case III, equal weights

are provided to the computational time and success term.

From Fig. 5c, it can be analyzed that PI of the proposed
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Fig. 5 Performance index (PI) for the cases I, II and III
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SCABC algorithm is higher than ABC for all the weights

and higher than SCA for w� 0:4. Overall, in order to

achieve comparatively more success and to provide less

error, the proposed SCABC algorithm can be recom-

mended over SCA and ABC.

4.5 Comparisons of the proposed SCABC
algorithm with some other nature-inspired
algorithms

This section compares the performance of the SCABC

algorithm with some other nature-inspired optimization

algorithms. The comparison has been performed at same

parameter settings as used for SCABC algorithm on the

same set of benchmark problems given in Table 1. The

results obtained from various algorithms such as basic

version of PSO (Basic PSO) [2]), modified PSO (mPSO)

[34], harmony search (HS) [35], salp swarm algorithm

(SSA) [36], moth-flame optimization (MFO) [37], firefly

algorithm (FA) [38], gbest-guided ABC (GABC) [39] and

proposed SCABC are presented in Table 6. In this table,

the average of error values in objective fitness is presented.

From the table, it can be observed that the proposed

SCABC algorithm outperformed basic PSO, mPSO, HS,

SSA and MFO for both the category (unimodal and mul-

timodal) of benchmark problems. The comparison with the

FA shows that the SCABC performs better than the FA on

most of the problems except F7. Similarly, when the

comparison is performed between the SCABC and GABC

algorithms, it can be observed that for all the unimodal test

problems (except F6) the SCABC is provided better results

as compared to the GABC algorithm. The comparison on

the multimodal problems shows the competitive perfor-

mance of the SCABC algorithm with the GABC algorithm

in terms of exploration strength.

Hence, an overall analysis shows that the SCABC

algorithm can be preferred over all the algorithms basic

PSO, mPSO, HS, SSA, MFO, FA and GABC for the uni-

modal problems. On the multimodal problems, the SCABC

algorithm can be considered as a better optimization

method as compared to the basic PSO, mPSO, HS, SSA,

MFO and FA. The SCABC and GABC algorithms are very

competitive to each other for multimodal problems.

Table 6 Comparison of various algorithms on 30 dimensional test problems

Test function Basic PSO mPSO HS SSA MFO FA GABC SCABC

F1 4.74E-03 1.03E-03 6.06E?04 4.27E-09 3.00E?03 1.80E-68 4.71E-21 2.25E2274

F2 6.65E-02 1.57E-02 8.50E?03 7.28E-09 7.27E?02 1.70E?00 6.76E-22 1.94E2276

F3 3.05E?01 3.28E?01 7.86E?10 4.37E-01 4.43E?01 1.47E?01 1.17E-11 8.46E2201

F4 9.72E?03 1.16E?04 7.75E?04 1.10E-07 1.94E?04 2.55E?03 1.47E?04 2.44E241

F5 2.56E?01 2.75E?01 8.26E?01 1.19E?00 6.82E?01 8.61E?00 2.61E?01 4.43E202

F6 1.35E?06 1.93E?06 1.99E?08 6.00E?01 1.05E?07 1.44E?02 1.37E100 3.39E?01

F7 4.48E?03 5.55E?03 6.04E?04 4.25E-09 2.01E?03 3.61E232 1.09E-20 2.89E-24

F8 7.26E-01 8.84E-01 9.94E?01 8.95E-25 4.21E?00 1.10E-05 6.32E-43 0

F9 9.72E-01 1.24E?00 1.01E?02 1.02E-02 2.51E?00 1.02E-01 6.43E-02 2.68E203

F10 1.20E-04 1.56E-04 4.03E-01 2.41E-08 5.68E-115 4.78E-07 8.84E-22 0

F11 6.93E?03 6.87E?03 9.36E?03 4.75E?03 4.08E?03 5.53E?03 3.82E-04 3.82E204

F12 2.04E?02 2.06E?02 4.05E?02 6.40E?01 1.60E?02 8.24E?01 2.17E207 3.61E?01

F13 1.25E?01 1.32E?01 2.05E?01 1.99E?00 1.68E?01 2.04E?00 1.47E-09 8.88E216

F14 4.37E?01 5.01E?01 5.47E?02 1.55E-02 2.71E?01 5.42E-03 5.98E209 1.46E202

F15 8.92E?03 4.46E?04 4.29E?08 1.73E?00 1.35E-01 2.71E?00 4.70E222 4.84E-02

F16 1.01E?06 1.83E?06 8.82E?08 4.67E-03 4.29E-01 8.07E?00 1.07E219 6.67E-02

F17 1.92E?01 2.02E?01 5.66E?01 2.95E?00 5.35E?00 2.48E?00 4.02E-05 2.95E-06

F18 2.57E?00 2.80E?00 8.78E?00 1.18E?00 5.90E-01 7.39E-01 0 0

F19 1.92E?02 1.96E?02 3.20E?08 1.48E-10 3.58E?02 1.80E?02 2.26E?02 3.23E280

F20 9.00E?07 1.02E?08 2.26E?09 1.43E?06 8.50E?07 7.68E?06 1.48E-16 5.33E2272

F21 0 0 0 0 0 0 0 0

F22 7.28E?00 7.96E?00 2.51E?01 4.80E-01 6.54E?00 3.71E?00 1.69E?00 1.80E201

F23 4.89E-01 4.90E-01 5.00E-01 1.53E-01 4.98E-01 4.93E-01 4.65E-01 3.45E202
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5 Application of SCABC algorithm in image
segmentation

In the present section, the problem of multilevel gray

image thresholding has been tried to solve using Kapur’s

entropy method [40] and proposed SCABC algorithm.

Image segmentation is a process of splitting an image into

various segments, where the main task is to simplify the

representations of objects within the image for further

processing. In multilevel thresholding, finding the optimal

thresholds is very crucial for the image segmentation.

Kapur’s method (based on entropy criteria) is a well-known

approach to find the optimal thresholds. In the present

section, a brief description for the Kapur’s entropy method

is provided.

Consider an image defined as an 2D gray-level intensity

function f x; yð Þ, where the values of f x; yð Þ is the gray

level, lies in the range 0; 1; 2; . . .; L� 1f g. Let the number

of pixels at intensity i are ni and the total number of pixels

in the image is N. The probability of occurrence for ith

gray level can be obtained by: pi ¼ ni
N
. The Kapur’s entropy

method is defined as follows:

5.1 Kapur’s entropy method

In order to determine the threshold values, the Kapur’s

method [40] maximizes the entropy of the segmented

classes. The Kapur’s method utilizes the concept from

Shannon’s entropy given in [41]. In the Kapur’s method,

the entropy of the image is defined with the assumption that

Fig. 6 Benchmark test images—a cameraman, b clock, c couple, d boat, e bridge and f airport

Table 7 Comparison of best fitness values obtained by ABC, SCA

and proposed SCABC algorithm

Benchmark image No. of thresholds ABC SCA SCABC

Cameraman 4 18.4097 18.3371 18.4279

5 21.1175 21.0455 21.1774

6 23.7275 23.6769 23.8035

Clock 4 18.7340 18.6154 18.7487

5 21.4865 21.4214 21.5758

6 24.0789 23.9932 24.1305

Couple 4 18.4412 18.3478 18.5118

5 21.1055 21.0602 21.1622

6 23.5179 23.2803 23.6089

Boat 4 18.6471 18.6454 18.6555

5 21.3526 21.2616 21.3884

6 23.8510 23.7768 23.9001

Bridge 4 12.3363 12.3282 12.3401

5 13.7242 13.6915 13.7453

6 14.9891 14.9187 15.0338

Airport 4 18.2542 18.1707 18.2662

5 21.0704 20.9964 21.1084

6 23.6459 23.4445 23.6580
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the image is represented by its gray-level histogram. If

there are m number of thresholds T1; T2; . . .; Tmð Þ to be

determined and these thresholds are dividing the image into

mþ 1 classes, namely C0;C1;C2; . . .;Cm, then the Kapur’s

method does it by maximizing the objective function (fit-

ness function):

f T1;T2; . . .Tmð Þ ¼ E0 þ E1 þ � � � þ Em ð10Þ

where

E0 ¼ �
XT1�1

i¼0

pi

x0

ln
pi

x0

� �
; w0 ¼

XT1�1

i¼0

pi

Ek ¼ �
XTkþ1�1

i¼Tk

pi

xk

ln
pi

xk

� �
; wk ¼

XTkþ1�1

i¼Tk

pi; k ¼ 1; 2; . . .;m� 1

Em ¼ �
XL�1

i¼Tm

pi

xm

ln
pi

xm

� �
; wm ¼

XL�1

i¼Tm

pi

where E0;E1; . . .;Em are the Kapur’s entropy and

x0;x1; . . .;xm represent the class probabilities of the

segmented classes C0;C1;C2; . . .;Cm, respectively.

5.2 Experimental setup

The present section provides a brief description of exper-

imental setup for the proposed hybrid method SCABC. In

the present study of multilevel thresholding, six gray

benchmark images—cameraman, clock, couple, boat,

bridge and airport—are considered. These images are

picked from USC-SIPI Image Database and presented in

Fig. 6.

Table 8 Optimal threshold values obtained by ABC, SCA and proposed SCABC algorithm

Benchmark image No. of thresholds ABC SCA SCABC

Cameraman 4 42, 95, 144, 195 30, 89, 144, 193 44, 96, 145, 196

5 24, 58, 102, 144, 200 28, 66, 112, 143, 195 24, 62, 98, 144, 196

6 27, 60, 97, 129, 154, 199 31, 81, 110, 155, 192, 224 23, 63, 100, 144, 193, 220

Clock 4 32, 87, 147, 195 31, 98, 155, 190 32, 89, 143, 195

5 31, 68, 118, 160, 203 30, 75, 130, 165, 198 32, 79, 119, 161, 202

6 30, 71, 107, 143, 173, 201 32, 60, 95, 127, 175, 212 31, 67, 99, 131, 168, 205

Couple 4 66,112, 153, 204 74, 106, 172, 204 66, 110, 159, 204

5 59, 91, 130, 167, 204 63, 109, 144, 178, 206 67, 101, 134, 168, 205

6 62, 90, 122, 143, 173, 206 61, 81, 111, 144, 180, 201 57, 85, 109, 138, 171, 204

Boat 4 47, 89, 128, 182 48, 87, 127, 180 50, 91, 128, 181

5 52, 99, 128, 174, 205 49, 88, 135, 175, 210 49, 91, 128, 173, 202

6 47, 87, 124, 149, 176, 202 40, 73, 98, 136, 175, 196 43, 72, 102, 134, 175, 204

Bridge 4 53, 100, 153, 201 56, 103, 150, 198 53, 99, 148, 199

5 37, 85, 122, 174, 219 49, 88, 135, 175, 210 40, 79, 123, 167, 208

6 35, 78, 121, 153, 189, 223 36, 61, 105, 145, 177, 209 35, 73, 109, 145, 180, 219

Airport 4 29, 86, 147, 195 27, 84, 145, 197 29, 92, 150, 192

5 28, 82, 124, 165, 202 28, 78, 118, 156, 197 29, 83, 122, 160, 199

6 29, 88, 127, 154, 200, 242 30, 76, 118, 139, 175, 207 29, 70, 117, 152, 193, 242

Table 9 Comparison of mean fitness values obtained by ABC, SCA

and proposed SCABC algorithm

Benchmark image No. of thresholds ABC SCA SCABC

Cameraman 4 18.3734 18.2298 18.4207

5 21.0753 20.9071 21.1691

6 23.6445 23.3932 23.7690

Clock 4 18.6761 18.5604 18.7314

5 21.4183 21.1403 21.5502

6 23.9408 23.7091 24.0956

Couple 4 18.3907 18.1643 18.4616

5 21.0115 20.7332 21.1305

6 23.4085 23.0211 23.5616

Boat 4 18.6240 18.5529 18.6511

5 21.2899 21.1285 21.3754

6 23.7947 23.6078 23.8708

Bridge 4 12.3096 12.2856 12.3378

5 13.6998 13.6000 13.7371

6 14.9381 14.7795 15.0085

Airport 4 18.2135 18.0957 18.2464

5 21.0061 20.7502 21.0972

6 23.5360 23.2741 23.6211
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Fig. 7 Thresholded boat test image by SCABC algorithm corresponding to Kapur’s method. a–d the segmented images of three, four, five, and

six classes, respectively. a’–d’ the thresholds for the segmented images. a–d The fitted histogram
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Since the proposed method, SCABC is the hybridized

version of SCA and ABC; therefore, for the performance

comparison of SCABC is done with ABC and SCA with

same parameter settings of termination criteria. In the

proposed SCABC algorithm, 12 food sources/candidate

solutions and 100 iterations are fixed as termination criteria

of the algorithm. The same parameter setting is used for

ABC and SCA. All the algorithms are implemented in

MATLAB 2014a with Intel core-i5 @ 2.30 GHz.

In order to evaluate the quality of segmented images, a

famous metric known as peak-signal-to-noise ratio (PSNR)

is used in the paper. The PSNR metric depends directly on

the image intensity and demonstrates the accuracy of the

segmented image. The PSNR value can be determined as

follows:

PSNR ¼ 10 log10
2552

MSE

� �
ð11Þ

MSE ¼ 1

MN

XM

i¼1

XN

j¼1

I i; jð Þ � J i; jð Þ½ �2 ð12Þ

where I and J represent the original and segmented images,

respectively.

5.3 Results and analysis

This section presents the numerical results of the proposed

multilevel threshold scheme SCABC. The results in our

study are produced with the same parameter setting as

provided in Sect. 5.2. The quality of segmented images is

compared by the objective fitness given by Kapur’s entropy

method and by the PSNR measure.

The best objective function values obtained by imple-

menting the SCABC, ABC and SCA algorithms using

Kapur’s method are presented in Table 7, and their corre-

sponding values of thresholds are presented in Table 8. The

obtained mean objective function values are reported in

Table 9. For a small number of threshold values (m = 2 or

3), the objective function values are practically the same.

Therefore, in the present study, results are presented cor-

responding to large number of thresholds (m = 4, 5 and 6).

From the presented results, it can be observed that the

SCABC algorithm has achieved higher value of objective

function in all test images as compared to ABC and SCA.

An example of segmented test image (boat) obtained by the

SCABC algorithm is presented in Fig. 7. In the same fig-

ure, the fitted histogram and locations of thresholds for

segmented images are also presented. The obtained mean

PSNR values of segmented images are presented in

Table 10 by implementing the SCABC, ABC and SCA.

The table clearly indicates either competitive or better

quality of segmented images obtained from the proposed

hybrid method SCABC than other algorithms. Hence, the

overall analysis in terms of various performance metrics

signifies the better ability of proposed hybrid method called

SCABC.

6 Conclusions

In this paper, the hybrid algorithm called SCABC has been

proposed for the global optimization. First, the problem of

high diversity at early generations and insufficient diversity

at later generations of SCA is tried to alleviate by modi-

fying its search equations and integrating memory-based

information. Second, the employed bee phase of classical

ABC algorithm has been replaced with the modified search

equations of SCA in order to explore and exploit the search

space more properly. The proposed search strategy for

employed bees can be considered more efficient as com-

pared to original one. To verify this fact, a classical

benchmark set of 23 problems has been considered in the

paper. The effectiveness and efficiency of the proposed

SCABC algorithm can be assured against SCA and ABC

based on the performance on considered benchmarks.

Various other measures such as convergence analysis,

performance index analysis and statistical analysis also

ensure the better convergence rate and significant

improvement in the search strategy of the SCABC

Table 10 Comparison of mean PSNR values obtained by ABC, SCA

and proposed SCABC algorithm

Benchmark image No. of thresholds ABC SCA SCABC

Cameraman 4 19.9105 19.5164 20.1313

5 21.1796 20.5699 20.6954

6 22.0512 21.3754 22.1603

Clock 4 18.4710 18.1906 18.5424

5 19.8144 19.3573 20.3031

6 21.5355 20.5194 20.9136

Couple 4 18.841 18.6372 18.9570

5 20.2280 19.9108 21.0229

6 21.9401 21.6067 22.2123

Boat 4 19.7091 19.4111 19.7129

5 20.5228 20.2665 20.5430

6 21.2695 21.3011 21.5426

Bridge 4 18.8976 18.7352 19.0573

5 20.0215 19.7498 20.5256

6 21.2760 21.3088 21.7939

Airport 4 18.0771 16.3785 17.5812

5 19.2469 18.2337 19.0182

6 20.0428 20.3692 20.7885
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algorithm. Therefore, the overall analysis recommends

SCABC as a better optimization method than SCA and

ABC algorithms. The comparison with some other algo-

rithms also verifies the better or competitive search ability

of the SCABC algorithm. To ensure the effectiveness of the

SCABC algorithm on real-life applications, the multilevel

thresholding problem is considered. The performance

analysis on thresholding problem based on various metrics

shows the better ability of the SCABC algorithm as com-

pared to the ABC and SCA.

In future, we will focus on the other real-life applica-

tions of proposed SCABC algorithm based on the perfor-

mance on test problems. The multi-objective and binary

SCABC can also be developed in the future.
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