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Abstract
In recent years, event-based social network (EBSN) platforms have increasingly entered people’s daily life and become

more and more popular. In EBSNs, event recommendation is a typical problem which recommends interested events to

users. Different from traditional social networks, both online and off-line factors play an important role in EBSNs.

However, the existing methods do not make full use of the online and off-line information, which may lead to a low

accuracy, and they are also not efficient enough. In this paper, we propose a novel event recommendation model to solve

the above shortcomings. At first, a feature extraction phase is constructed to make full use of the EBSN information,

including spatial feature, temporal feature, semantic feature, social feature and historical feature. And then, we transform

the recommendation problem to a classification problem and ELM is extended as the classifier in the model. Extensive

experiments are conducted on real EBSN datasets. The experimental results demonstrate that our approach is efficient and

has a better performance than the existing methods.
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1 Introduction

Recently, social networks have experienced rapid devel-

opment and attracted much attention from both industry

and academia fields. Event-based social network (EBSN)

[17] is a complex and heterogeneous social network, which

links the online social groups and the off-line events.

Taken Meetup1 as an example, it has attracted more than

16 million users with more than 300 thousand events held

each month.

In EBSNs, one typical task is to assist users in choosing

suitable and personalized events to participate in.

Personalized recommendation is becoming a hot topic in

recent years [30, 35]. It has been proved that adding

topology information [21, 23], community structure

[1, 6, 25] and semantic contents [9, 29] can improve the

performance of recommendation systems. Different from

traditional social networks, EBSNs contain two parts:

online social relations and off-line event participation

relations. The online relations are generated by entering the

same online interested groups, while off-line relations are

generated by participating in the same off-line events. Most

of recommendation works in traditional social networks

focussing on analyzing the social influence of users from

the online relations. However, factors in the real world are

also influential to users. Besides, users’ interest, the spatial

distance and time arrangement are also very important

factors influencing whether users can take part in their

interested events. In other words, the spatial and temporal

features are as important as the social feature in EBSNs to

reflect whether users are willing to participate in an event.

In this paper, we will integrate online and off-line factors to

analyze behaviors of users.
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In order to incorporate various features in EBSNs and to

learn their high-order interactions of accurate event rec-

ommendation, we propose a novel event recommendation

framework, which utilizes neural networks to adaptively

learn users’ personalized preferences for events as the

decision model. An effective decision model is important

and should have a fast learning speed and high accuracy.

Support vector machines (SVM) [4] is adopted in previous

recommendation works [5, 28, 32, 37, 38]. SVM is

effective and has good classification accuracy. However,

the slow training speed and trivial human intervene become

severe problems. Recent years, a generalized single hid-

den-layer feedforward network, named extreme learning

machine (ELM), is proposed in [13]. Applications based

on ELM show that ELM has a much faster training speed

and provides a better generalization performance than

traditional learning algorithms of feedforward neural net-

works. Furthermore, ELM is easy and efficient to be

implemented [11], which shows good property to be

applied to solve our event recommendation problem.

To summarize, the contributions of our work are:

• We propose a novel feature extraction model of event

recommendation in EBSNs. The model analyzes both

online and off-line factors to improve the accuracy and

efficiency of the event recommendation.

• We regard the event recommendation problem as a

binary classification problem. In order to improve the

accuracy, we extract spatial feature, temporal feature,

semantic feature, social feature and history feature in

EBSNs. All the features are the input of neural

networks to train a decision model.

• We extend ELM into our event recommendation model.

ELM is an efficient classifier and has outstanding

generalization performance.

• We also conduct a set of experiments to demonstrate

the accuracy and efficiency of the proposed model

based on the real-world datasets.

The rest of this paper is organized as follows: Section 2

discusses the related works. Section 3 briefly introduces

some basic concepts and formalizes the event recommen-

dation problem. In Sect. 4, we give a brief introduction to

ELM. The event recommendation model is introduced in

Sect. 5. Extensive experiments are conducted on a series of

real-life datasets, and the performance is evaluated in

Sect. 6. Finally, we give our conclusions in Sect. 7.

2 Related work

By analyzing Meetup and Plancust, X. Liu et al. [17]

firstly proposed the concept of EBSN and received more

and more attention [3, 8, 15, 31, 33, 43]. And the research

on event recommendation for EBSNs is increasing year by

year. According to the recommendation methods, the

research works can be summarized as four aspects.

The first kind of methods is social relation-based rec-

ommendation methods. Social relations play an important

role in social network analysis, such as location-based

social networks (LBSNs) [16, 18, 22, 45]. Han et al. [10]

showed that user attributes, social relationships and event

attributes affected the events that users participate in.

Zhang et al. [44] firstly proposed a new model by linear

weighting of the three methods, including user–event topic

similarity-based method, user influence-based method and

user history records regression. Khrouf et al. [14] analyzed

the online and off-line relations of users. They used the

collaborative filtering method to calculate the influence,

combining the content-based recommendation method, and

proposed two weighted models. Meanwhile, they used GA

algorithm, PSO algorithm and the least square of logical

regression to calculate the weights. Pessemier et al. [24]

clustered users into groups and recommended events for

users in the group.

The second kind of methods is spatial factor-based

recommendation methods. This kind of approaches carry

out that users would like to participate in events whose

locations are nearby the users’ location or users have been

to. Ye et al. [39] proposed the distance between either

location accessed by the same user following the power

law distribution. Qiao et al. [19] and Cao et al. [2] scored

users based on location information, attributes and relations

and built a Bayesian model to recommend events. Wei

et al. [36] proposed a group event recommendation

method through analyzing personal digital traces.

The third kind of methods is temporal feature-based

recommendation methods. Ying et al. [40] showed there

existed a periodic pattern in time for each user resulted

from their living habits. In the works [27, 41, 46], they

fully explored the time period of user behavior to improve

the effect. Macedo et al. [20] analyzed how often a user

would like to participate in an activity in each day of the

week and then recommended events based on the analysis

results.

The last kind of methods is machine learning-based

recommendation methods. [7, 42] studied how to recom-

mend events to related users by training the history EBSN

data using machine learning methods. Pham et al. [26]

proposed a general heterogeneous graph model to abstract

the EBSN data and provide a general training method to

solve three kinds of recommendation problems over EBSN:

recommending groups to users, recommending tags to

groups and recommending events to users.
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3 Problem definition

In this section, we introduce the definitions of EBSNs and

the event recommendation problem. Symbols used in our

paper are shown in Table 1.

Definition 1 (Event-Based Social Network) For an event-

based social network E ¼ ðU;E;R; LÞ, U is a user set with

n users and E is an event set containing m events. Each user

ui 2 U is described by ðpui ; luiÞ, where pui is the location of

ui in a 2D space and lui is the label set of ui, where lui � L.

Each event ej 2 E is described by ðstej ; etej ; pej ; lejÞ, where

stej is the start time, etej is the end time, pej is the location of

ej in a 2D space and lej is the label set of ej, where lej � L.

R is a relation set, ruu0 2 R is a social connection between

two users u and u0, or rue 2 R is a participation connection

from user u to event e.

Figure 1 is an example of EBSN. In the network, there

are five users and three events in a 2D space, whose

locations and labels are shown in Table 2. Solid lines are

event participation relations of users and events, and

imaginary lines are social relations of users. As we can see,

users are interested in participating in events whose label

set contains some labels that are the same with users’

interest labels. u2, u3 and u5 participate in e3 since they all

like football. However, u3 does not participate in e2,

although he is interested in psychology. The reasons are

that the distance between him and e2 exceeds his travel

limit and none of his friends participates in the same event.

Both the online and off-line factors influence his behavior.

Definition 2 (Event Recommendation in EBSNs) Given an

event-based social network E, for a user u 2 U, the event

recommendation problem is to recommend some events

that u has interest to participate in.

For each user, all the events that the user may participate

in will be the recommendation result. In EBSN of Fig. 1,

for example, the recommendation result of u2 is fe1; e3g,

and u2 chooses to participate in e3.

4 Extreme learning machine

In this section, we present a brief overview of extreme

learning machine (ELM). ELM, proposed in [13], is a

generalized single hidden-layer feedforward network. The

parameters of hidden nodes are randomly assigned, and

Table 1 Summary of symbols used in our paper

N The number of training data

ðxi; tiÞ The training data

L The number of hidden nodes

wj The input weight

bj The bias of hidden nodes

bj The output weight

oi The output result

H The output matrix

T The target matrix

Hy The Moore–Penrose inverse of H

E The event-based social network

U The set of users

E The set of events

R The relations in E

L The set of labels

pui The location of ui

lui The labels of ui

pej The location of ej

lej The labels of ej

stej The start time of ej

etej The end time of ej

rue The participation relation between u and e

ruu0 The friend relation between u and u0

Fig. 1 An example of EBSN

Table 2 Users and events in the EBSN

Location Labels

u1 (8, 5) Hiking, psychology, movies

u2 (10, 2) Sports, football, hiking

u3 (11, 8) Football, swimming, psychology

u4 (2, 9) Hiking, psychology

u5 (5, 3) Hiking, sports, shopping

e1 (7, 8) Hiking, park

e2 (2, 4) Lecture, psychology

e3 (13, 5) Football match, stadium, sports
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ELM provides a good generalization performance and is

much faster than traditional feedforward neural networks.

Given N arbitrary samples ðxj; tjÞ, where xj ¼
½xj1; xj2; . . .; xjn� 2 Rn and ti ¼ ½tj1; tj2; . . .; tjm� 2 Rm, and

activation function g(x), standard SLFNs are modeled

mathematically as

XL

i¼1

bigiðxjÞ ¼
XL

i¼1

bigðwi � xj þ biÞ ¼ oj; j ¼ 1; . . .;N

ð1Þ

where L is the number of hidden layer nodes, wi ¼
½wi1;wi2; . . .;win�T is the input weight vector, bi ¼
½bi1; bi2; . . .; bim�T is the output weight vector, bi is the bias

of the ith hidden node and oj is the output of the predicted

result.

To approximate these samples with zero errors means

that
PL

j¼1 ktj � ojk ¼ 0 [12] ,where bj, wj and bj exist

satisfying that

XL

i¼1

bigðwixj þ biÞ ¼ tj; j ¼ 1; . . .;N ð2Þ

which can be rewritten in terms as

Hb ¼ T ð3Þ

where T ¼ ½tT1 ; tT2 ; . . .; tTN �
T
m�N , b ¼ ½bT1 ; b

T
2 ; . . .; b

T
N �

T
m�L and

H ¼

hðx1Þ
..
.

hðxNÞ

2

664

3

775 ¼

gðw1x1 þ b1Þ . . . gðwLx1 þ bLÞ
..
.

. . . ..
.

gðw1xN þ b1Þ . . . gðwLxN þ bLÞ

2

664

3

775

N�L

ð4Þ

H is the ELM feature space to map the N-dimensional

input data space into L-dimensional hidden nodes space.

ELM is described in Algorithm 1.

Algorithm 1 ELM
1: for i ← 1, L do
2: randomly assign input weight wi

3: randomly assign bias bi
4: end for
5: calculate H
6: calculate βββ = H†T

5 Event recommendation model

In this section, we will introduce the event recommendation

model proposed in this paper. We will describe the overall

architecture of the model and introduce the recommendation

algorithm at first. Next, we will introduce the feature

extraction phase. Finally, based on the feature extraction

phase, we will train ELMs as the classifiers for each user.

5.1 Overview

As shown in Fig. 2, the event recommendation model

consists of four parts: (1) the EBSN part, (2) feature

extraction part, (3) ELM classifier part and (4) event rec-

ommendation part.

The EBSN part models an undirected graph, whose

vertexes represent users and events, and edges represent

friend relations between two users and event participation

relations between users and events. Every user has several

labels to show his/her interest, and every event has labels to

show its category. See more details in Definition 1.

The feature extraction part models five kinds of features

based on the EBSN data. The features are extracted by our

novel strategies for each user to a new event: (1) spatial

feature, (2) temporal feature, (3) semantic feature, (4)

social feature and (5) historical feature. The spatial feature

includes user–event spatial feature and event–event spatial

feature. The former is extracted from the distance of the

user and the new event, and the latter is extracted by the

average distance of the new event and events that the user

participated in. The temporal feature is extracted from the

period when the event is held. The semantic feature is

extracted by the label matching level of the user and the

event. The social feature measures the influence of friends

on an event. The historical feature is extracted by similarity

of the new event and history events of the user.

In the ELM part and recommendation part, the ELMs

are trained using the features as input for each user and the

ELMs will make decisions whether recommend the new

events to the users. In EBSN platforms, users will get the

recommendation by laptops and mobile devices. The

feedbacks of users will be recorded in the EBSN data and

update the recommendation model.

Algorithm 2 Feature-based Event Recommendation
Algorithm
Input: EBSN E, an event e
Output: Event recommendation result for each user
1: R ← φ
2: for u ∈ U do
3: F ← φ
4: T ← φ
5: for e ∈ E do
6: extract SPF, HSF, TEF, SEF, SOF, HEF
7: f ← SPF ∪ HSF ∪ TEF ∪ SEF ∪ SOF ∪ HEF
8: F ← F ∪ f
9: T ← T ∪ Rue

10: end for
11: Training classifier ELM ← TRAIN(F, T )
12: R ← R ∪ ELM(e )
13: end for
14: Return R

Algorithm 2 gives the details of our recommendation

model. For each user in the network, the recommendation
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algorithm has two stages. The first stage is feature gener-

ation. The features are generated for each event in Line 6.

All the features are put into a liner feature vector f in Line

7, and the vector is added into an input matrix F in Line 8.

The relation between u and e is put into an output vector T;

if the relation exits in the network, the class is positive,

otherwise is negative in Line 9. After feature generation

stage, the ELM training stage starts. An ELM for u is

trained using feature matrix F and output vector T in Line

11. For the event e0, the well-trained ELM decides whether

to recommend it to the user in Line 12. All the recom-

mendation results are returned in Line 14.

5.2 Feature extraction

5.2.1 Spatial feature

By researching users’ behaviors in EBSNs, it shows that

the distance between the user and the event is closely

related to the user’s participation in the event [17]. The

result shows two regularities: (1) Users usually attend

events within a certain distance from his location and (2)

users usually attend events in a certain area. As for the

former, travel cost (both time and money) is an important

factor to participate in events for most users. Therefore,

users usually participate in events that are held in a toler-

able distance from their locations. As for the latter, for

example, if a user lives nearby a commercial district, he

may participate in many events in the commercial district

such as watching movies, going to the restaurants, shop-

ping and so on. The commercial district is very attractive to

him, and he is glad to participate in events nearby this area.

Given an user u and an event e, we model the spatial

features in two aspects based on the regularities.

In the first concept, we model a spatial feature denoted

as SPF. SPF describes the distance between locations of u

and e, shown as Eq. 5.

SPFðu; eÞ ¼ disðu; eÞ ð5Þ

where dis(u, e) is the distance between the locations of

u and e.

In the second concepts, we think about the events that u

has participated in. These events can reflect the region

where u is interested. For a new event e, we calculate the

distance between e and each event e0 that u has participated

in. And then, we can get the average distance. The average

distance could evaluate the similarity among the events in

the spatial dimension. We denote the history event spatial

feature as HSF, shown as Eq. 6.

HSFðu; eÞ ¼ avg
rue0 2R
e02E disðe; e0Þ ð6Þ

where e0 is each event that u has participated in previously

and disðe; e0Þ is the distance between the locations of e and

e0.

Fig. 2 The overview of event

recommendation model
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5.2.2 Temporal feature

Users’ behavior often has certain regularities in time

dimension. Temporal factor is also another important factor

to influence users’ arrangement. For example, users often

go to work on weekdays and participate in events on

weekends. Young users are more active in the evening.

Users also participate in special events on special days,

such as national day and some traditional festivals.

To model the temporal factor, denoted as TEF, in

EBSNs, we divide a day into 24 time intervals, each

interval represents an hour. We set the interval value as 1 if

the event is held during this interval. We also divide a week

into 7 days, from Monday to Sunday. There is another

value representing whether it is a special day. The details

are shown in Table 3.

5.2.3 Semantic feature

In EBSNs, every user and event have their own labels to

show interests and categories. Users usually participate in

events that they are interested; in other words, events are

attractive to users whose labels are matched as more as

possible.

As discussed above, we extract a semantic feature,

denoted as SEF. SEF describes the utility of u to e based on

their labels. The higher the utility is, the more interested

the user is. The detail of SEF is shown as Eq. 7.

SEFðu; eÞ ¼ jlu \ lej
maxu02Uðjlu0 jÞ

ð7Þ

where jlu \ lej is the size of common labels of u and e

maxu02Uðjlu0 jÞ is the maximal label size of users in the

social network.

5.2.4 Social feature

In social networks, friend relations play an important role

in influencing users’ behavior. If some friends of u are

interested in the event, it will greatly improve the possi-

bility of u participating in the event. Therefore, we model a

social feature, denoted as SOF, by analyzing the relations

between the event and friends of u.

According the labels of users, we firstly conduct the

interest similarity between u and his friends, shown as

Eq. 8.

simðu; u0Þ ¼ cosðlu; lu0 Þ ¼
lu � lu0
jlujjlu0 j

ð8Þ

where lu and lu0 are label vectors of user u and u0 and

simðu; u0Þ is the cosine similarity between labels of u and

u0.
Each friend can extract a semantic feature for the given

event. The influence of friends on u is the weighted average

of the semantic features. Obviously, friends with same

interests have more influence. SOF is shown as Eq. 9.

SOFðu; eÞ ¼ avg
ruu0 2R
u02U simðu; u0ÞSEFðu0; eÞ ð9Þ

where u0 is each friend of u and SEFðu0; eÞ is the semantic

feature of users and events as mentioned above.

5.2.5 Historical feature

As discussed above, we model the semantic feature,

denoted as SEF, to analyze how interested the user is to the

event. However, the utility is not suitable in all the cases.

On the one hand, labels may be ambiguity. For example, if

a user selects a label football, he would just like to join the

events that some football fans watch a football game

together, such as watching World Cup in a bar. Obviously,

it is not appropriate to recommend him participating in a

football match, though the football match is labeled foot-

ball. On the other hand, there are also some users who

participate in the events whose labels are well matched

with their profile.

To deal with these situations, we think about the simi-

larity among the new event and historical events that the

user participated in. The historical feature is denoted as

HEF, shown as Eq. 10.

HEFðu; eÞ ¼ avg
rue0 2R
e02E simðe; e0Þ

¼ avg
rue0 2R
e02E

le � le0
jlejjle0 j

ð10Þ

5.3 Training ELM

According to the feature extraction stage, the recommen-

dation feature is generated by combining them together.

The feature includes user–event spatial feature, event–

event spatial feature, event temporal feature, user–event

semantic feature, user–user social feature and event–event

historical feature. ELM is selected as the classifier of the

Table 3 Details of temporal

feature
Feature Symbol Description

24 time intervals in a day Tday Divide a day into 24 time intervals

The day of a week Tweek From Monday to Sunday

Special day Tsp Holiday and festivals
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recommendation model. We put the features into a feature

vector, as the input of an ELM. All the events are classified

into two classes, interested and non-interested. Events in

interested class will be recommended to users.

To recommend events, we train ELMs for each user. In

training the ELM of a single user, the feature vectors of

events will be generated for each user, and the output of

events that the user has participated in is positive. Other-

wise, the output is negative.

6 Experiments

6.1 Datasets and experiment environments

Meetup is one of the most popular EBSNs [17]. In the

dataset, there are a tag document and a location document

for each user. The tag document records the labels that

users selected when they registered in the platform. The

location document records the longitude and latitude of

each user’s location. There are also a location document

and a group document for each event, and a tag document

for each group. In Meetup, events are created by groups,

the group document records the events contained by each

group, and the tag document records the interest tags of

each group. The location document records the longitude

and latitude of the place where each event is held. Using

the tag document of users, the tag document of events and

the group document of events, we can build a user–event

network. We extract five datasets of different cities

according to the longitude and latitude. Each dataset con-

tains different numbers of users and events. They are

labeled with tags according to the tag document. The tags

of events are the groups that hold the events. More details

about the dataset can be found in [3]. Table 4 shows the

information of five cities intercepted in the dataset.

We represent each user–event participation relation as a

training sample ðxj; xjÞ, where xj is the feature vector. The

fivefold cross-validation strategy (fourfold as training sets

and onefold as testing sets) is implemented in the experi-

ment to evaluate the effectiveness of our proposed method.

We set the number of hidden layer nodes as 50.

The algorithms are implemented in c??, and the

experiments are carried out on the machine of Ubuntu

16.04 LTS, Intel Core i5-6500 CPU, 3.20 GHz and 64 GB

memory.

6.2 Evaluation methods

In this paper, we choose precision and recall to measure the

effectiveness, which are often used in recommendation

research to evaluate the effectiveness of the recommen-

dation algorithm, shown as Eqs. 11 and 12

Precision ¼ jTPj
jTPj þ jFPj ð11Þ

Recall ¼ jTPj
jTPj þ jFNj ð12Þ

where TP are the positive recommendations that users

accept and FP negative ones. FN are the false negative that

users would accept but not be recommended. |TP| ? |FN| is

the total number of events that users participate in the

dataset. We also compare the average training time of each

user to measure the efficiency of different algorithms.

6.3 Experimental analysis

6.3.1 Feature selection

At first, we evaluate the effect of feature extraction phase.

We use ELM as the classifier and the features as input,

including spatial features, temporal feature, semantic fea-

ture, social feature and historical feature. We compare the

experimental results of combinations of features with the

total features. We will prove which features are useful for

the event recommendation in EBSNs.

Table 5 shows the results on the dataset of Meetup. The

results indicate that the model performs better with more

features grouped together. When all the features are

selected, the performance of event recommendation model

is the best. Therefore, we use the mix features in further

experiments. The average training time increases with the

increase in feature dimension. The results in Beijing are not

well enough: The reason is the scale of training data in

Beijing is too small. As the scale increases in other dataset,

the results get better.

6.3.2 Classification evaluation

Then, we discuss about which classifier is the best for the

classification phase. We will prove whether ELM is the

suitable for the model. Based on the feature extraction

phase, we adopt different classifiers to the recommendation

model. We name our proposed model as ER-ELM, name

Table 4 Data description of Meetup

City |U| |E|

Beijing 213 106

Auckland 569 335

Hong Kong 3528 1324

Singapore 9892 4257

Vancouver 16,095 11,536
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the SVM-based model as ER-SVM and name the back-

propagation neural network-based model as ER-BP. We

also train a single ELM to all the users to test whether it is

necessary to train independent ELMs for each user.

Table 6 shows the performance of the three kinds of

classifiers. The results indicate that the precision and recall

of ER-ELM are better than those of ER-SVM at most

cases, and ER-BP performs worst in the three results. The

Table 5 Experiment results of

feature selection
Beijing Auckland Hongkong Singapore Vancouver

Top-1 feature

Precision 0.31 0.32 0.34 0.30 0.32

Recall 0.49 0.45 0.43 0.49 0.46

Training time (s) 0.1 0.1 0.1 0.4 0.9

Top-2 feature

Precision 0.38 0.42 0.44 0.32 0.39

Recall 0.53 0.55 0.58 0.50 0.52

Training time (s) 0.1 0.1 0.2 0.7 1.3

Top-3 feature

Precision 0.39 0.55 0.53 0.40 0.46

Recall 0.54 0.64 0.61 0.58 0.57

Training time (s) 0.1 0.2 0.5 1.0 1.8

Top-4 feature

Precision 0.41 0.60 0.60 0.45 0.57

Recall 0.55 0.71 0.72 0.61 0.68

Training time (s) 0.1 0.3 0.7 1.2 2.4

Top-5 feature

Precision 0.45 0.63 0.66 0.58 0.71

Recall 0.58 0.75 0.77 0.65 0.88

Training time (s) 0.1 0.5 1.1 1.8 3.5

Total feature

Precision 0.47 0.71 0.70 0.64 0.89

Recall 0.59 0.88 0.81 0.74 0.93

Training time (s) 0.1 0.6 1.4 2.2 4.3

Table 6 Experiment results of

classification evaluation
Beijing Auckland Hongkong Singapore Vancouver

ER-BP

Precision 0.33 0.55 0.42 0.50 0.47

Recall 0.39 0.72 0.62 0.71 0.64

Training time (s) 2.5 4.8 32.5 117 201

ER-SVM

Precision 0.30 0.59 0.57 0.61 0.63

Recall 0.41 0.72 0.68 0.76 0.78

Training time (s) 1.2 2.7 13.6 88 179

ER-ELM (single)

Precision 0.18 0.44 0.51 0.31 0.51

Recall 0.27 0.57 0.62 0.48 0.64

Training time (s) 0.1 0.7 2.9 5.7 10.2

ER-ELM

Precision 0.47 0.71 0.70 0.64 0.89

Recall 0.59 0.88 0.81 0.74 0.93

Training time (s) 0.1 0.6 1.4 2.2 4.3
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training speed of ER-ELM is much faster than the others.

Therefore, we can prove ER-ELM has a high efficiency,

and ELM is more suitable in the event recommendation

model, although SVM and BP also perform well. What is

more, the performance of training a single ELM is not

better than training independent classifiers for each user.

6.3.3 Recommendation evaluation

Finally, we compare the performance with other existing

methods, including MHF [2], a multiple hybrid features-

based event recommendation method, and CEER [34],

which uses the information of content, social relation and

local popularity to recommend events.

Table 7 shows the performance of these works. The

results indicate that our approach shows a better perfor-

mance than the others on most datasets and the training

time is less than the others. According to precision and

recall, MHF has a better recommendation results than

CEER and runs faster than CEER. The effectiveness of the

proposed approach benefits from the spatiotemporal fea-

tures and ELM. Our strategy encompasses temporal, spa-

tial, personal preference, social and historical factors which

is very comprehensive. And ELM is an outstanding clas-

sifier which improves the accuracy greatly.

6.4 Summary

In this section, we firstly test the effectiveness of our fea-

ture extraction strategy. The experimental results show that

the model performs better with more features grouped

together and the features extracted in our model are

effective. Secondly, we test the effectiveness and efficiency

of ELM; the results show that ELM trains much faster than

other neural networks and the accuracy is better. At last, we

compare our model with two existing models and the

performance of our model is also better at most datasets.

7 Conclusions

In this paper, we propose an event recommendation model

based on ELM to solve the event recommendation problem

in EBSNs, where event recommendation is regarded as a

binary classification problem. In the proposed model, we

make full use of the information of EBSN network and

extract several features, including spatial feature, temporal

feature, semantic feature, social feature and historical

feature. Based on the features, we train ELM as out clas-

sifier in the model. Experiments show that our approach

has a better performance on the real data than other

methods.

Acknowledgements The work is supported by the National Key R&D

Program of China (Grant No.2016YFC1401900), the National Natural

Science Foundation of China (Grant Nos. U1811262, 61332006,

61332014, 61328202, U1401256, 61572119, 61622202, 61572121,

61702086, 61672145 and 61732003), the Fundamental Research

Funds for the Central Universities (Grant Nos. N150402005,

N171604007 and N171904007), the Natural Science Foundation of

Liaoning Province (Grant No. 20170520164) and the China Post-

doctoral Science Foundation (Grant Nos. 2018M631358 and

2018M631806). Yurong Cheng is the corresponding author.

Compliance with ethical standards

Conflict of interest The authors declared that they have no conflicts of

interest in this work.

References

1. Backstrom L, Huttenlocher DP, Kleinberg JM, Lan X (2006)

Group formation in large social networks: membership, growth,

and evolution. In: KDD, pp 44–54

2. Cao J, Zhu Z, Shi L, Liu B, Ma Z (2018) Multi-feature based

event recommendation in event-based social network. Int J

Comput Intell Syst 11(1):618–633

Table 7 Experiment results of

recommendation evaluation
Beijing Auckland Hongkong Singapore Vancouver

MHF

Precision 0.40 0.63 0.61 0.69 0.76

Recall 0.51 0.78 0.72 0.81 0.88

Training time (s) 2.1 9.0 18.7 66 193

CEER

Precision 0.41 0.51 0.62 0.61 0.71

Recall 0.52 0.76 0.56 0.59 0.80

Training time (s) 3.2 8.7 27.6 78 261

ER-ELM

Precision 0.47 0.71 0.70 0.64 0.89

Recall 0.59 0.88 0.81 0.74 0.93

Training time (s) 0.1 0.6 1.4 2.2 4.3

Neural Computing and Applications (2020) 32:14375–14384 14383

123



3. Cheng Y, Yuan Y, Chen L, Giraud-Carrier CG, Wang G (2017)

Complex event-participant planning and its incremental variant.

In: ICDE, pp 859–870

4. Cortes C, Vapnik V (1995) Support-vector networks. Mach Learn

20(3):273–297

5. Cui L, Shi Y (2014) A method based on one-class SVM for news

recommendation. In: ITQM, pp 281–290

6. De MP, Ferrara E, Rosaci D, Sarne GM (2015) Trust and com-

pactness in social network groups. IEEE Trans Cybern

45(2):205–216

7. Du R, Yu Z, Mei T, Wang Z, Wang Z, Guo B (2014) Predicting

activity attendance in event-based social networks: content,

context and social influence. In: UbiComp, pp 425–434

8. Feng K, Cong G, Bhowmick SS, Ma S (2014) In search of

influential event organizers in online social networks. In: SIG-

MOD, pp 63–74

9. Gruber T (2008) Collective knowledge systems: Where the social

web meets the semantic web. J Web Sem 6(1):4–13

10. Han J, Niu J, Chin A, Wang W, Tong C, Wang X (2012) How

online social network affects offline events: a case study on

douban. In: UIC, pp 752–757

11. Huang G, Ding X, Zhou H (2010) Optimization method based

extreme learning machine for classification. Neurocomputing

74(1–3):155–163

12. Huang G, Zhu Q, Siew CK (2006) Extreme learning machine:

theory and applications. Neurocomputing 70(1–3):489–501

13. Huang GB, Zhu QY, Siew CK (2004) Extreme learning machine:

a new learning scheme of feedforward neural networks. In:

IJCNN, pp 985–990

14. Khrouf H, Troncy R (2013) Hybrid event recommendation using

linked data and user diversity. In: RecSys, pp 185–192

15. Li K, Lu W, Bhagat S, Lakshmanan LVS, Yu C (2014) On social

event organization. In: KDD, pp 1206–1215

16. Liao G, Zhao Y, Xie S, Yu PS (2013) An effective latent net-

works fusion based model for event recommendation in offline

ephemeral social networks. In: CIKM, pp 1655–1660

17. Liu X, He Q, Tian Y, Lee W, McPherson J, Han J (2012) Event-

based social networks: linking the online and offline social

worlds. In: KDD, pp 1032–1040

18. Lu EH, Chen C, Tseng VS (2012) Personalized trip recommen-

dation with multiple constraints by mining user check-in behav-

iors. In: SIGSPATIAL, pp 209–218

19. de Macedo AQ, Marinho LB (2014) Event recommendation in

event-based social networks. In: Hypertext

20. de Macedo AQ, Marinho LB, Santos RLT (2015) Context-aware

event recommendation in event-based social networks. In: Rec-

Sys, pp 123–130

21. Meo PD, Musial-Gabrys K, Rosaci D, Sarnè GML, Aroyo L
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