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Abstract
Applying neural network and error t-value test, this study trains and analyzes 28 interest rate changes of China’s macro-

monetary policy and the mutual influences between reserve adjustments and financial markets for 51 times from 2000 to

2018 according to the data correlation between financial market and monetary policy. Through the principal component

analysis, the bilateral financial risk system and data set are established, and the data set pre-process and dimensionality

reduction are carried out to extract the most informative features. Six training cases are designed with processed features,

and then the cases are input to each neural network model for combined prediction. Firstly, based on backpropagation

neural network (BP), the forecasting model of monetary policy is established. Then, considering the importance charac-

teristics of financial index data, expert weights based on BP, are introduced to propose weights backpropagation (WBP)

model. On the basis of the timing characteristics of financial market, the WBP model is improved and the timing weights

backpropagation (TWBP) model is proposed. Experiments show that different training cases bring out various effects. The

accuracy rate of interest rate and reserve change value is lower than the original value after training. The mutation after

data processing affects the learning of neural network. At the same time, the WBP and TWBP models improve according to

the importance and timing characteristics of financial indicators have less errors in results, and the TWBP model has higher

accuracy. When the number of hidden layers is 3, good results can be obtained, but in manifold training of the timing cycle,

the efficiency of that is not as good as the WBP model.

Keywords Neural network � Time series � Monetary policy � Financial risks

1 Introduction

The world financial market has experienced a series of

turmoil, and brought out serious economic crises from the

beginning when monopoly of funds dominated the financial

market, to the period when political and economic devel-

opment seeped into financial markets to the period of the

globalization of financial markets [1, 2]. There are many

reasons for the economic crisis and financial risk events.

They have different omens in different historical stages.

Among them, during the process of financial market

globalization, the monetary policy of each country has the

closest relationship with the financial market crisis [3–5].

This view has been accepted by most experts and scholars.

Especially in terms of the economic bubble and the macro-

control during the crisis period, there is a strong correlation

between monetary policy and financial market [6, 3, 7].

Therefore, the prediction research of monetary policy is

very necessary. It can provide early warning and preven-

tion of financial risks.

In the existing research on monetary policy and financial

market, scholars focus on the effectiveness of monetary

policy, transmission mechanism and regulatory expecta-

tions [4]. Some scholars put forward the interest rate and

money supply of monetary policy tools based on autore-

gressive integrated moving average model (ARIMA) in the

application of models and methods, and the analysis of

monetary policy adjustment expectations and fund supply

and demand in the economic cycle based on Keynes eco-

nomic cycle theory [8–11]. Some scholars have also

established new ones. Methods and models, such as the
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proposed inflation prediction target method, generalized

method of moments (GMM), dynamic stochastic general

equilibrium model (DSGE), etc., all play a good role in the

regulation of monetary policy [12–14]. Some scholars have

proposed using the ARIMA model to decompose the

interest rate of monetary policy tools and money supply,

and using the Keynes economic cycle theory to analyze the

monetary policy regulation expectations and the supply and

demand of funds in the economic cycle [15]. Some scholars

have also established new methods and models, such as

inflation prediction target method, GMM model, and

DSGE model [16, 12, 13], which all play a good role in

guiding monetary policy regulation. In recent years, with

the rapid development of information technology, the

combination of computer-related tools and financial mar-

kets has become more and more close. The emergence of

big data, artificial intelligence and blockchain technology

has changed the traditional trading system of financial

markets, for instance [17, 18]. Research in the field of

neural networks and finance has mainly focused on stock

market, exchange rate, house price, evaluation of monetary

policy transmission effectiveness based on BP neural net-

work (networks prototype), and expansionary monetary

policy of USA based on long short-term memory (LSTM)

neural network research, China and the USA to cope with

the financial crisis of the monetary policy (using the IS-

LM-BP model). There are many researches on the

improvement of neural networks in the non-financial field.

In the financial field, research has focused on the combi-

nation of time series and improved prediction of financial

markets by convolutional neural networks [19–21]. Exist-

ing research in the field of neural networks and finance

favors empirical research on economic theory, focusing on

the comparative analysis of the effects of model applica-

tions or parameter adjustment in neural networks, and lacks

adaptability to neural networks. At the same time, neural

networks have little research on monetary policy predic-

tion, including the processing of financial data in time shift

analysis, and neural network algorithm improvement.

This paper mainly combines big data technology to

study the bilateral risk of financial market and use neural

network to predict monetary policy and provides sugges-

tions for prevention and control of financial risk, in order to

train better analytical forecasting model to serve financial

market on the basis of neural network. Main contribution of

this paper includes: (1) established bilateral risk indicators

of financial markets based on financial expert system,

collate relevant data sets, and at the same time pre-pro-

cessed; (2) applied BP to monetary policy forecasting; (3)

set external weights to improve BP based on financial

expert system, and further proposed WBP model; (4) fur-

ther improved WBP according to the principle of financial

market time validity, and proposed TWBP model.

The structure of this paper is as follows: Sect. 3 intro-

duces the construction of the bilateral financial risk system

based on principal component analysis (PCA), and the

extraction of hidden risk elements in the data through data

mining as well as the establishment of data sets. In Sect. 4,

the author will apply BP to monetary policy forecasting

and combine characteristics of life cycle of financial mar-

ket and related weight to improve model. The test results

and effect analysis of these models will be explained in

Sect. 5. According to the model training results, in Sect. 5

will put forward the recommendations and measures for

financial risk prevention, so as to realize the value of

prevention and control.

2 Related work

In recent years, applications of big data have been very

extensive. Well-known high-tech companies such as

Microsoft, IBM, Oracle, Google, and Baidu are constantly

studying and exploring this subject [22, 23]. The devel-

opment of computer technology is gradually pushing the

global financial market to a new era. The big data and

neural network are increasingly mature in research and

application in terms of financial market and financial risks,

and have been adopted by more and more government

departments and financial institutions [24, 25, 18]. In 2012,

a plan for global big data began to emerge. The combi-

nation of data mining and traditional business models has

had a huge impact on financial markets. The relatively

rapid development of machine learning technology has

been favored by financial researches ever since.

After the rise of big data, technologies such as support

vector machine (SVM), multilayer perceptron (MLP), and

deep learning (DL) have been continuously renovated.

Some studies have shown that these techniques improved

the classification effect and changed the traditional pre-

diction [19, 26, 27, 28]. Deep learning, especially multi-

layer neural network-based learning methods, is more

outstanding in improving the accuracy of classification or

prediction when solving complex problems [29–31]. Since

the initiate of BP neural network, many scholars have

attempted to expand the research of neural network theory

into the financial field and carried out various application

research from the perspective of neural network technol-

ogy: static neural network (SNN) [32] was used for weekly

data forecasting of exchange rates; dynamic neural network

(DNN) [33] was used to analyze financial data to improve

forecasting ability; recurrent neural network (RNN) was

applied to financial news event text information process-

ing; long short-term memory neural network (LNN) was

applied to long-term timing dynamic information process-

ing; convolutional neural networks (CNN) were introduced
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into the futures market; deep belief network (DBN) used

the oscillator box theory to build an automatic stock

decision support system; and so on [34, 33, 35, 36, 37, 32].

Deep learning is a class of algorithms that processes data

like the way the human brain does [38, 39]. Some studies

have found that multilayer training through neural net-

works which empirically combines relevant models can

effectively improve financial market forecasting and risk

prevention capabilities. Domestic and foreign scholars

have launched a series of studies of the application in the

financial market: in 2013, Asness et al. applied deep

learning to a variety of products such as exchange rates,

commodities, and bonds. In references [34, 35], the authors

demonstrated the applicability of deep learning methods in

the financial field from an empirical perspective; in refer-

ence [40] were used MLP, CNN, RNN and other models to

predict stock price trends [34, 35]. Accurate rate was

around 60%; in 2016, Sirignano constructed a D-dimen-

sional spatial depth neural network model based on the

probability of occurrence of real events; also some scholars

used data mining methods to study stock trading trends and

then analyzed their internal dynamics. Since domestic

financial markets are greatly influenced by policies,

domestic scholars have mainly applied deep learning to the

classification algorithms of data mining [26, 41, 42]. In

2016, Zhang Chengyu used his own deep-separated neural

network to study Shanghai and Shenzhen markets and

reduced the forecasting error. In 2017, Zeng Zhiping

studied the use of deep learning in the Shanghai and

Shenzhen stock markets, increasing the accuracy rate to

90%, while Zhang Ruoxue (2018) applied machine learn-

ing to the identification of abnormal fluctuations in finan-

cial markets [43].

Neural networks also achieved some results in related

research in terms of monetary policy and financial markets

[44]. In 2006, Niall O’Connor and Michael G. Madden

used neural networks to analyze external factors such as

monetary policy and the trend of securities trading; Shin,

Hyung Won, Sohn, and So Young (2007) used a combi-

nation of neural networks to study exchange rates and

financial markets and proposed the exponentially weighted

moving average (EWMA) model; C. Quek, M. Pasquier, N.

Kumar (2008) used a recurrent neural network to construct

a prediction system for options and other derivative secu-

rities [25, 45, 20]. These studies show that volatility of

financial market is highly correlated with monetary policy.

Zhigang Huang and Guozhong Zheng improved the BP

neural network model by using the optimization algorithm,

and predicted the exchange rate fluctuation trend [34, 41].

The results showed that the improved model has better

applicability than EWMA model as its result is more in line

with the exchange rate fluctuation characteristics [45–47].

In 2014, Nijat Mehdiyev and David Enke applied a mixed

forecasting method of data statistics and neural network to

interest rate forecasting to successfully predict interest rate

movements in the next three months; Study by Xiao (2017)

showed that a stable monetary policy and correct interest

rates enable a better function of financial markets and

currency transmission mechanisms are closely related to

inflation control [40, 48]. As a matter of fact, monetary

policy is strongly associated with the government policy

and banks. In 2017, C Borio and L Gambacorta’s studies

on monetary policy and bank loan recovery and J Sääski-

lahti’s (2018) researches on bank returns under monetary

policy showed that the government’s application of mon-

etary policy can stabilize banking finance and further sta-

bilize financial markets and then reduce systemic risks as a

result [49, 50].

In general, the financial market is a noisy, nonlinear

dynamic system. With the rapid development of economic

and financial markets, analyzing and forecasting financial

data has become a challenging task in the financial sector.

However, from the current research status, there are still

some shortcomings. For example, the neural network may

have data over-fitting in classification, and since empirical

research is often based on historical information, its future

prediction and reality of finance still exist difference. The

current BP-based neural network is relatively inferior in

many financial risk studies, especially in the period of

decline. In addition, the impact of policy on financial

markets is much greater than data analysis. This paper

mainly combines big data technology, applies neural net-

work to research on the bilateral financial risk system,

monetary policy expectation analysis, etc., and improves

BP algorithm and then establishes WBP and TWBP model.

The TWBP model improves the interim forecast through

multiple cycles of the financial time effective period, and

achieves it in terms of monetary policy forecasting, with a

view to early warning and prevention of financial risks.

3 Bilateral financial risk system and datasets

3.1 Bilateral financial risk system

Due to the large number of financial market components,

the main risk indicators affecting the financial market in

the international are mainly the macro-index, currency,

bond market, stock market, and other aspects, and the stock

market has more and more influence on financial markets

and national policies [51]. This study refers to the research

results of financial institutions, financial risks and macro-

control related factors, and consults the opinions of rele-

vant experts and combines the principles of systemic,

economical, and operability of evaluation indicators. The

macro-index, currency, bond market, and stock market
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have established corresponding first-level indicator sys-

tems, and each evaluation system has been refined. A total

of 48 secondary indicators have been identified, as shown

in Table 1. The detailed terminology of some detailed

indicators is shown in Table 2.

In the training process of the common neural network,

the weight of the general node is a computer-generated

random number, and the weight value of each level node is

corrected inversely according to the error between the

output result and the target value. In the course of training,

there are often excessive corrections or insufficient cor-

rections. In order to avoid the imbalance of index weights

and improve the training efficiency of the network, this

study uses PCA to determine the relative weights of macro-

index, currency, bond market, stock market and other

indicators, used to intervene in the training process. The

principal component analysis process is as follows:

Step (1). The data set defined as X ¼ ðx1; x2; x3; . . .; xnÞ
carries out a dimensional reduction to k.

Step (2). Use the formula x ¼ 1
n

Pn
i¼1 xi to calculate the

average of all the samples and then normalize by

xi ¼ xi � x

Step (3). During the preprocessing, the larger the aver-

age is, the larger the variance is. So in order to maximize

the variance of the projection point, that is, the maximum

eigenvalue, the eigenvector ku is calculated first, and then

the eigenvalue
P

u is calculated:

ku ¼
1

n

Xn

i¼1

ððxiÞTuÞ2 ð1Þ

X

u

¼ 1

n

Xn

i¼1

ðxiÞTxi ð2Þ

where ku represents feature vector,
P

u stands for the

eigenvalue u of the data set X, namely u ¼ ð1; 2; 3; . . .; nÞ,
xi signifies the ith record of the data set X, and ðxiÞT
embodies the matrix.

Step (4). The maximum eigenvalue is obtained. Under

the condition that u� uT ¼ 1, the maximization is uT
P

u,

that is,
P

u �ku ¼ 0 is obtained. The maximized eigen-

vector should be the main vector corresponding to the

eigenvalue, and the maximum value of optimization is the

dominant eigenvalue.

Step (5). Eigenvalues are sequenced as large to small,

among which k vectors larger than others are picked as the

corresponding feature vectors uð1Þ; uð2Þ; uð3Þ; . . .; uðkÞ of

the output projection matrix. And such k feature vectors are

used as row vectors to constitute an eigenvector matrix.

3.2 Datasets

3.2.1 Data sources

The supporting data needed for this research mainly come

from financial and statistical websites and national statis-

tical offices. In order to improve the effectiveness of basic

data and reduce the complexity of data analysis, the col-

lected data sources are from more authoritative websites

and standardized databases. Therefore, the collection

method is relatively simple. The main data sources and

collection methods are shown in Table 3. The source is

quoted from Table 3, and the source of the reference is no

longer indicated. The sample data ranged from 2000 to

2018, including data on the macro-index, currency, bond

market, and stock market. There are certain correlations

between the collected data samples and the changes in

monetary policy. The correlation is shown in Fig. 1. In the

study, statistics (using SPSS) method and neural network

technology (Python language) were used for training, and

financial behavior was used to analyze the comparison

between national monetary policy expectations and neural

network models.

In Fig. 1a, chart shows the interest rate, reserves, and

M0, M1, M2 trends, Fig. 1b shows the relationship

between the ups and downs of Shanghai Composite Index

and Shenzhen component index and the changes of interest

rates and reserves, and Fig. 1c shows the relationship

between the normalized gold reserve (in US dollars), net

cash placement (in RMB), new deposits (in RMB), interest

rates, and reserves.

Table 1 Important indicators of risk in financial markets

First-level

indicator

Second-level indicator

Macro-index GDP, imports and exports, balance of trade

Currency M0 (cash in circulation), M1 (currency), M2 (currency and quasi-currency), official reserve assets, net cash placement,

savings deposits, currency in circulation, exchange rate

Bond market Net foreign assets, domestic credit, foreign debt, financial bonds

Stock market Futures, positions, SSE, Shenzhen Stock Exchange, GEM and other indices and market capitalization
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3.2.2 Data preprocessing

The data collected come from different data sources, and

therefore there is no uniform standard for data integrity and

data format. In order to make the collected data more

stable and effective in the training of the neural network,

we need to further extract and process the collected data.

The processing time period is in units of months. The

processing steps are as follows:

(1) Missing value processing

First filter null, invalid, zero, and likely invalid values

and analyze the cause of missing values and then replace the

missing values with the most likely values. This data set

mainly adopts (Likewise Deletion), (Mean Imputation),

(Regression Imputation), etc., and detecting data missing

one by one in time order. Use o, t to represent the original

data set, in the processed data set, oi represents the ith data

in the total amount n of the original data set. When the value

of oi is ‘‘-’’ or ‘‘NULL,’’ it is considered that there is a

missing value, When the value of oi is 0 and the original

data set of o does not have a value of 0, that is, the zero

value collected is unreasonable.

Likewise Deletion: t ¼ o�
P

o0, refers to in exchange

for the integrity of the data set at the expense of the original

Fig. 1 Examples of financial data to be predicted

Table 3 Data sources and collection methods

N0 Data provider Collection method Remarks

1 National Bureau of Statistics of China [52] Download, web

crawler

Mainly collecting Chinese macroeconomic indicators,

monetary policy, etc. over the years

2 Hithink Flush Information Network Co., Ltd.

(referred to as ‘‘Hithink Flush’’) [53]

Interface export Hithink Flush iFinD, part of the charge (EXCEL), easy to

collect, complete information on the capital market

3 CSMAR [54] Interface Download Has been organized into normative big data database in finical

filed
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data. Many scholars try not to adopt this method when

researching. For this dataset, since the GEM is not listed

during the period from 2000 to 2010, it is in a blank trading

range. Therefore, this part of the data cannot use other

filling methods. Code to delete the SQL is delete from

[bank2nonull] where [opening price] is null, and this code

can be run in the data set compiled in this study by sql

server 2012.

Mean Imputation: t ¼ o1i þ
Px¼j

x¼i oij þ ojk þ . . .þ omn,

o ¼
P

oi

n represents mean. This study extends the mean to

two forms: the first one oij ¼
Px¼j

x¼i
ox

j�iþ1
, which indicates the

imputation of the mean between the ith and jth. The second

form combines time series, increments or decrements the

data difference between the current period and the previous

period, expressed as oij ¼ oi þ oj�oi
j�iþ1

, which is especially

suitable for quarterly statistics when it needs to be split into

monthly data, such as GDP and foreign debt.

Regression Imputation: t ¼ op þ oq, oq represents the

missing sets, the rest data is expressed as op. This study

uses the most typical linear regression fill, the predicted

value of the linear regression model as the estimated value

of the missing value, the kth data missing value is

expressed as opk ¼ a0 þ
Px¼j

x¼i aioik þ ek. When the

regression relationship between the variables is significant,

the method will become more realistic, such as the impu-

tation of foreign net assets, bonds, and domestic credit in

September and November 2001.

(2) Data normalization

The statistics of financial data is mainly time-based.

First, the time line should be standardized. For the conve-

nience of analysis, the processing time period is in units of

months, while the stock market-related data are based on

working days. At the end of the month, the data are cal-

culated by the interval, the monthly turnover rate, the price

increase, the market value, etc.; the units between the data

are inconsistent, resulting in excessive differences between

the data, which is not conducive to analysis; as a result, the

normalization of the ranks is required.

Data self-normalization (normalization of column):

Coli ¼ Coli= Colmax. That is, the current value is divided

by the maximum value.

The normalization of the data rows is consistent with the

normalization processing method of the column. The pro-

cessing is to make the difference between the data of the

receiving nodes of the neural network smaller, and the

normalization processing of the rows is also the same.

Rowi ¼ Rowi=Rowmax.

(3) Continuous data consolidation

First, sort data in chronological order. For the policy

release time and stock market time which may be out of

sync, such as the impact of the workday, the deviation

affects the correction code as follows:

update [reserves] set [stock market time]

¼DATEADD (day, Deviation number of days,

CTIME)

where DATEADD (day,1, CTIME) in

(select [Time] from [bank2nonull]) and [stock market

time] is null

Then you have to make the data in time. For example, if

the data rate between the interest rate and the stock market

is connected, the date of the month is as follows:

select ([The current deposit changes]?[The current

loan changes])/2,t.* from three t left outer join [rate] r

on datediff (month, t.[Time], r. stock market time)

¼ 0

update [reserves] set [stock market time] ¼ b.[stock

market time]

from [reservesold] b

where [reserves].[CTIME] ¼ b.[CTIME]

3.2.3 Training case design

In order to reduce the error in the backpropagation, the

output node value (monetary policy) is optimized, that is,

the financial domain expert adjusts the label on the output

node to adapt to different neural network training. The

adjustment case and adjustment variant are as follows:

ratei, resi indicate the interest rate, the value of the ith

period of the reserve, and ratei � ratei�1 indicates the

change value of the interest rate.

(1) Case A

The interest rate and the change in reserves are used to

measure the intensity of policy control. 0 means no

adjustment. The larger the number is, the stronger the

adjustment will be. The adjustment of interest rate is higher

than the reserve, and output nodes are labeled as [0–9]. The

maximum value is represented by max. The minimum

value is represented by min, [] indicates rounding, and the

label output of case A is:

La ¼

9;

ðratei � ratei�1 6¼ 0 and resi � resi�1 6¼ 0Þ

4 þ ðratei � ratei�1Þ�4

max ratei � ratei�1ð Þ � minðratei � ratei�1Þ

� �

;

ðratei � ratei�1 6¼ 0Þ
ðresi � resi�1Þ � 4

max resi � resi�1ð Þ � minðresi � resi�1Þ

� �

;

ðresi � resi�1 6¼ 0Þ
0;

ðratei � ratei�1 ¼ 0 and resi � resi�1 ¼ 0Þ

8
>>>>>>>>>>>>>>>>><

>>>>>>>>>>>>>>>>>:

ð3Þ
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where ratei � ratei�1 6¼ 0 represents the interest rate

change of the ith time point and last time(i� 1) (The

impact of the interest rate change on the financial market is

greater than the reserve modification.) In like manner, the

formula resi � resi�1 6¼ 0 represents the reserve change of

the ith time point and last time (i� 1). When the results of

such two formulas are not zero, it means the interest rate

and the reserve have changed and the financial market

indicators of the ith time point have undergone great

changes. On the contrary, when the result is zero, it means

the currency policy has stayed the same.

This approach is recognized by a majority of financial

experts. The different levels of policy are believed more

relevant to financial risks.

(2) Case B

Output nodes are labelled as 0, 1, 2, 3, that is, interest

rate and reserve change as 3, interest rate change as 2,

reserve change as 1, no change as 0. When computer

experts need to improve case A and the data set is not big

enough, case A training is relatively poor, and the changes

are in Eq. (4):

Lb ¼

3; ðratei � ratei�1 6¼ 0 and resi � resi�1 6¼ 0Þ
2; ðratei � ratei�1 6¼ 0Þ
1; ðresi � resi�1 6¼ 0Þ
0; ðratei � ratei�1 ¼ 0 and resi � resi�1 ¼ 0Þ

8
>>><

>>>:

ð4Þ

where ratei � ratei�1 6¼ 0 and resi � resi�1 6¼ 0 are the

same as the ones in Eq. (3). When their results are not zero,

LbðiÞ is labeled as 3. Conversely, LbðiÞ is labeled as 0. It

also shows that the impact of the interest rate change on the

financial market is greater than the reserve modification.

(3) Case C

Output nodes are labelled as 0, 1, that is, interest rate or

reserve change as 1, no change as 0. Some financial experts

believe that this adjustment is too simple to distinguish the

effect of monetary policy, calculated in Eq. (5):

Lc ¼
1; ðratei � ratei�1 6¼ 0 or resi � resi�1 6¼ 0Þ
0; ðratei � ratei�1 ¼ 0 and resi � resi�1 ¼ 0Þ

�

ð5Þ

where ratei � ratei�1 6¼ 0 and resi � resi�1 6¼ 0 are the

same as the ones in Eq. (3). On the contrary, when the

result is zero, it means the currency policy has stayed the

same.

(4) Case D

It is mainly based on raw data such as interest rates and

reserves and has two branches based on data processing.

(4.1) Case D1

Combine the current value of the interest rate and the

current value of the reserve, that is, adding original value:

Ld1 ¼ ratei þ resi ð6Þ

where ratei and resi represent the currency policy and

reserve of the ith time point, respectively.

(4.2) Case D2

Current value of interest rate and reserve as output node:

Ld2�rate ¼ ratei; Ld2�res ¼ resi ð7Þ

where ratei and resi represent the currency policy and

reserve of the ith time point, respectively.

(5) Case E

Financial experts believe that the adjustment of mone-

tary policy is more conducive to judging the direction of

the financial market. Therefore, the value of interest rate

and reserve changes on the label is used as the output node,

and 0 means no change, as shown in Eq. (8):

Le ¼
ratei � ratei�1; ratei � ratei�1 6¼ 0Þ
resi � resi�1; ðresi � resi�1 6¼ 0Þ
0; ðratei � ratei�1 ¼ 0 and resi � resi�1 ¼ 0Þ

8
><

>:

ð8Þ

where ratei � ratei�1 and resi � resi�1 represent the

change value of interest rate and reserve between the ith

and ði� 1Þth time point(last time). If the result is zero, it

means the currency policy has not changed.

4 Neural network model

4.1 BP model

According to the data set collected by the bilateral financial

risk system, with the month data as input, the input nodes

transmit to the hidden layer with random weight and then

hides the layer through the middle of the neural network,

and the number of layers and the number of nodes are

uncertain (all equal to or greater than 1). Verify that the

training output is consistent with the currency expectations.

Inconsistent errors are inversely corrected and continuously

trained to obtain better results [29, 20]. The original

transmission process of BP neural network is shown in

Fig. 2. The neural network model runs as follows:

Step (1). Read the financial data set and get the input

matrix I

Step (2). Establish weight matrix Wij, where i is the

number of current layer nodes. The first time is the number

of initial input nodes, j is the number of nodes in the next

layer, and the number of nodes in the last layer is the

number of nodes in the output layer.
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X ¼ W � I ð9Þ

where W represents a weight matrix and I stands for the

input nodes.

Step (3). Combine the data and apply the activation

function to the next layer. X is the combined data. It also

needs to smooth and activate X. The activation form is

diversified, and its effect is different. The commonly used

activation functions are shown in Table 4.

O ¼ activefunctionðXÞ ð10Þ

where x is the result of input nodes times weight, which is

activated and used as the input for the next layer.

The active function of the first and last layers in this

paper applies sigmoid, and the hidden layer applies ReLU

active function.

Step (4). At the hidden layer, repeat Step 3 until it

outputs to the last layer, the output layer.

Step (5). Calculate error, compare output layer with

target value

eoutput ¼ target � Ooutput ð11Þ

where target stands for target node and O stands for the

output result for the last layer.

Step (6). Backpropagation error. Assigning the respec-

tive errors based on input weights is the most common

practice in current neural networks. In the case of back-

propagation, the input weight matrix Wij needs to be

transposed WT , and repeat the propagation error until the

first layer of the network.

en�1 ¼ en �WT ð12Þ

where n represents nodes in the nth layer (the input layer is

the first layer), en represents deviation, and ðWn�1ÞT stands

for weight matrix transposing.

Step (7). Weight correction. The weight is corrected by

the error. The learning rate a of the neural network is

introduced, that is, the decreased gradient.

Wij ¼ Wij oldð Þ � a � oE

oWij
ð13Þ

where i represents the nth layer(the input layer is the first

one), j signifies the jth node in the ith layer, Wij and

WijðoldÞ stand for modified weight value and weight value

before correction for the jth node in the ith layer, a rep-

resents learning rate, oE,oW are the differentiation of

deviation and weight in the ith layer.

Step (8). Repeat step 2 to 7 until cyclic generation

designed ends. The steps of the BP initialization are shown

in the algorithm.

Fig. 2 Neural network model.

From the hidden layer to the

output layer, each node is

divided into two parts. The first

half is the cloud computing

result of the input and weight of

the previous layer, and the

second half is the input of the

next layer by the activation

function
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In algorithm 1, the structure of neural network is ini-

tialized with the number of input nodes, hidden nodes and

output nodes, respectively. Three for loop statements are

used to define the nodes and weights of each layer, and the

random initial weights are assigned.

4.2 WBP model

In the research of the financial field, many studies have

shown that the correlation between the original data has

obvious strong correlation. The detailed indicators in the

bilateral financial risk system constructed in this paper

have a relatively direct and close relationship with mone-

tary policy, but their importance is slightly different.

Experts’ opinions vary. Use the PCA method to obtain the

initial weight of each indicator Wout ¼ weightT , for weight

correction intervention. The WBP model is established as

shown in Fig. 3 based on the weighting of the input layer to

the hidden layer and the hidden layer to the output layer.

For the uncertain factors such as the number of layers

inside the hidden layer and the number of nodes, we still

process them by BP model. The adjustment of different

cases and the setting of weights have certain influences in

the training process, and they have certain adaptability in

different periods. The external weight is introduced in

Eq. (9) and is changed to X ¼ Wout � I at the time of ini-

tialization, and in the above in Eq. (13) Wij needs to re-

interpolate externally, that is, W ¼ Wout �Wij. The weight,

error, and the output between the input layer and the hidden

layer are represented by W1, e1, and O1. The weight of the

first layer is improved in Eq. (14):

Table 4 Characteristics the used activation functions [55, 56]

Active function Formula Activation form Description

Sigmoid
f xð Þ ¼ 1

1 þ e�x

Map data to (0, 1), less used for the hidden layer

Tanh
f xð Þ ¼ ex � e�x

ex þ e�x

Map data to ð�1; 1Þ

ReLU
f xð Þ ¼ x; if x[ 0

0; if x\0

�
Also known as a modified linear unit. Higher efficiency,

but when the input is negative, the gradient disappears

Leaky ReLU
f xð Þ ¼ x; if x[ 0

ax; if x\0

�
The gradient disappears when correcting the problem

that input is negative
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W1 ¼ a� e1 � O1

1 � O1

� I

� �T

ð14Þ

where W1; e1; and O1 represent the weight, deviation, and

the output between input layer and hidden layer. o stands

for gradient, and I represents input nodes.

The WBP model pays more attention to the external

intervention process of weight correction, while Wout relies

on the calculation of experts and PCA on the one hand and

the weight of each indicator on the other hand. Since the

number of hidden layer nodes of the BP model is incon-

sistent with the number of input nodes, the hidden layer

cannot directly operate with Wij, so the correction weight

intervention is during the backpropagation to the input

nodes. The initialization is reinitialized in the forward

calculation, sub-algorithms such as 10.1 to 10.4. The detail

steps of the training process of the proposed WBP model

are shown in the algorithm.

In algorithm 2, use financial data as input list and mone-

tary policy as output list. The output list is also called target

node value. The data combined with weights assigned by

financial experts are trained in neural network. The first for

loop statement mainly realizes the forward operation of

neural network, and the second for loop statement mainly

Fig. 3 The proposed WBP

model. Expertise refers to

expert weights, external weights

are added on the basis of BP, the

first layer of input and feedback

are affected by external weights,

and other layers are still

corrected by the computer
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realizes the backpropagation of error correction and modifies

the weight of each layer node. According to the training

needs, we can also carry out a layer of peripheral circular

statements to achieve the epochs of training (general training

of six epochs).

4.3 TWBP model

Most of the collection of financial data is in time order.

Many scholars have studied the combination of time series

and neural networks in the financial field, such as neural

network time series prediction models for financial data.

Monetary policy is more affected by the latest economic

environment, and the farther the previous period is, the

smaller the impact is. Therefore, the above neural network

model is further changed according to the characteristics of

financial data and based on the model of time effective

period. The selected feature indicators were postponed

from January 2000 to December 2009 or later. Firstly, train

the WBP model neural network to learn the relationship

between monetary policy and risk system indicators, and

then apply a certain time cycle to neural network. Repeat

the training. Iterate over subsequent time periods, allowing

the financial data closer to the expected period to be

trained. We propose a time effective period model based on

WBP, denoted as TWBP. The specific TWBP model

change structure is shown in Fig. 4.

The TWBP model needs to segment and train the input

on the basis of Eq. (9) X ¼ Wout � I; the base represents the

WBP basic training, the offsets represent the offset training

step, and the loop represents the cycle.

Xi ¼
Wout � Ii; ði� baseÞ
Wout � Ibaseþoffsetþj; ði� base and j ¼ loopÞ

�

ð15Þ

The model within the scope of basic training base is the

same as the method in Eq. (9). But when i is beyond base,

designated step size offset and neural network cycle

loop(0; 1; 2; . . .; k) are used as the new input. Basic training

sample length subtracted from total sample length is neural

network cycle loop(0; 1; 2; . . .; k). Subsequent deviation

training will be repeated continuously with the passage of

time to ensure the latest time data have more opportunities

to be trained. The algorithm of cyclic neural network based

on time period offset is expressed as shown in the algorithm.

...
forecast 

base 
train

move 
train1

move 
train2

move 
train3

move 
train

...

Loop train

Fig. 4 Cyclic neural network based on time period offset. First,

complete a relatively large cycle training and develop a certain basic

cycle time. Each cycle will perform WBP training for the specified

number of iterations, then move down a minimum time period and

predict it, and then complete the basic learning. Compare the results

generated by network that completed basic learning with next

prediction result, so that the network can learn further until it moves

down to the bottom, and finally completes the prediction function
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In algorithm 3, using five for loop statements to fulfill

TWBP training, the former half is the training loop (train

WBP) and the latter half is the test loop (query). By cyclic

operation step by step, the training data and test data of the

neural network are set, and the data are divided into the

input and output lists before entering the neural network.

At the same time, the input node is initialized by expert

weight. r array mainly realizes the storage of test data and

actual data, which facilitates subsequent data output and

analysis.

5 Experiment analysis

5.1 Experimental setting

The software used in this study uses the MyEclipse 2017

CI development tool, and the development language is

python 3.7. The data set processing storage form includes

SQL SERVER 2012 database and csv text. Because the

data set is not very large and the neural network does not

need too much in the training effective hidden layer test,

the requirements can be met within 10 layers, so the

hardware requirements are relatively low. The experiment

and recommendations are configured as shown in

Table 5:

5.2 Case

The neural network will be affected by the learning rate,

the number of hidden layers, the hidden node distribution

and the number of output nodes during the training process.

Some settings such as excessive hidden layers will invali-

date the experimental results. According to the data set, the

six cases of Table 4 are combined with the BP, WBP and

TWBP models. Based on the test of stable learning rate,

hidden layer number and hidden node distribution, 18 kinds

of experiments can be obtained. As a result, the compara-

tive analysis is as follows.

Table 5 Description of the hardware experiment environment

Hardware Experimental configuration Related influence

CPU i5 7500 3.4G Quad core four thread CPU has a significant impact on TWBP operations, while memory

and SSD have essentially no effectRAM DDR4 2400 16G

SSD Intel 256G
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5.2.1 Performance evaluation of BP model

The experimental results of the BP model on different

cases are shown in Fig. 5. The results of the model training

are linear and parallel. Different cases are different because

the BP neural network output nodes are different, and the

pros and cons of the case cannot be judged directly by

predicting data. Judging the accuracy of the results by the

cumulative error size is suitable for most prediction

methods. Assuming n-stage prediction, the actual value and

predicted value of the ith period are represented by Ti, Pi,

and the prediction accuracy Exact is expressed as:

Exact ¼
Pn

i¼1 Ti � Pij j
n

� 100% ð16Þ

Absolute value of actual value Ti subtracted from Pi is

accumulated and then the average of the accumulation is

taken as the overall accuracy.

Through the error analysis, the error from cases A, B, C

is getting larger and larger, that is, the accuracy is lower

and lower. Therefore, the less the output of the label in the

setting process, the more unfavorable the correction weight

of the model training combination. Case C is the least

desirable solution, and case D1 has the least error in

training results. This also applies to the WBP and TWBP

models, so when the raw data is simply processed or not

processed, the neural network is more likely to find its

relevance. The manual participation in the modified label

seems to have some rationality, but it has already destroyed

the hidden association between the data. Case D2 and E

both separated the interest rate and reserve, so the case D2

data training effect of raw value (not the original data of

non-financial data, but the normalized values) is better than

the case E change value, which is consistent with the

hidden relationship between the original data. However, we

also noticed that case E training is more stable, the interest

rate and reserve error are very close, and the interest rate

forecast in case D2 is obviously not as good as the reserve

forecast. It can also be seen that the interest rate change

occurs less frequently, and the interest rate is lower. It has a

considerable impact on the adjustment of financial markets.

Fig. 5 Results of different cases in BP model
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Therefore, the monetary policy of all countries will be very

cautious in adjusting interest rates. For example, the Fed’s

previous interest rate hike cycle has a significant impact on

the global financial market.

In Fig. 5a, the prediction error range of cases A and B

neural network is between 0.1 and 0.17; between 0.21 and

0.46, and case C is between 0.34 and 0.66. More than 50%

of the error has indicated that the case C is not suitable for

neural network training. In Fig. 5b, case D1 shows an

improvement, as shown in the figure, the prediction coin-

cides with the actual value, and the error is within 0.06. In

Fig. 5c, the reserve prediction accuracy rate in case D2 is

higher than the interest rate, while in Fig. 5d, the reserve

prediction reserve ratio in case E is lower than the interest

rate.

5.2.2 Performance evaluation of WBP model

The experimental results of the WBP model on different

cases are shown in Fig. 6. The results of the training of the

model are also linear and parallel, and the error

performance is different. The interest rates for cases C and

D2 are the least desirable. However, from the overall

prediction effect, the error of the WBP model is reduced by

50% compared with the BP model; in particular, the cases

A and E have more than 80% improvement. Except for

case D2, the interest rate prediction error adjusted by this

case is larger. We found that the training results of cases A

and D1 have the smallest error, and the error can be con-

trolled within 10%. The initial weight comes from the

financial experts’ prediction of the indicators. Monetary

policy is closely related to the financial market, and the

adjustment of weight is more inclined to the macro-control

results produced by policy changes.

In Fig. 6a, WBP model has a great consistency in terms

of the case error compared with the BP model, but the

training results of WBP model are more accurate (Case A

prediction error range is between 0.03 and 0.12) and the

error interval is narrower (Case B error is stabilized

between 0.31 and 0.36); in Fig. 6b, although case C is

improved in WBP model training, of which its maximum

error drops to 0.57, the inaccuracy rate is still too high. In

Fig. 6 Results of different cases in WBP model
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Fig. 6c, the prediction accuracy of reserve in case D2 is

still higher than that of interest rate, and the maximum

error is 0.11 and 0.28, respectively; In Fig. 6d, the result is

the opposite, the reserve prediction reserve ratio in case E

is lower than that of interest rate, and compared with the

BP model, the maximum error increased by 0.07 and 0.18,

respectively, and the minimum error of the reserve was

greatly improved, dropping to 0.01.

5.2.3 Performance evaluation of TWBP model

The experimental results of the TWBP model in different

scenarios are shown in Fig. 7. The results of the training of

the model are no longer linear and parallel, but the index

values corresponding to the cycle are close to change.

Solutions with an error of less than 5% include cases A,

D1, D2, and E. Case C is still the least ideal solution, so

that we can conclude that when the output result label is

too single, the hidden association of the data is not easy to

learn during training.

As shown in Fig. 7, the TWBP model has a great

improvement in terms of minimum error. Except case C in

Fig. 7b, the minimum error of other cases is less than 0.03,

and the error shows a particularly significant decrease with

time. The training results of the TWBP model are also

more stable, the error gradually decreases with time, and

the learning effect of the neural network is quite obvious.

In Fig. 7b, case D1 and in Fig. 7c, case D2 have three

precise predictions that are equal to the actual values.

Among them, the minimum error of prediction of interest

rate in case E in Fig. 7d is 0.03, and the minimum error

occurrence frequency accounts for 32.7% of the overall

prediction (107 predictions, 35 times minimum errors, and

the rest 24 errors are within 0.03).

5.3 Experimental results of different models

The results of different models are compared, as shown in

Fig. 8. The upper part of the figure is the training result of

each model, and the lower part is the normalized data value

Fig. 7 Results of different cases in TWBP model
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of cases. By comparison, BP and WBP models have a short

predictive period and are not as accurate as the TWBP

model. Therefore, for the weighted composite neural net-

work aiming for monetary policy, TWBP model is more

effective. In terms of error, TWBP is better than WBP, and

WBP is better than BP. However, due to the long predic-

tion period, TWBP has a large rate of prediction error in

the early stage, and even deviates. For example, cases D1

and E are obviously deviated. Since the training period of

BP and WBP models (15 years) is more than half of that of

TWBP model (10 years), the prediction of TWBP model is

not as good as that of BP and WBP models. Therefore, the

training data set of neural network is more effective when it

is larger. As the prediction error is continuously corrected,

the TWBP model significantly improves the accuracy of

the prediction, while the BP and WBP models do not

incorporate the periodic exercise of the financial time

series. The prediction cannot track the error and continu-

ously improve, and its accuracy is only more effective in

the early stage of prediction.

As shown in Fig. 8, the TWBP model has a long pre-

diction period, and the initial prediction is not as good as

the BP and WBP models, but with the passage of time, the

error is getting smaller and smaller, that is, the accuracy is

getting higher and higher, for example, in subgraph (d), the

accuracy of BP and WBP is 89%, while the accuracy of

Fig. 8 Experimental results of different models
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TWBP model is only 81% at the beginning, but it can reach

95% afterward. Other subgraphs also show higher predic-

tion rates of TWBP than that of BP and WBP models.

Taking the TWBP model as an example, we compare the

errors between different cases. Case C has the largest error

mutation, while cases D1, D2, and E are relatively stable.

In Fig. 9, in general, cases A, B, and C are not as

stable as cases D1, D2, and E. In the early, middle, and late

stages, cases D2 and E are more and more stable.

5.4 Error and performance analysis

From the experimental results of different models, it can be

seen that the TWBP prediction effect is significantly

improved. According to the training error of each

scheme shown in Fig. 10, the training efficiency of the

TWBP model is relatively low. By setting the number of

hidden layers 3, 30, 300 to compare, we found that as the

hidden layer increases, the time required for TWBP train-

ing is also increasing. The average calculation is based on

the training time (s), and the performance comparison is

shown in Fig. 10.

In Fig. 10, neural network comparison under the setting

of 5 layers of hidden layer, learning rate of 0.2 in Fig. 10a:

taking the error average as a comparative analysis, the case

D1 scheme is better than expected to be stable at around

0.03. The TWBP model has the best effect. The average

cases A, D1 and E errors are less than 0.05, and the WBP

model is the second. The D2 training result rate is opposite

to the case E prediction; in Fig. 10b, the hidden layer

Fig. 9 Error comparison and test of different cases of TWBP model training

Fig. 10 Error and related performance comparison
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number is used to test 3, 30, and 300, respectively. The

hidden layer number of setting 3 is basically about 3 sec-

onds to complete the training, while in the hidden layer of

300, the TWBP model is used. The time consumed is more

than five times that of the other two models. The training

efficiency is sacrificed when the TWBP model improves

the training effect. When the data set is larger, the model

still needs further performance improvement.

6 Conclusion

This paper established the indicator dataset through PCA

and carried out related preprocessing such as data missing

value, data normalization, data continuous merging, and

then designs six training schemes. The algorithm proposed

WBP and TWBP models and experimented with different

training programs. From the perspective of neural network

learning, the characteristics of the data feature set are

favorable for time series prediction, which can better fit the

actual value, while the artificial intervention of the data

feature will reduce the prediction effect. Experiments show

that the important indicators of financial market risk

extracted by this study are in line with training expectations

and can be related to the relationship between monetary

policy and financial market risk. Combined with the current

state of operation of China’s financial market, this paper

proposes some recommendations. When the data of

important indicators of financial market risk suddenly

change, especially the indicators with high weight of

experts, the state needs to timely adopt macro-control

monetary policy, and the important indicators of financial

market risk after macro-control can be effectively con-

trolled. To be worth raising, the interest rate adjustment of

monetary policy is greater influence than the reserve

adjustment. Therefore, the interest rate adjustment that

stimulates the economy is conducive to the stability of the

short-term financial market, especially in the securities

market. The effectiveness of the correlation mechanism

between it and interest rates indicates the need to improve

the policy system of interest rate regulation to improve the

securities market environment. Financial market perfor-

mance economic indicators have largely reflected in the

securities market. Therefore, the government should

strengthen supervision over the securities market and for-

mulate a reasonable monetary policy. The expected mon-

etary policy can promote the development of the economy

and prevent the occurrence of financial risks.
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