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Abstract
Word embeddings learned on external resources have succeeded in improving many NLP tasks. However, existing

embedding models still face challenges in situations where fine-gained semantic information is required, e.g., distin-

guishing antonyms from synonyms. In this paper, a distant supervision method is proposed to guide the training process by

introducing semantic knowledge in a thesaurus. Specifically, the proposed model shortens the distance between target word

and its synonyms by controlling the movements of them in both unidirectional and bidirectional, yielding three different

models, namely Unidirectional Movement of Target Model (UMT), Unidirectional Movement of Synonyms Model (UMS)

and Bidirectional Movement of Target and Synonyms Model (BMTS). Extensive computational experiments have been

conducted, and results are collected for analysis purpose. The results show that the proposed models not only efficiently

capture semantic information of antonyms but also achieve significant improvements in both intrinsic and extrinsic

evaluation tasks. To validate the performance of the proposed models (UMT, UMS and BMTS), results are compared

against well-known models, namely Skip-gram, JointRCM, WE-TD and dict2vec. The performances of the proposed

models are evaluated on four tasks (benchmarks): word analogy (intrinsic), synonym-antonym detection (intrinsic), sen-

tence matching (extrinsic) and text classification (extrinsic). A case study is provided to illustrate the working of the

proposed models in an effective manner. Overall, a distant supervision method based on paradigmatic relations is proposed

for learning word embeddings and it outperformed when compared against other existing models.
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1 Introduction

Natural language processing (NLP) is one of the key

concerns of artificial intelligence (AI) and machine learn-

ing (ML) techniques. NLP can be used in real-life appli-

cations such as search engine, personal assistant and online

shopping and other. These applications are related to the

basic NLP tasks, e.g., word-level understanding, text

classification, text matching. In case of text classification,

task targets classify a sentence into a specific pre-defined

label while the matching task targets distinguish the rela-

tion between two sentences. These days most of the works

depends on a distributed word-level presentation known as

word embedding [20, 21, 26] as their input features and it

achieves a great success in several typical NLP tasks.

However, it meets its bottleneck in performance since these

word presentations only make use of word-level co-oc-

currence information from external corpus but with little

common sense from linguistics. It is argued in this paper

that the data-driven word presentation should also incor-

porate some common linguistic knowledge, e.g., linguistic

relations between words. Culler [6] introduces two funda-

mental types of relations between words: syntagmatic

relation and paradigmatic relation [14]. Syntagmatic rela-

tion describes the linear relation of words in a sequence and

focuses on the co-occurrence information. The typical
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examples are word pair’s such as beef–eat, snow–cold or

doctor–hospital. Paradigmatic relation exists between

words which can be substituted by one another such as

synonyms beautiful–pretty, antonyms up–down and

hypernyms fruit–apple.

Recently, syntagmatic associations have been success-

fully applied to word embedding models, e.g., word2vec

[19], which exploits the Context Words to Predict Target

Words (CBOW) or the target words to predict context

words (Skip-gram). By assuming words occurring in sim-

ilar contexts tend to have similar meanings [12], word2vec

attempts to capture paradigmatic relations between words

with the help of syntagmatic relations. This method

achieves great performance in word representations, and

the pre-trained embeddings have been widely used as

inputs for downstream tasks, e.g., text classification and

machine translation.

Challenges However, as synonymous and antonymous

words can both hold paradigmatic relations, i.e., they can

be replaced by each other without affecting the grammat-

icality or acceptability of a sentence. As a result, antonyms

become very close in the vector space as well as synonyms.

It would be a serious problem for tasks that rely on word

similarity information. Figure 1 shows a sentence matching

example in which most embedding-based methods choose

the wrong sentence as the close stone since the models

cannot efficiently distinguish between antonyms, e.g.,

happy and unhappy.

Existing solution (s) To solve this problem, several

approaches have been proposed to construct word embed-

dings that can capture antonyms [4, 23, 25]. However, as

these methods are built specifically for detecting antonyms

and they have ignored the fact that two antonymous words

are still relevant and belong to the same category, e.g., up

and down are both describing directions. By minimizing

similarities between antonyms, these methods [4, 23, 25]

are potential to destroy the global semantic distribution.

Even though they have achieved surprisingly good results

in antonym detection, their performance in other evaluation

criteria’s such as word analogy and semantic matching is

much less than desirable.

Our contributions Based on the above observation, this

paper proposes a novel yet effective method to learn

improved word embeddings with distant supervision. We

have made the following key contributions:

• A thesaurus Para-Phrase Database (PPDB) [11] is

introduced to enrich semantic information of word

representations based on paradigmatic relations. Unlike

previous works that simply integrate synonyms as

contexts [32], which inappropriately equate the syntag-

matic relation and paradigmatic relation, our method

shortens the distance between target word and its

synonyms by controlling their movements in both

unidirectional and bidirectional ways yielding three

different models: Unidirectional Movement of Target

Model (UMT), Unidirectional Movement of Synonyms

Model (UMS) and Bidirectional Movement of Target

and Synonyms Model (BMTS).

• We have presented a fresh discussion of related work on

learning word embedding with the aim to identify

research gaps. We highlighted the deficiencies of

typical learning models in an organized manner for

quick review (see Table 1).

• To develop a deeper understanding, first, we discuss the

existing model and then presenting our proposed

models for learning word embeddings.

• Extensive computational experiments are conducted to

validate the proposed system. The experimental results

demonstrate that the proposed learning method not only

effectively distinguish between synonyms and anto-

nyms but also optimize the global word vector space.

• We highlighted that all three different models (UMT,

UMS and BMTS) achieve considerable improvements

in both intrinsic and extrinsic evaluation tasks espe-

cially in semantic matching task that emphasizes the

global semantic representations.

The rest of the paper is organized as follows: Sect. 2 pre-

sents the related work on word embedding. Section 3 dis-

cusses the proposed learning word embedding model in

detail. The experimental benchmarks, implementation

details, evaluation metrics and baseline methods are dis-

cussed in Sect. 4. It also presents the experimental results and

Target: Little boy with bright blue eyes smiling.
Wrong: The boy with brown eyes is unhappy.
Correct: The boy eyes are a bright blue color and he is happy.

Fig. 1 Sentence matching task on the sentence ‘‘little boy with bright

blue eyes smiling.’’

Table 1 Deficiencies of partial

word vector models
Deficiencies Typical models

Insensitivity to antonyms [10, 20, 21, 26]

Insensitivity between syntagmatic and paradigmatic relations [2, 3, 9, 29, 32]

Overemphasis of antonymous [1, 17, 22, 25]
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analysis with a case study to develop a deeper understanding.

Lastly, conclusions of this paper are drawn in Sect. 5.

2 Related works on learning word
embeddings

Distributional semantic models (DSMs) represent word

meanings as vectors. They have a long history that could

date back to the 1990s [5, 8, 13]. After [19] proposes the

word2vec model, a great number of extensions are built

based on this influential method [10, 20, 21]. In these

works, large unlabeled corpus was used to train the dis-

tributed word representations. Pennington et al. [26] pre-

sented the GloVe model which was based on word co-

occurrence statistics. This method [26] combines the

advantages of the global matrix factorization and local

contexts. Word embedding also developed into different

types; some of them are: Gaussian Embedding [30],

Hyperbolic Embedding [24, 28], Complex-Valued Embed-

ding [18] and Pre-Trained Language Model for Dynamic

Embedding, etc. In particular, [7, 27] boost largely many

language models where some sort of pre-trained language

models adaptively generates real-time word vector. How-

ever, these basic word vector models have utilized the

word-level co-occurrence information either implicitly or

explicitly; but they did not take some fine-gained between-

word relation. For example, they are limited to distinguish

between antonyms, which in most of the situation assumed

to be very sensitive in some NLP tasks like sentiment

analysis. For example, the words ‘‘good’’ and ‘‘bad’’ have

closed vector in general word embedding technology (like

Word2vec and Glove) due to that they might appear in a

similar context and thus are embed with closed vectors.

This could damage more the performance of sentiment

analysis, since it is more sensitive to the word polarity.

To improve the word representations, a prominent

approach is to introduce external resources into models.

Lexical databases like WordNet or FrameNet [2] can be

used during learning or in a post-processing step to spe-

cialize word embeddings [9]. Yu and Dredze [32]

demonstrated that the Relation Constrained Model (RCM)

improved the performance of three semantic tasks, namely

Language Modeling, Measuring Semantic Similarity and

Predicting Human Judgements by incorporating PPDB and

WordNet. Tissier et al. [29] build pairs from dictionary

which provides an additional context so that semantically

related words can move closer. Bian et al. [3] explored

three types of knowledge: morphological, syntactic, and

semantic to train high-quality word embeddings. Most of

these methods introduce synonyms or definition words

from dictionary into the context to enrich semantic repre-

sentations. However, considering syntagmatic relation and

paradigmatic relation are two different types of relations.

Context words represent the syntagmatic relations, while

synonyms, antonyms and hypernyms represent paradig-

matic relations. It might not be suitable to equate the

paradigmatic words with the context words.

In order to capture better semantic information of

antonyms, Adel and Schutze [1] suggested co-reference

chains extracted from large corpora into the Skip-gram

model to train word embeddings that could distinguish

detect antonyms. Ono et al. [25] proposed two models:

WE-T and WE-TD. The objective functions of these models

were, respectively, based on maximizing the similarity

between synonyms and minimize the similarity between

antonyms. Lazaridou et al. [17] introduced the multi-task

Lexical Contrast Model (mLCM), which regards the whole

semantic space as a polar space to find a max-margin plane.

Nguyen et al. [22] integrated the lexical contrast informa-

tion with the objective of Skip-gram model and improved

the quality of weighted features to distinguish antonyms

and synonyms. All these efforts had achieved surprisingly

good results in specifically the detection of antonyms

without considering the general tasks. These methods

[1, 17, 22, 25] had ignored the fact that two antonymous

words still belong to the same category and are highly

relevant. Minimizing similarities of antonyms might result

in uncontrollable vector movement and, thus, negatively

affect the global semantic distribution.

The aforementioned discussion reveals many deficien-

cies that are still present in the existing models which are

depicted in Table 1. In this paper, we propose a novel

approach to improve Skip-gram models with distant

supervision. The proposed models utilize distant supervi-

sion approach that helps in shortening the distance between

target word and its synonyms by controlling their move-

ments in both unidirectional and bidirectional ways.

Specifically, the synonym dictionary it built using PPDB

with TF-IDF weighting methods. It is claimed in this paper

that our word vector method uses both the synonym and

antonymous words in a proper way for a general purpose.

Here, the term ‘‘general purpose’’ signifies that the pro-

posed models have abilities of not only recognizing syn-

onyms and antonyms but also it has ability to perform

general purpose tasks such as downstream tasks (e.g., text

classification, text matching, etc.)

We set two optimizations goals during the implemen-

tation of the proposed model as depicted below:

(a) Learn semantic and syntactic information from

contexts;

(b) Enrich the semantic information by controlling the

movements of synonyms.

By achieving these two goals, the proposed models have

demonstrated the ability to effectively distinguish
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antonyms from synonyms and achieved significant

improvements in both intrinsic and extrinsic evaluation

tasks.

3 The models for learning word
embeddings

In this section, first, we shade light on two popular learning

word embedding models, namely word2vec and Semantic

Lexicons from PPDB. Second, we discuss the proposed

learning word embedding model in a comprehensive

manner. Finally, we highlighted the role of distant super-

vision method in our proposed learning word embedding

model.

3.1 Word2vec

The Word2vec is the most frequently used method for

training word embeddings. Two different types of

Word2vec implementation have been suggested, namely

CBOW and Skip-gram. In particular, the Skip-gram model

uses a sliding window to select context information.

Equation (1) represents the optimization function used for

the Skip-gram model.

XC

t¼1

Xn

k¼0

log pðwtþkjwtÞ ð1Þ

where n, C, w and pðwtþkjwtÞ, respectively, represents size

of window, corpus, the word from corpus and probability

of context wtþk. Equation (2) is used to determine the

probability pðwtþkjwtÞ.

Prðwi�k; . . .;wiþkjwiÞ ¼
Y

wc2CðwiÞ
PrðwcjwiÞ

¼
Y expðwT

c � wiÞP
w
0
c2W expðw0T

c � wiÞ

ð2Þ

In Eq. (2), wc and wi, respectively, represents embed-

ding of context word and target word with wc 2 CðwiÞ. The

skip-gram model offers a good balance between efficiency

and effectiveness for distributed language model. There-

fore, we utilized Skip-gram model framework for the

proposed learning word embeddings model.

3.2 Semantic lexicons from PPDB

PPDB is a semantic lexicon database built from bilingual

parallel corpora. It includes over 100 million sentence pairs

and over 2 billion English words. For the proposed distant

supervision-based learning word embeddings model, we

utilized synonyms from PPDB to construct the knowledge

base. The following observations have been made: ‘‘with

the size of lexical paraphrase dataset—increases from S

(small) to XXXL (extra-large), the confidence of the lexical

dataset shows a continuously decreasing trend’’. We have

not used antonym in our proposed model mainly because

our proposed model considers the phenomenon as: ‘‘the

antonyms should not be unconditionally far away from

target words’’.

3.3 Proposed models

3.3.1 Intuition

Paradigmatic relation exists between words which can be

substituted by one another, such as synonyms, antonyms

and hypernyms. The proposed distant supervision method

introduces paradigmatic relation into Skip-gram model and

shortens the distance between target word and its synonyms

by controlling their movements in both unidirectional and

bidirectional. The synonym data are only used in the model

because relations between antonyms are very subtle: on

one side, they belong to the same category and are highly

relevant; on the other side, they are describing the opposite

meaning. Thus, the movement of antonyms is not con-

trollable. The concept of intuition used in this paper is very

simple to understand as: ‘‘by enabling the synonyms to

move closer to each other, the distance between antonyms

will also become more noticeable’’. PPDB, a thesaurus is

used to offer distant supervision to the Skip-gram model.

3.3.2 The global objective function

We have utilized the cosine distance function as a global

objective function to measure the similarity of word vec-

tors. Equation (3) is used as the global objective function.

Jðwt;wiÞ ¼ cosðwi;wtÞ

¼ wt � wi

jjwtjj � jjwijj
ð3Þ

where wt and wi, respectively, represents target word and

synonym word.

The loss function of our proposed model is determined

by using Eq. (4) by summing of the cosine distance (Eq. 3)

and the objective function of Skip-gram (Eq. 2). For a

word sequence ðw1;w2; . . .;wnÞ and target word wt, the

model intends to maximize.

LðHÞ ¼ Prðw1; . . .;wnjwtÞ þ a:Jðwt;wsynÞ ð4Þ

where wsyn is the synonym for target word wt and

Prðw1;w2; . . .;wnjwtÞ represents the predictive probability

of context words conditioned on the target word wt. a is the

weight of the external resources ranging from 0.1 to 0.2,

determining how strongly the degree of movement should

impact of optimization process. If the value of a becomes
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higher, then the distributional representations will rely

more on distant supervision.

3.3.3 Distant supervision models

Distance between synonyms and a target word can be

reduced by updating either a target word or the synonyms.

Based on this consideration, three distant supervision

models are introduced: Unidirectional Movement of Target

(UMT) model, Unidirectional Movement of Synonyms

(UMS) model and Bidirectional Movement of Target and

Synonyms (BMTS) model. Figure 2 illustrates the moving

direction of synonyms and target words in all three pro-

posed models.

UMT model It randomly selects a synonym of the target

word and moves the target word toward the synonym. This

phenomenon of movement is called as Unidirectional

Movement of Target (UMT). To make a movement, UMT

model first determines the Cosine similarity between the

target words and synonyms using Eq. (3) and, then,

updates the target word vectors by the Cosine loss function

utilizing Eq. (4). This whole process is helpful in

improving the Cosine similarity between synonyms and

target words.

UMS model In this model, all the corresponding syn-

onyms of a target word are moved together toward the

target. All the synonym word vectors are updated in each

training step. Moreover, a Unidirectional Movement of

Synonyms with Negative Sampling (NUMS) model is

also proposed which is used to update representations in

negative sampling. The updated frequency of samples in

a NUMS model is much higher than original UMS

model.

BMTS Model It randomly chooses one synonym to cal-

culate the loss function using Eq. (4). BMTS model tries to

move the target word vector as well as the synonym word

vector as illustrated in Fig. 2c. As we can see, the

movement is in both directions; therefore, it is referred as

Bidirectional Movement of Target and Synonyms (BMTS).

4 Computational simulation

Extensive computation simulations have been conducted to

evaluate the performance of the proposed models. In this

section, first, we discussed about parameters setting, test

data and factors used for quality measure. Second, we have

presented experimental results and analysis. Third, a case

study is presented to develop a deeper understanding about

the working of the proposed models.

4.1 Parameters setting

In order to balance the quantity and accuracy, word pairs

are selected from the XL size data of PPDB. As the

number of synonyms is not balanced, ranging from one to

hundreds, the top five synonyms are used by ranking them

with TF-IDF value. In total, the obtained synonym

vocabulary is with more than 50 k words. The proposed

model is trained with the 2010 English dump from the

Wikipedia. Data preprocessing includes removing the

numbers, special symbols, and non-English words from

corpus and converting all English letters to lowercase. In

this paper, we trained three models discussed above and

evaluate them on different tasks. Since our models are all

based on Skip-gram model, it is reasonable to use Skip-

gram as baseline.1 In addition, our proposed models are

compared with three similar models: dict2vec, JointRCM

and WE-TD which also introduce external resources into

training. For these three models, their experiments are

reproduced with the hyper-parameters as described in

[25, 29, 32]. For all model parameter settings, it is used

with 5 negatives samples, 4 epochs, 5 window sizes, and

the embedding dimension is 200. The learning rate of our

model is 0.025.

(a) UMT Model (b) UMS Model (c) BMTS Model

Fig. 2 Unidirectional Movement of Target Model. a Unidirectional

Movement of Synonyms Model. b Bidirectional Movement of Target

and Synonyms Model. c Yellow rectangle represents the target word;

blue rectangle depicts synonyms and the white rectangle shows

context. The dashed line in blue represents the random selecting and

updating of a synonym, and the solid line in blue represents the

update of all synonyms

1 https://code.google.com/archive/p/word2vec/.
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4.2 Performance analysis

The performances of the proposed models are evaluated on

four tasks: word analogy (intrinsic), synonym-antonym

detection (intrinsic), sentence matching (extrinsic) and text

classification (extrinsic).

Word analogy is a widely used method for evaluating

embedding. This test set is designed to verify whether the

trained word vectors can express syntactic and semantic

relationships. Google analogy dataset is used with 19,544

questions (8869 semantic and 10,675 syntactic questions)

and 14 types of relations.

A test set is constructed for synonym and antonyms.2

Each line in this test set has three words: target word,

antonym, and synonym. The target-antonym pairs are

obtained from WordNet, and target-synonym pairs are

obtained from PPDB. This dataset contains 3387 triples.

The cosine distance is calculated between target-antonym

and target-synonym, and correctness is judged by whether

target-synonym is closer.

The Stanford Natural Language Inference (SNLI) is

used, which contains 367,373 sentences pairs and 29,899

words. Each sentence pair consists of three parts: target

sentence, comparison sentence and labels. Labels with 0

and 1 represent if these two sentences can match in

semantics. Each target sentence has more than 2 compar-

ison sentences and their labels are not the same. Word

movers distance (WMD) and word centroid distance

(WCD) [16] are used to calculate the similarity of sen-

tences with normalized vectors. The correctness of certain

target sentence is judged by calculating the similarity of all

target’s comparison sentences and choose the most similar

one; if the label of this sentence is 1, then it is correct to

this sentence.

Text classification is a typical example of whether

word embedding can contribute to a specific NLP task. In

this task, the AG’s news dataset is used for training and

testing. In this dataset, the size of training set is 120,000

and the test set is 7600. The news is classified into four

types. Each type has 30,000 training samples and 1900

testing samples. Two methods are used to evaluate clas-

sification tasks: Logistic Regression (LR) and Convolution

Neural Network (CNN). For logistic regression, average

sum of word vectors is adopted as a sentence vector with

L2 regularization, while, for CNN, the CNN text classi-

fication model [15]3 is used. Since the evaluation focuses

on the embedding performance, this paper follows the

settings of [29] to fix the embeddings; thus, they will not

be updated during training.

4.3 Results and analysis

4.3.1 Analogy

Table 2 shows that the proposed models perform higher

than baseline, while JointRCM, WE-TD and dict2vec

perform poorly in capturing semantic and syntactic rela-

tionships. Their performances are, respectively, 17.13, 14.8

and 20.65% lower than the baseline. All our model varia-

tions generally perform better than Skip-gram model.

Specifically, the UMT, UMS and BMTS models improve

the performance by 2.12%, 0.62%, 1.06%, respectively.

The mean ranks of the JointRCM, WE-TD and dict2vec

model are 1544 higher than baseline model on average.

UMS model has the lowest mean rank value compared to

other models. Besides, the average mean rank values of our

models are 112 lower than the baseline. The overall

response of our three models to this task is very positive.

And it is observed that the UMT model is more suitable in

analogical reasoning of linguistic regularities.

4.3.2 Recognition of synonyms and antonyms

As shown in Table 3, all our models have achieved con-

siderable improvements as compared with the baseline. It

should be noted that the WE-TD model gets the best per-

formance in this task since its objective function is spe-

cially designed for this task by maximizing the similarity

between synonyms and minimizing the similarity between

antonyms. In addition to WE-TD, NUMS (UMS with

negative sampling) model achieves a result 20.78% higher

than Skip-gram, 4.54% higher than JointRCM and 20.43%

higher than dict2vec.

It is concluded that the NUMS model is particularly

suitable for recognition of synonyms and antonyms, which

means a higher update frequency has a positive effect on

this task. By enabling the synonyms to move closer to each

other, the distance between antonyms also become more

Table 2 Results on word analogy task. Accuracy is the percentage of

correct positive samples of analogy test result. Mean rank is the

average rank of correct positive samples

Analogy

Accuracy (in %) mean rank

Skip-gram 64.66 714

JointRCM 47.53 2300

WE-TD 49.86 2258

dict2vec 44.01 3612

UMT 66.78 632

UMS 65.28 617

BMTS 65.72 556

2 It is planned to release all the datasets and code used in this study

after the paper is published.
3 https://github.com/wabyking/TextClassificationBenchmark [31].
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noticeable. Unlike the WE-TD model which minimizes the

similarity between antonyms, our unidirectional and bidi-

rectional movements do not affect the relevance between

antonyms.

4.3.3 Sentence matching

In sentence matching task from Table 3, the NUMS model

achieves a state-of-the-art result, and the newly proposed

models all have gained significant improvements. How-

ever, the JointRCM, WE-TD and dict2vec methods do not

perform well.

Accuracy NUMS improves the performance by 1.49% in

WMD and 1.27% in WCD. The UMT, UMS and BMTS

models also achieve better results than the baseline.

However, the performances of JointRCM, WE-TD and

dict2vec are all lower than the baseline.

Mean value The proposed models make obvious pro-

gress on the mean value of WCD and WMD. Notice that

the mean values of JointRCM and dict2vec model are also

smaller than the baseline because the distances between

synonyms are shortened. However, embeddings trained by

these two models tend to confuse similar words with rel-

evant words; thus, their performances in sentence matching

task are not satisfactory.

WMD is highly interpretable because the distance

between two documents can be broken down and explained

as the sparse distances between several few individual

words and it naturally incorporates the knowledge encoded

in the word2vec space. The closer distance between syn-

onyms results in smaller mean distance value. The results

confirm that our UMS model is a good choice for sentence

matching task.

4.3.4 Text classification

Table 4 shows that our models outperform the baseline and

other models on both CNN and LR implementations. While

embeddings trained by JointRCM, WE-TD and dict2vec

scored lower than the baseline. Our UMT model with CNN

improves the accuracy from 90.90 to 91.26%. Results of

JointRCM, WE-TD and dict2vec are lower than the base-

line. The results indicate that UMS model achieves a

0.25% improvement over the baseline and a 1.14% over the

dict2vec.

The LR linearly learns the relationship between the

basic word vector and the final labels, while the CNN

adopts a high-level feature extraction from the word vector.

As shown in Table 4, the proposed models outperform all

the baselines with both LR and CNN cases. This result

evident that our models not only capture the word-level

task as shown in the word analogy task, but also can benefit

some upstream tasks in which the text representation in text

classification is the most typical one.

4.3.5 Evaluation of a

To select an appropriate a and evaluate the impact of dif-

ferent a values on model performance, this paper trains

models with different a values. Our test is based on the

UMS model and a is selected within 0.08, 0.1, 0.12, 0.15,

0.2 and 0.25, respectively. Figure 3 shows the performance

with different a on each task. The results indicate that the

value of a has a great influence on different tasks. Figure 3

derives the following points:

(a) The result of analogy test will decrease with the

increase of a.

Table 3 Results of recognition

of synonyms and antonyms

(RSA) and sentence matching

task. Means are the mean

sentence similarity on the

correct positive example

RSA (%) WCD (%) Mean (%) WMD (%) Mean (%)

Skip-gram 29.85 63.37 0.310 69.83 0.691

JointRCM 46.09 60.58 0.284 67.52 0.624

WE-TD 77.42 62.77 0.343 69.53 0.724

dict2vec 30.20 62.68 0.231 69.02 0.520

UMT 29.97 63.90 0.305 70.20 0.669

UMS 32.54 63.70 0.296 70.08 0.648

BMTS 32.06 63.39 0.296 70.23 0.644

NUMS 50.63 64.64 0.176 71.32 0.353

Table 4 Results on text classification tasks

Classification

CNN (%) LR (%)

Skip-gram 90.90 88.21

JointRCM 90.77 87.83

WE-TD 90.64 87.57

dict2vec 90.33 87.32

UMT 91.26 88.45

UMS 91.18 88.46

BMTS 91.13 88.37
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(b) The result of antonym test will increase with the

increase of a.

(c) The result of sentence similarity comparison test and

the classification test will firstly increase and then

decrease with the increase of a.

Classification task will get a best result with a value

equal to 0.1, the optimal value is 0.15 on sentence

matching task. Different values of a for different tasks can

be chosen.

4.4 Case study

The above experiments verify the effectiveness of the

proposed models in all tasks. The proposed models have

achieved a state-of-the-art result in sentence matching task

where precise semantic information is required. To further

elaborate the mechanism and effect of the proposed model,

we presented a case study that shows several examples of

sentences and words.

4.4.1 Improvements on word similarity

Examples of word similarity are shown in Table 5. Words

are sorted from top to bottom in descent order of word

similarity, in term of cosine distance. The chosen target

words are continuous, precise and red. Top six similar

words are chosen.

For the first two words, the antonyms are marked in red.

It can be observed that UMS model performs the best as

there are no antonyms in the top six similar words. It is

noticed that the antonyms are the second most similar word

in Skip-gram model which cannot distinguish between

antonyms in the same contexts. For Joint RCM model, this

problem also appears with the two words. For WE-TD

model, it performs well on precise and does not differ from

other models on continuous. For dict2vec, the most similar

words are words with the same roots. For the proposed

model, the result of UMT is similar to Skip-gram since it

introduces the weakest supervision of external resources

among these three models.

For the word red it has no synonyms or antonyms. The

word is marked in blue if it is not color. The most similar

words in our model and Skip-gram are all colors while

irrelevant words appear in JointRCM, WE-TD and dict2vec.

From these cases, it is demonstrated that proposed

models not only have better results in distinguish synonyms

and antonyms (in the continuous and precise cases) but also

capture effective global semantic information of words (in

red cases). In particular, the UMS model has the best

performance in these three cases without any antonyms.

4.4.2 Improvements on sentence similarity

Two cases from sentence similarity are chosen. Each model

calculates the given sentence (in the first row) with all the

candidate sentences and the sentence with the highest

similarity score is shown in Table 6.

The main components of the candidate sentences are

similar, while antonyms are marked in red and words of the

same category in blue.

(a) (b)

(c) (d) (e)

Fig. 3 Evaluation of different a based on UMS model
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For the first case in the second column, WE-TD, Skip-

gram and JointRCM consider indoors as the similar word

with outside. However, the meanings of indoors and out-

side are opposite, which is the typical case that these

models are usually confused with the synonym and anto-

nyms. Toward dict2vec model, it considers sunny as the

similar to snowy. The proposed model has its advantage to

correctly distinguish the synonym pair between snowy and

snow; as well the antonyms pair between outside and in-

doors. In the second case in the 3rd column, the proposed

models also show it effectiveness to process these word

pairs like chases and running.

In conclusion, it is shown from Table 6 that the pro-

posed models have ability to effectively distinguish

between antonyms and do not confuse the synonyms with

words of the same category. Due to this, the proposed

models effectively incorporate the synonyms and antonyms

resources in both syntagmatic and paradigmatic relations.

5 Conclusions

Incorporation of the linguistic knowledge is one of the key

concerns in current paradigm of the NLP. This paper pro-

posed a distant supervision method to learn improved word

representations, in order to extra incorporate the synonyms

resources in paradigmatic relations. Our three variants of

the proposed methods have been demonstrated with its

effectiveness in four typical benchmarks: analogy, recog-

nition of synonyms and antonyms, sentence matching and

text classification.

The word embedding is one of the key input features for

most typical tasks in the NLP. Although there are more and

more network architectures in current NLP community,

more attention should be paid in the inputting side (namely

word embedding), instead of only intermediate architec-

tures. From empirical point of view, external resources,

like linguistic knowledge and general common sense are

also essential for NLP. In order to extend the proposed

models in a more general purpose, a larger-scale corpus

and benchmarks should be used in the future. Meanwhile, it

is expected to directly model naturally both the synonyms

and antonyms information in the phase part of complex-

valued word embedding [18].
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Table 5 Case Study on word similar task. Words in red are antonyms, words in blue are irrelevant words

Targets Skip-gram JointRCM WE-TD dict2vec UMT UMS BMTS
continuous uninterrupted ceaseless uninterrupted continuously continual continual continual

noncontinuous uninterrupted continual semicontinuous uninterrupted uninterrupted constant
continual uninterruptible constant discontinuous discontinuous constant uninterrupted
discontinuous discontinuous piecewise uninterrupted noncontinuous linear continuously
continuously continual persisting intervals singlevalued continuously linear
semiinfinite constant dogging sinusoidal piecewise minimal discontinuous

precise accurate accurate exact accurate accurate accurate accurate
exact imprecise accurate imprecise exact exact exact
imprecise unambiguous repeatable accurately imprecise correct precisely
unambiguous correct meticulous inexact repeatable precisely correct
accurately repeatable punctual semidefinite precisely accurately accurately
repeatable meticulous scrupulous accuracy unambiguous consistent timing

Red blue blue blue redder blue blue blue
yellow bluefin elvises reds yellow yellow yellow
white yellow redyellow yellow white purple purple
lightblue puce blue blue black pink white
purple sox orange orange purple green green
skyblue yellow yellower yellower pink black pink

Table 6 Case Study on sentence similarity task. Word in red are antonyms, word in blue are categories word

Two men waiting outside the door on a snowy night. A dog chases a dog toy on the grass.

WE-TD Two people are indoors on a snowy night A dog slips on the wet grass

Skip-gram Two people are indoors on a snowy night A dog slips on the wet grass

JointRCM Two people are indoors on a snowy night A dog chases a cat onto the sofa

dict2vec Two men are sitting outside of a store on a sunny day A dog slips on the wet grass

NUMS Some men are standing outside in the snow A dog is running on the grass
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