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Abstract

Multicriteria decision-making process explicitly evaluates multiple conflicting criteria in decision making. The conven-
tional decision-making approaches assumed that each agent is independent, but the reality is that each agent aims to
maximize personal benefit which causes a negative influence on other agents’ behaviors in a real-world competitive
environment. In our study, we proposed an interval-valued Pythagorean prioritized operator-based game theoretical
framework to mitigate the cross-influence problem. The proposed framework considers both prioritized levels among
various criteria and decision makers within five stages. Notably, the interval-valued Pythagorean fuzzy sets are supposed to
express the uncertainty of experts, and the game theories are applied to optimize the combination of strategies in interactive
situations. Additionally, we also provided illustrative examples to address the application of our proposed framework. In
summary, we provided a human-inspired framework to represent the behavior of group decision making in the interactive
environment, which is potential to simulate the process of realistic humans thinking.

Keywords Interval-valued Pythagorean fuzzy sets - Game theory - Multicriteria group decision making - Priority level

1 Introduction

The group decision making is a complex procedure which
requires humans to select an optimal alternative from
multiple objects based on their satisfaction with desired
criteria, including cost criteria and benefit criteria [1]. The
decision-making process has been applied in various fields,
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such as fault diagnosis [2], industrial production [3], supply
chain management [4] and supplier selections [5], attract-
ing attention of majority researchers [6]. Many categories
of decision-making processes can provide reliable out-
comes, such as multiobject decision making [7] and [8]. In
a real-world environment, the uncertainty and complexity
are ubiquitous in our decision-making process [9]. To make
group decision making applicable, many systematic
methods are developed to address the above problems [10].

During a group decision-making process, the domain
experts are invited to evaluate each alternative concerning
desired criteria as a decision maker. Therefore, the
expression of assessments is vital in the decision-making
process and concerned by researchers [11]. However, due
to the existence of uncertainty and subjectivity of experts
caused by lacking precise information, decision makers
cannot be able to provide accurate evaluations in forms of
the crisp number. More specifically, the experts joining in
decision process prefer an approximating evaluation rather
than quantifying them to a concrete number [12]. Under
this situation, it is a challenge how to model uncertainty
and indeterminacy of experts’ evaluations by decision-
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making process [13]. In particular, Dempster—Shafer evi-
dence theory (also known as D-S theory or evidence the-
ory) sets a solid foundation for representing the uncertainty
of human being’s assessments [14], which considered
discord and nonspecific involved in experts’ judgments
simultaneously [15]. D-S theory has been widely applied
in various domains and has made some significant
achievements [16]. However, D-S theory is incapable of
expressing indeterminacy or hesitation involving in lin-
guistic judgments [17]. For example, in a basketball game,
Team A will defeat Team B with a certainty of 0.7 and 0.2
sure that Team A will lose the game and the remaining 0.1
express the indeterminacy of experts. Fuzzy set theory,
which was proposed by Zadeh [18], is often seen as another
useful tool in which it transforms the uncertainty into lin-
guistic variables in the form of the fuzzy number. It
eliminates subjectivity and prejudgements of decision
makers in a compromising manner, yet failing to express
probabilistic uncertainty and fuzzy uncertainty simultane-
ously. In addition, existing methods do not take consider-
ation of priority factors when making decision process. As
we know, the priority level of decision makers and criteria
are not equal in practice. For an enterprise deciding to
select a new product to invest, the weight of manager is
usually larger than vice manager and benefits of products is
more important than costs of products. Facing these
dilemmas, an integrated decision method is urgently
required to mitigate the current troubles [19].

Pythagorean fuzzy sets (PFS) proposed by Yager [20] is
a generation of the intuitionistic fuzzy set (IFS) [21] since
it represents a wider range of uncertainty and a higher
degree of imprecision. PFS satisfies the constraints that the
square sum of its membership and nonmembership is less
or equal than one, so it allows that PFS has potential to
process special situations aside from IFS support. In
addition, it is not feasible for decision makers to quantify
their evaluations by a crisp number due to small-size
information, and a compromise solution is to represent
their opinions in the form of interval number within [0, 1].
Following this norm, the interval-valued Pythagorean
fuzzy set IVPFS) is proposed to describe the case in which
membership and nonmembership’s value is in interval-
form. With the existence of IVPFS, a more effective
framework is developed in group decision making
involving uncertainty and imprecision.

In the former researches, the decision makers’ judge-
ments and decisions are assumed to be not affected by
other joiners in decision-making process. Existing
researchers mainly focused on assessing the satisfaction of
each alternative to some desired criteria, yet lacking to
consider external joiners on a decision maker. In terms of
practical applications, a decision-making process not only
involves a statistic process instead of a decision maker
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inter-playing with other participants, but also maximizes
their benefits. The decision activities which involve more
than one participant are often recognized as games. Game
theory [22] provides a systematic and solid framework to
study play aided by mathematical tools. Regarding this
point, the traditional decision-making processes seem to
induce decision makers to maximize their payoffs in
games, but it can be regarded as a new interpretation of
decision-making process and attracted multitudes of
attentions.

An additionally significant issue of group decision
making is the priority levels of decision makers and
dynamic criteria [23]. For example, if an enterprise plans to
select a new product to invest among many alternatives, the
decision-making weight of manager is larger than vice
manager who considered new products’ benefits and
ignored the risks of investing in some companies. Priority
average (PA) operator [24], an aggregating tool quantifying
priority levels into weight, has been applied in different
types of decision domains. The main thrust of this research
is to establish a foundation that makes group decision
making more reliable by considering all possible indexes.
To achieve this goal, we proposed an interval-valued
Pythagorean prioritized game framework. In specific, a
game theory-extended multicriteria group decision-making
model is considered to give priority in the Pythagorean
interval-valued linguistic evaluation. The interval-valued
Pythagorean fuzzy sets are applied to access evaluations
without loss of uncertainty and indeterminacy from
experts. The assessed evaluations with different priority
levels are aggregated into a comprehensive assessment to
extract the equilibrium of experts based on game theory.

The remaining part of the paper is organized as follows.
Section 2 provides some preliminaries on the interval-
valued Pythagorean fuzzy set (IVPES), priority average
(PA) operator and two-person nonconstant sum game. In
Sect. 3, we presented our proposed interval-valued Pytha-
gorean prioritized game framework in group decision-
making process. In Sect. 4, an illustrative study is pre-
sented to describe the application of proposed framework
and verify the validity of proposed framework. Several
experiments are conducted in Sect. 5 to verify the accuracy
and validation of proposed method in real decision-making
process. In Sect. 6, we provide a conclusion of this study.

2 Preliminaries
2.1 Pythagorean membership functions
Yager first defined the notation of Pythagorean fuzzy set

(PFS), and then, Peng developed it to a generalized form
called interval-valued Pythagorean fuzzy set (IVPFS) [25],
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and some basic concepts and operators are defined as
below:

Definition 1 Note Int([0,1]) is the set of all closed
subinterval of [0,1], and X be a universe of discourse. An
IVPES P in X is defined as:

P = {{x, up(x),vp(x))|x € X}

The function pp : X — Int([0, 1]) (x € X — up(x) C [0, 1])
and vp: X — Int([0, 1])(x € X — vs(x) C [0, 1]) denote the
membership degree and nonmembership degree of element
x € X to the set P, respectively. For every x € X, up(x) and
vp(x) are closed intervals, and their lower and upper
bounds are denoted by u5(x), 1 (x), v(x),v¥(x). There-
fore, P can be expressed as follows and satisfy the
conditions:

1d(x) >0, v (x) >0, p¥(x) +v¥(x) <1

The degree of indeterminacy

mp(x) = [mf(x), 7f (x)]

= (V=0 =0, 1 i = o

vL U

For convenience, P = ([uk, u¥], [Vs, vY]) is an interval-

valued Pythagorean fuzzy set (IVPFS).

Definition 2 Let a1 = {{sq(a,), [5(a1), u3(ar)], P5(ar),

vi(a)])} and ay = {(sp(a) [H5(a2), pf(a2)], Vs(az), v
(a2)])} be two IVPFSs and A > 0. Some operations of a;
and a, are defined as follows:

N ada= P(<59(a1)+9(a2)7
[/ () + (k(@2))? = (i) stp(a2) ),
V8 @) + (1 (@) — (@) (1 (@),
[vh(anvh@), vh(avl(a)] ))
@ a1 ®a = P((soeoten [ (an)itplar). s ar)
g (a2)],
[V (@) + ((@2)) — (bl (@),
VOF @) + (¥ (@) - (§ (@) 0¥ (@2))?]))
@ 2a=P((sn: [\/1 - (1= (h(a))),
V1= 0= @),
(@), (5 @))])). 420

@ @ =P( {5y [(H6@) (W @))],
V1= (= Gh@?, yT=1=
(@))])). 420

The score function s(a) =1 [(,uf;)z + (u¥)* — (vh)? —

(vg)z} is used to get score of a and accuracy function
h(a) =1 [(15)> + (1Y)* + (v5)* + (vY)?] to evaluate the
accuracy degree of a. The relation between two IVPFSs a;
and a, are:

If s(a1) <s(az), then a; <a,.
If s(a) = s(az), then

If h(a1) = h(ay), then a; = a;.
If ]’l(dl) <h(a2), then a; <ay.

Notice that s(a) € [-1,1]. To further our following
research, a new score function is defined as:

stay = L () )05

The new score function S € [0, 1] for that 0 < (u5)%, (u¥)?,
(v5)?, (vY)* < 1. Compared with original score function,
the basic properties are not changed. If s(a;) < s(az), then
S(a;) <S(az); on the other hand, if S(a;) <S(az), then
s(ay) <s(ay). Thus, the relationship derived from original
score function s is not changed when replaced by our new
score function S.

2.2 Prioritized average operator

The prioritized average (PA) operator was originally
introduced by Yager:

Definition 3 C = {C;,C,,...,C,} is a collection of cri-
teria and the prioritization between the criteria is expressed
by a linear ordering C; > C, > Cj - -- > Cy, the criteria C;
has a higher priority than C; if j<k. And the value C;(x)
indicated the performance of any alternative x under cri-
teria C; which satisfies C;(x) € [0, 1]. For:

PA(Ci(x)) = zn:w,-ci(x)
=1

where w; = # T =11_ Gx) (i=2,..

Then PA is called prioritized average operator.

.,n), T1 =1.

2.3 Two-person nonconstant sum game
Game theory founds a systematic and solid mathematical

foundation to deal with dilemmas, where the preferences,
benefits, and expectations of participants are discord. Now,
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game theory has been widely used in various domains like
theoretical biology [26], complex system [27], risk analysis
[28] and other fields [29]. It could quantify the impacts
exerted on participants by others in an interactive envi-
ronment. In general, a strategic game consists of a set of
players, set of strategies of each player and payoffs gained
from each strategy. The equilibrium or solution of a game
will be reached when no participants could gain by uni-
laterally deviating from it which is also called Nash equi-
librium [30].

Two-person nonconstant sum game is a type of game in
which player A has a finite set of strategies S4 which
contains m strategies, while player B’s strategy set S of n
strategies. The total payoffs of player A and player B

Stepl: Game analysis

Step2: Decision making analysis

Step3: Strategy evaluation

Step4: Aggregation of multiple-criteria
group decision making under interval-
valued pythagorean fuzzy environment

Step5: Decision according to pure
strategy Nash equilibrium

depend on utility function u4 (S%,S}) and ug(S,,S,) where
S, € S4 and S, € Sp. A pair of strategy is the solution
(Nash equilibrium) of the game if it satisfies

Uy (sz,s;;) > Uy (sa,sZ) Vs, € Sa

uB(sZ,sZ) > uy (sZ,sb) Vs, € Sp

3 The proposed interval-valued
Pythagorean prioritized game framework

The general procedures of the proposed interval-valued

Pythagorean prioritized game framework are displayed in
Fig. 1. The details are shown as follows:

Identify the participants

Identify the set of strategies of each participants

|

Identifying criteria

Identifying linguistic terms for experts to evaluate .

Make sure utility functions

<—|<—

Calculate the val

VPFPW A op
Experts opinions

culate the val

'VPFPW A op
alternative

culate the Scor

!

ate expected

ting payoff

No

Pure strategy Nash equilibrium

1 solution of

I-<
(0]
(%]

Approve decisi

Fig. 1 General procedures of group decision making using proposed method
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Step 1  Game analysis

In the initial stage, we analyzed the games to identify basic
elements of the game: the set of participants and their
strategies when they interact with each other. The basic
framework of the game is established in this step.

Step 2 Decision-making analysis

Next, the desired criteria, as well as their prioritized levels,
are identified. Meanwhile, the invited decision makers with
different weights also determined the game is transferred
into multicriteria group decision-making process. The lin-
guistic terms are defined to conduct evaluating process, and
utility functions are also given to calculate final payoff
matrix.

Step 3 Strategies assessment

In this stage, the invited domain decision makers judge
each strategy concerning each criterion for each strategy.
Of note, the assessments are expressed in the form of the
interval-Pythagorean fuzzy set due to experts’ indetermi-
nacy and uncertainty, and these evaluations are also based
on game theory perspective by taking competitor’s strate-
gies reciprocally.
Step 4  Aggregation of multicriteria group decision
making under interval-valued Pythagorean fuzzy
environment

In this stage, we will introduce the IVPFPWA and
IVPFPWG into the multicriteria group decision-making
problems, the detailed description of interval-valued
Pythagorean fuzzy prioritized operators is in “Appendix.”
Assume X = {x1,x2,...,%,} is the set of alternatives and
C ={cy,¢2,...,cy} is the collection of criteria in a deci-
sion-making situation. The prioritization between the cri-
teria is expressed by the linear ordering ¢; > ¢3...,> ¢, in
which ¢; = ¢; means criteria i has a higher prioritization
level than criteria j. In addition, E = {e;,es,...,¢,} is the
set of experts or decision makers, and there is also a pri-

oritization  expressed by the linear ordering
er = e = ..., = e, Let P9 = (pl{;’))mxn be the interval-

valued Pythagorean fuzzy set decision-making matrix,
(@) _ ([a(q> b(q)] [c(q) d?

where p;; i »bii'ls e, d;"]) s the satisfaction

(4) pla)
i by
the degree range alternative x; satisfies the criteria c; in the

perspective of expert e,, while [cl(;l), di(jq)

range alternative x; does not satisfy criteria ¢; from expert
e¢;. Therefore,
2
lay,b"] € [0,1] and [e, d}/"] € [0,1], (B;")
+ @)Y <1 i=1,2, . m j=1,2,...n.

evaluation given by experts e, in which [a | indicates

| means the degree

If all the criteria ¢; (j = 1,2,...,n) are of the same type,
then the criteria values do not need normalization.

(9)

Otherwise, the decision maker matrix P = i) e
should be normalized into R@ = (ri(;n)mxn.

pl(jq) for benefit criteria ¢;

ij -
(9) o
p;  for cost criteria ¢;

i=1,2,3,...mj=1,2,3,...,n and

@ _ ([ (@ @] [ @ ;@ a (9)

pi = ({aij ,bij }, [cij ,dij D whllepij

= ([cgl),di(jqq, [agjq),bgjq)]) is the complement of plg-q).

3.1 Make some slight adjustments on decision
maker’s opinions

Next, we should evaluate the evaluations gathered from
decision makers. In some special cases, some minor
adjustment will be made on experts’ opinions. This pro-
cedure is to eliminate unreasonable results aggregated from
IVPFPWA and IVPFPWG operators. The reasons are
explained in detailed examples:

3.1.1 Example 1

Assume  p; = {{so), [5(ai), 1y (@), Va(ai), vi(a)))}
(i=1,2,...,12) are the Pythagorean fuzzy sets given by
decision makers e¢; (i = 1,2,...,12) to evaluate an alter-
native respect to a criteria. [u5(a;), u3(a;)], Vs(ai), v (ai)]
are degree range of support and degree range of nonsupport
for an decision maker to an alternative, respectively. In
addition, the prioritization level of experts is expressed by
a linear ordering e; > ey > --- > eq».

Then IVPFPWA operator is utilized to aggregate these
IVPESs and obtain a comprehensive performance value. In
this case, we suppose this criterion is a benefit criterion, so
it does not require normalization before aggregation. From
the first column of Table 1, it can be seen that although 11
experts grade the very high degree of support to the
alternative, with the complete nonsupport assessment
([0, 0], [1, 1]) of the first expert, the result is
([0, O], [1, 1]). The overall results are anti-intuition and
unreasonable because it means that all 11 decision maker’s
opinions are not considered. Taking further analysis, we
find that no matter which decision maker holds absolutely
nonsupport perspective like ([0, O], [1, 1]), the following
expert’s opinions will be ignored which is unreasonable in
practice. By analyzing this situation, we find it is caused by

the value of T; = H]’;} S(a;). If one decision maker holds

absolutely nonsupport perspective (the value of score
function is equal to O in this case), then other decision
makers behind him are fixed as 0. Actually, 7; should meet
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Table 1 Decision matrix

Original aggregation result

Result after slight adjustment

€]
€
es
€4
es
€6
e7
eg
€9
€10
er
e
Pi

([0, 01, [1, 1D

([0.97, 0.98], [0.01, 0.02])
([0.97, 0.98], [0.01, 0.02])
([0.97, 0.98], [0.01, 0.02])
([0.97, 0.98], [0.01, 0.02])
([0.97, 0.98], [0.01, 0.02])
([0.97, 0.98], [0.01, 0.02])
([0.97, 0.98], [0.01, 0.02])
([0.97, 0.98], [0.01, 0.02])
([0.97, 0.98], [0.01, 0.02])
([0.97, 0.98], [0.01, 0.02])
([0.97, 0.98], [0.01, 0.02])

([0.01, 0.02], [0.97, 0.98])
([0.97, 0.98], [0.01, 0.02])
([0.97, 0.98], [0.01, 0.02])
([0.97, 0.98], [0.01, 0.02])
([0.97, 0.98], [0.01, 0.02])
([0.97, 0.98], [0.01, 0.02])
([0.97, 0.98], [0.01, 0.02])
([0.97, 0.98], [0.01, 0.02])
([0.97, 0.98], [0.01, 0.02])
([0.97, 0.98], [0.01, 0.02])
([0.97, 0.98], [0.01, 0.02])
([0.97, 0.98], [0.01, 0.02])

([0, 01, {1, 1D

([0.4283, 0.4719], [0.3927, 0.4541])

the condition 7; > 0. The emergence of anti-intuition
results is caused by failure meeting of this requirement.

To solve this problem, a slight adjustment is made. As
shown in the second column of Table 1, we transfer the
absolute nonsupport evaluation ([0, O], [1, 1]) into
([0.01, 0.02], [0.97, 0.98]). The final result turns out to be
reasonable. The revised method’s outcome is of highly
support. A comparatively balanced output will be obtained
without changing decision maker’s basic opinion just
through a slight numerical adjustment.

3.1.2 Example 2

The IVPFSs in Table 2 have the same meaning as descri-
bed in Table 1.

From the first column, 11 experts with high priority
grade the high degree of nonsupport to the alternative;
the last decision maker’s complete support degree
makes an overall evaluation a full support
([1, 11, [0, O]). The result is not reasonable.

In column 2, the last decision maker’s evaluation are
adjusted to ([0.95, 0.97], [0.01, 0.02]). Then, a higher
degree of nonsupport result is acquired after aggrega-
tion. It is a reasonable result.

The column 3 in Table 1 shows another unreasonable
result. The last decision maker’s lowest degree of
nonsupport ([0.97, 0.98], [0, 0]) results in a completely
lowest degree of nonsupport to the alternative. If we
slightly adjust 12th decision maker’s assessment to
[0.97, 0.98], [0.01, 0.02], the result after aggregation
would be correct.

Table 2 Decision matrix

Original aggregation result

Result after slight adjustment Original aggregation result

e ([0.1, 0.2], [0.7, 0.8])
e ([0.1, 0.2], [0.7, 0.8])
e ([0.1, 0.2], [0.7, 0.8])
e ([0.1, 0.2], [0.7, 0.8])
es ([0.1, 0.2], [0.7, 0.8])
e (0.1, 0.2], [0.7, 0.8])
e ([0.1, 0.2], [0.7, 0.8])
es ([0.1, 0.2], [0.7, 0.8])
eo ([0.1, 0.2], [0.7, 0.8])
el ([0.1, 0.2], [0.7, 0.8])
en ([0.1, 0.2], [0.7, 0.8])
en ({1, 11, [0, O]

pi ([1, 11, [0, O])

([0.1, 0.2], [0.7, 0.8]) ([0.1, 0.2], [0.7, 0.8])
([0.1, 0.2], [0.7, 0.8]) ([0.1, 0.2], [0.7, 0.8])
([0.1, 0.2], [0.7, 0.8]) ([0.1, 0.2], [0.7, 0.8])
([0.1, 0.2], [0.7, 0.8]) ([0.1, 0.2], [0.7, 0.8])
([0.1, 0.2], [0.7, 0.8]) ([0.1, 0.2], [0.7, 0.8])
([0.1, 0.2], [0.7, 0.8]) (0.1, 0.2], [0.7, 0.8])
(0.1, 0.2], [0.7, 0.8]) (0.1, 0.2], [0.7, 0.8])
([0.1, 0.2], [0.7, 0.8]) ((0.1, 0.2], [0.7, 0.8])
([0.1, 0.2], [0.7, 0.8]) ([0.1, 0.2], [0.7, 0.8])
([0.1, 0.21, [0.7, 0.8]) ([0.1, 0.2], [0.7, 0.8])
([0.1, 0.2], [0.7, 0.8]) ([0.1, 0.2], [0.7, 0.8])

([0.97, 0.98], [0.7, 0.8])
([0.01, 0.04], [0.7, 0.8001])

([0.97, 0.98], [0, O])
([0.01, 0.04], [0, O]
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3.1.3 Make slight adjustment before fusing decision
maker’s opinions

According to above-mentioned unreasonable results
derived from decision maker’s evaluations, a preprocessing
stage that aimed at making a slight adjustment on assess-
ment to avoid following extreme occasions is necessary.

e pi=([0,0],[1,1]);
* Pi:([1,1]>[070])§
e degree of nonsupport is [0, 0].

Corollary IVPFPWA (ay,az,as,...,a,) = ——a;®

T;
i=1
P

Z:Ian’a Z:] 7 only when a; = {{x, up(x),
vp(x )>\XEX}79([ ;0L [11]), @i = {(x, pp(x), v (x)) [ €
X}#([»][ 0]) and vp(x) # [0,0]

Proof Taking a; = ([0,0],[1,1]), in this situation the

score function S(aj) =0 T; = [, S(ax) = S(a;) x

S(az) x S(az) x -+ S(ai—1) =0x S(az) x S(az) x ---S
(ai_|) =0 (l =2,3,.. ) and T, =1, thus
IVPFPWA(a17a2,a37 N ) =l 0%,0,...,0

Ya, =ta; = ([0,0], 1, ]) This result is not correct.  [J

Of note, the slight adjustment is to revise error results
obtained from extreme situations referred above, and the
original view of decision maker cannot be changed.

3.2 Group decision making using IVPFPWA
operator or IVPFPWG operator

Now, we conduct the group decision making under
Pythagorean fuzzy environment using IVPFPWA operator
and IVPFPWG operator. The primary procedures are
detailed as follows:

Stage 1 Calculate the values of Tlgq) = Z;}S(ris.q))
(g=2,3,...,p) and TISU =1

Stage 2 Utilize the IVPFPWA operator:

IVPFPWA( m o 6 r?P))

U’lj’lj77lj

= < 1—ﬁ(1_(a;9>)2>2?,ﬂ’

i=1

or the IVPFPWG operator

IVPFPWA(r” MO RC r.(!’))

1/7”;1]’71]

to aggregate multiple opinions from decision makers. A

comprehensive  decision matrix R = (ry),,, (=
1,2,3,....m; j=1,2,3,...,n). is obtained

Stage 3 Calculate the Tj; based on: le S ( )
(g=23,...p) and T =1 (=123 ..,mj=
1,2,3,...,n)

Stage 4 Aggregate interval-valued Pythagorean fuzzy
sets for each alternative x; by operator:

IVPEPWA (ri1, 12, i3, - - - T'in)

n

1- H(l - (bz:f)z)z":‘n ;

i=1

or the IVPFPWG operator

IVPFPWA (ri1, iz, Fi3s - - - Fin)

(1=

H(“u)z":‘ " H(sz)z’n:' T’] )

i=1

=)

Stage 5 Calculate score of each alternative:

2+ai+bi—ci—di .
taitoi—c i=12

S(r)) = " 2

m

Step 5 Decision based on equilibrium

In the final stage, the solution of decision would be
determined based on equilibrium point of the game. At
first, the expected utilities of each participants’ strategies
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are determined using utility function. Then, the payoff
matrix containing benefits of two benefits in an interactive
environment is formulated. Next, the equilibrium of the
game should be identified. In this research, we focus our
attention on pure strategy Nash equilibrium. In some spe-
cial cases, the pure strategy Nash equilibrium may not
exist. Thus, decision makers are invited to re-evaluate
outcome of strategies. If there are Nash equilibriums, find
the optimal combination of strategy according to decision
makers’ preferences. If the selected Nash equilibrium is
approved, then it will be conducted.

4 An illustrative example

In this section, an example of the duopoly is given to
verify the proposed interval-valued Pythagorean priori-
tized game framework. The background of this game is
that there are two enterprises taking up markets by pro-
viding a specific product to consumers. Another prior
study recognized the behaviors as well as strategies of
each company of one company. Thus, one enterprise must
consider its opponent’s operations when they conduct
decision-making process. Let us assume that enterprise A
makes some significant breakthroughs in product tech-
nology, so their production efficiency is significantly
improved compared with before. In this occasion, the
strategies of two company should be adjusted to maximize
their benefits.

4.1 Game analysis

The participants of this game are enterprise A and enter-
prise B abbreviated merely as A and B, respectively. Their
strategies are defined as follows:

The set of strategies of A

e S4i: Keeping production strategies adopted before.

e Sip: Taking new efficient product technology thus
eliciting a price war.

e Si3: Keeping the production scale unchanged and
implementing new technology into production.

e  Su4: Implementing new technology into production and
improving production scale level.

e Sis: Making negotiations with B requiring a larger
market.

The set of strategies of B

e Spi: Making great efforts and devoting much financial
supports to develop new production technology.

e Sp>: Decreasing production scale.

e Spy: Cutting the price of production keeping former
production scale.

@ Springer

e Sp4: Making some compromise to another enterprise.

4.2 Decision-making analysis

Now, we first identify the prioritized level of each criterion
and decision makers. Three criteria are identified as C;
benefits, C, further development, C; sustainability and
strategy influences Cy4. After experts’ evaluations and dis-
cussions, the prioritized level is observing a linear order
Cy > C, > C3 > C4. And three decision makers partici-
pating in the activity are the manager (decision maker 1),
vice manager (decision maker 2) and consultant (decision
maker 3) with prioritized level decision maker 1 > decision
maker 2 > decision maker 3.

Then, the linguistic assessments ranking is defined in
Table 3.

Finally, the utility functions u#4 and up of A and B are
determined on linguistic evaluations displayed in Table 4.
According to utility functions of A and B, the payoff of
evaluated result could be acquired.

4.3 Strategies evaluations

In this step, multiple decision makers are invited to
evaluate the strategies of each player with respect to
desired criteria. The evaluation outcome addressed in the
form of interval-valued Pythagorean fuzzy sets based on
linguistic terms defined in decision-making analysis step.
Due to limited spaces, we considered the case in which
enterprise A adopts strategy S4; and enterprise B adopts
strategy Sp;, and other combinations of strategy are the
analogous way. Of note, the evaluation results are
described in Table 5.

4.4 Aggregation of multiple criteria group
decision making under interval-valued
Pythagorean fuzzy environment

Stage 1 Calculate Tim, Téz), TZT )

Table 3 Linguistic assessments for strategies

Grade Numerical rating Description
VP 1 Very poor
MP 2 Medium poor
M 3 Medium

G 4 Good

VG 5 Very good
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Table 4 Utility functions for A and B

Assessment grade MP M G VG
U 0.2 0.5 0.8 1.0
up 0.2 0.5 0.8 1.0

() _
T; =

—_ = =
—_ e e =

0.2250
0.6400
79 = | 0.2500
0.6000
0.3294

—_ = e =

1 0.6000
1 0.8000
1|7? = | 0.6250
1 0.7500
1 0.7750

0.8500 0.4250 0.3500
0.3750 0.8000 0.8000
0.4250 0.4000 0.4250
0.7250 0.8000 0.8000
0.4250 0.7000 0.5750

0.5950 0.3400 0.1487
0.2812  0.3000 0.5600
0.3825 0.1800 0.2762
0.2719 0.6400 0.3400
0.3187 0.5075 0.4169

Table 5 Assessments of player A’s strategies with respect to criteria considering plater B’s strategy Sp;

Strategy

Criteria

Decision maker 1

Decision maker 2

Decision maker 3

Sai

Saz

Sa3

Sa4

Sas

Ci

(&)

G

Cy

Ci
G
C3
Cy
C
G
G
Cy
C
G
G
Cy
C
(&)
G
Cy

{VP, ([0.5, 0.6], [0.3, 0.4])}
{MP, ([0.7, 0.8], [0.1, 0.2])}
{M, ([0.3, 0.7], [0.2, 0.3])}
{G, ([0.4, 0.7], [0.0, 0.1])}
{VG, ([0.6, 0.8], [0.1, 0.2])}
{VP, ([0.7, 0.8], [0.0, 0.1])}
{MP, ([0.2, 0.3], [0.4, 0.6])}
(M, ([0.2, 0.4], [0.4, 0.5])}
{G. (0.5, 0.7], [0.1, 0.2])}
{VG, ([0.2, 0.4], [0.4, 0.5])}
{VP, ([0.2, 0.4], [0.4, 0.5])}
{MP, ([0.6, 0.8], [0.0, 0.2])}
{M, ([0.1, 0.4], [0.4, 0.5])}
(G, ([0.7, 0.8], [0.1, 0.2])}
{VG, ([0.6, 0.7], [0.2, 0.3])}
{VP, ([0.1, 0.3], [0.4, 0.6])}
{MP, ([0.6, 0.8], [0.0, 0.2])}
{M, ([0.3, 0.4], [0.4, 0.6])}
(G, ([0.7, 0.8], [0.1, 0.2])}
{VG, ([0.4, 0.5], [0.2, 0.4])}

{(VP, ([0.2, 0.4], [0.5, 0.6])}
{MP, ([0.6, 0.8], [0.0, 0.2])}
(M, ([0.1, 0.4], [0.4, 0.5])}
(G, ([0.6, 0.8], [0.0, 0.2])}
(VG, (10.2, 0.4], [0.4, 0.5])}
(VP, ([0.6, 0.7], [0.2, 0.3])}
{MP, ([0.3, 0.8], [0.0, 0.1])}
M, ([0.8, 0.9], [0.0, 0.1])}
(G, (10.2, 0.3], [0.4, 0.6])}
{(VG, (0.6, 0.7], [0.1, 0.2])}
{(VP, ([0.6, 0.8], [0.0, 0.2])}
{MP, ([0.2, 0.3], [0.4, 0.6])}
(M, (0.1, 0.4], [0.2, 0.5])}
{G, ([0.7, 0.8], [0.1, 0.2])}
(VG, ([0.5, 0.7], [0.1, 0.2])}
{(VP, ([0.1, 0.4], [0.3, 0.5])}
{MP, ([0.6, 0.7], [0.2, 0.3])}
(M, ([0.4, 0.7], [0.2, 0.3])}
(G, ([0.2, 0.4], [0.4, 0.5])}
{(VG, ([0.5, 0.7], [0.1, 0.2])}

{(VP, ([0.7, 0.8], [0.0, 0.2])}
{MP, ([0.3, 0.8], [0.1, 0.2])}
(M, ([0.7, 0.91, [0.0, 0.1])}
(G, (10.2, 0.3], [0.4, 0.6])}
(VG, ([0.2, 0.4], [0.4, 0.5])}
{(VP, ([0.3, 0.8], [0.0, 0.1])}
{MP, ([0.1, 0.2], [0.4, 0.6])}
(M, ([0.3, 0.4], [0.4, 0.5])}
{G, (10.2, 0.3], [0.4, 0.6])}
{(VG, (0.2, 0.4], [0.4, 0.5])}
(VP, (104, 0.7], [0.2, 0.3])}
{MP, ([0.2, 0.3], [0.4, 0.5])}
(M, ([0.1, 0.3], [0.3, 0.5])}
(G, ([0.6, 0.7], [0.2, 0.3])}
(VG, ([0.4, 0.7], [0.0, 0.1])}
{VP, ([0.6, 0.8], [0.0, 0.2])}
{MP, ([0.3, 0.4], [0.4, 0.6])}
(M, ([0.2, 0.4], [0.4, 0.5])}
(G, (10.5, 0.7, [0.1, 0.2])}
{(VG, ([0.7, 0.9], [0.0, 0.1)}
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Stage 2 Using IVPFPWA operator to aggregate three
decision makers’ Pythagorean fuzzy decision matrix R
into a comprehensive Pythagorean fuzzy decision matrix
R (Table 6).

Stage 3  Calculate the
(i=1,2,...m; j=1,2,....n)
0.5382 0.3783 0.2049
0.7001 0.3330 0.1895
0.5746 0.3321 0.1095
0.6192 0.2980 0.2028
0.5290 0.2066 0.1327

values of T;

T =

e Sy

Stage 4 Using IVPFPWA operator to fuse all evaluation
values r;; in the ith line of R, and get comprehensive
assessment expressed by IVPFSs:

= ([0.0629,0.1829], [0,0.3194))
0.0753,0.2678], [0,0.2794])
[0.0270,0.1684], [0,0.3522])
[ 1 )
[ I, )

0.0674,0.2123], [0, 0.2445

= (
(
(
([0.0422,0.1680], [0, 0.3202

VG =

Stage 5 Calculate the scores of r;, respectively:
24 0.0629 +0.1829 — 0 — 0.3194

S(VP) = 7 = 0.4816
S(MP) = 240.0753 + 0.2578 —0-02794 _ o
S = 2 +0.0270 +0.1fs4 —0-03522 o
S(G) = 2 +0.0674 + 0.2;23 —0-02445 o
S(VG) = 2+ 0.0422 + 0.1580 —0-03202

Table 6 Pythagorean fuzzy decision matrix R

4.5 Decision based on equilibrium

Finally, according to the utility functions determined in
step of decision analysis, for each strategy, the expected
utility of final aggregated assessment is calculated by:

U" =" u(0)S(0)

0€Q
where Q = {VP,MP, M, G, VG}, so the expected utility
function can be calculated as:

US, i = 4a(VP)S(VP) + us (MP)S(MP)

+ us(M)S(M) + us(G)S(G) + us (VG)S(VG)
= 0.4816 x 0+ 0.5159 x 0.2 + 0.4608 x 0.5
+ 0.5088 x 0.8 +0.4725 x 1 = 1.21312

In the same way, other utilities of strategy combinations
are calculated similarly as shown in Tables 7 and 8. Fur-
thermore, the payoff matrix containing expected utilities is
formulated in Table 9.

As seen from Table 9, there is only one equilibrium
point (1.24082, 1.27552) which is a combination Ss4 of
player A and Sp3 of player B in this game. If all of them
approved, the combination would be a solution for the
decision. Also, it can be easily observed that equilibrium
point is neither best strategy of A nor best strategy of B,
and both of them make some compromise to maintain these
optimal stable situation. Since these two enterprises benefit
are discord, their payoffs could not be improved bilaterally,
which reveals the constraints in an interactive environment.

5 Discussion
5.1 Evaluation of proposed method
In this section, six experiments have been conducted to the

illustrative robustness of our proposed model. To be
specific, as shown in the illustrative examples, we fixed the

C

@)

G

Cy

VP

MP

VG

([0.2244, 0.3481], [0.0000,
0.4196])

([0.3605, 0.6400], [0.0000,
0.2000])

(10.1336, 0.4720], [0.0000,
0.3072])

(10.2031, 0.4709], [0.000,
0.1971])

([0.2082, 0.4384], [0.2070,
0.3235])

([0.3646, 0.5937], [0.0000,
0.1465])

([0.0466, 0.2556], [0.000,
0.3999])

([0.2463, 0.4078], [0.0000,
0.3425])

([0.1516, 0.3191], [0.1998,
0.3461])

([0.1303, 0.2562], [0.4243,
0.3999])

([0.1514, 0.3778], [0.0000,

0.3634])

([0.2086, 0.4149], [0.0000,

0.3464])

([0.01, 0.1523], [0.3428,
0.5000])

([0.4587, 0.6056], [0.1199,

0.2224])

([0.2836, 0.49001], [0.0000,

0.2049])

([0.0519, 0.1854], [0.0000,
0.5156])

([0.3043, 0.5047], [0.0000,
0.2978])

([0.1002, 0.2584], [0.3364,
0.4899])

([0.3131, 0.4777], [0.1679,
0.2817])

([0.2677, 0.4966], [0.0000,
0.2450])
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Table 7 Expected utilities of - e
player A’s strategies for all Player Bs strategies
player B’s strategies Sg1 Sp Sg3 Spa
Ut Rank UF Rank  UF Rank  UF Rank
A’s strategies  Saj 1.21312 2 0.86132 4 1.05002 2 1.02152 3
Sa2 113052 4 1.09912 2 1.04612 3 1.31052 1
Sa3 1.32602 1 0.99972 3 1.08312 4 1.00272 4
Saq 120572 3 1.21192 1 1.24082 1 1.20812 2
Sas 099162 5 0.73922 5 081272 5 098102 5
Table 8 Expected utilities of player B’s strategies for all player B’s strategies
Player A’s strategies
SA] SAZ SA3 SA4 SAS
Ut Rank Ut Rank Ut Rank Ut Rank Ut Rank
B’s strategies Sg1 0.86812 3 1.14042 3 1.17232 3 1.15752 2 1.14132 2
Sp2 1.30662 1 1.33192 1 1.19062 2 1.06392 3 0.99402 4
Sg3 0.81552 4 1.12382 4 1.21192 1 1.27552 1 1.31592 1
Spa 0.92912 2 1.21832 3 1.11332 4 1.03322 4 1.02462 3

priority order of 4 different criteria (C1 > C2 > C3 > C4)
and decision makers (decision maker 1 > decision
maker 2 > decision maker 3). The expected utilities of
two enterprises in different strategy combinations are
shown in Table 9. Of note, the optimal strategy combina-
tion is highlighted in italic. In this situation, the optimal
solution for two enterprises divided into enterprise A
adopting strategy Ss4 and enterprise B adopting strategy
Sp3.

To verify the accuracy and sensitivity of the proposed
approach, we changed the priority of four criteria and three
decision makers. In the first three experiments, we explored
the impact of priority of criteria on final optimal solutions.
The priority order of four criteria (C1 > C2 > C3 > C4)
varies depending on different circumstances, while the
decision makers’ order is consistent with that in illustra-
tive examples (decision maker 1 > decision maker 2 >
decision maker 3). Specifically, in the ‘Experiment 1,” 4

criteria are assumed to share same priority, and the prior-
ity order of three decision makers keeps as illustra-
tive examples (Cl1 = C2 = C3 = C4, decision maker 1 >
decision maker 2 > decision maker 3). Similarly, in the
‘Experiment 2,” the priority of four criteria is slightly
adjusted from illustrative examples (C2 > Cl > C4 >
C3 >, decision maker 1 > decision maker 2 > decision
maker 3). In the ‘Experiment 3,” the priority order
of 4 criteria is different (C4 > C3 > C2 > Cl, decision
maker 1 > decision maker 2 > decision maker 3). The
expected utilities of two enterprises in these three condi-
tions are shown in Tables 10, 11 and 12.

Analogously, the influence of priority of decision maker
is quantified in the following three experiments. The pri-
ority order of four criteria is assumed consistent with
illustrative examples (C1 > C2 > C3 > C4), but we made
adjustments on the priority order of decision maker.
Specifically, in the ‘Experiment 4,” three decision makers

Table 9 Expected utilities of

player A’s strategies for all Player Bs strategies

player B’s strategies Sa1 Sp Sg Sga
Sal 1.21312 0.86812 0.86132 1.30662 1.05002 0.81552 1.02152 0.92912
Sa2 1.13052 1.14042 1.09912 1.33120 1.04612 1.12382 1.31052 1.21832
Sa3 1.32602 1.17232 0.99972 1.19062 1.08312 1.21192 1.00272 1.11332
Sas 1.20572 1.15752 1.21192 1.06392 1.24082 1.27552 1.20812 1.03322
Sas 0.99162 1.14132 0.73922 0.99402 0.81272 1.31592 0.98102 1.02462
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Table 10 Experiment 1:
Expected utilities of player A’s

Player B’s strategies

strategies for all player B’s Sp1 Spa Sg3 Spa

strategies
Sa1 1.13291 0.97721 0.87116 1.31553 1.10303 0.93125 1.1.11098 0.89931
Saz 1.08941 1.12788 1.10412 1.29876 1.11224 1.19322 1.28773 1.22367
Sa3 1.33511 1.19337 1.05672 1.29056 1.09769 1.18945 0.08997 1.08356
Saa 1.18632 1.17632 1.18831 1.10043 1.30122 1.33241 1.19776 0.95622
Sas 1.02711 1.08753 0.84677 1.01921 0.82363 1.28441 1.10563 0.98532

Table 11 Experiment 2: s .

Expected utilities of player A’s Player B's strategies

strategies for all player B’s Sa1 Spa S Spa

strategies
Sai 1.18734 1.07112 0.93612 1.29341 1.11006 0.90783 1.07612 1.10298
Saz 1.15162 1.25153 0.98801 1.24231 0.93501 1.20272 1.21983 1.19451
Sa3 1.21592 1.09371 1.07307 1.08953 0.97394 0.97201 1.11165 1.12445
Saa 1.22585 1.19663 1.22872 1.05374 1.15564 1.22371 1.11734 1.05433
Sas 1.00715 1.13342 0.89193 1.07752 0.97732 1.29192 1.07931 1.03354

Table 12 Experiment 3: , R

Expected utilities of player A’s Player Bs strategies

strategies for all player B’s Sg1 Sk Sg3 Spa

strategies
Sai1 1.21092 0.97322 1.01132 1.24552 1.10201 0.87632 1.10142 1.07322
Saz 1.19052 1.12692 1.10312 1.27992 0.99742 1.09382 1.28152 1.19832
Sas 1.12602 0.97232 1.05472 1.20822 0.92312 1.18593 0.91052 1.07662
Saa 1.22572 1.19682 1.21192 0.95492 1.20982 1.16732 1.18812 1.13842
Sas 0.89282 1.12982 0.92172 1.00832 0.89352 1.25722 1.07102 0.929322

are assumed to share same priority and the priority order
of four criteria keeps as illustrative examples (CI >
C2 = C3 = C4, decision maker 1 = decision maker 2 =
decision maker 3). Similarly, in the ‘Experiment 5,” the
priority of three decision makers is slightly adjusted from
illustrative ~ examples  (C1 > C2 > C3 > C4, decision
maker 1 > decision maker 3 > decision maker 2). In the
‘Experiment 6,” the priority order of four criteria is totally
different (C1 > C2 > C3 > C4,decision maker 3 - decision
maker 2 > decision maker 1). The expected utilities of two
enterprises in these three conditions are shown in
Tables 13, 14 and 15.

From Tables 10, 11, 12, 13, 14 and 15, we summarized
that the final optimal outcomes depending on the priority of
four criteria and three decision makers. For instance,
strategy Sa4 and Sp; are best strategies combination if the
priority of four criteria is changed to C4 > C3 > C2 > Cl,
and the utilities are 1.22572 and 1.19682, respectively.
Additionally, the optimal solutions for different situations
are listed in Table 16.

For Table 16, we noted our proposed method is sensitive
to the priority of criteria and decision makers, and we can
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choose the optimal solution depending on the different
priorities of criteria and decision makers. In practical
applications, practitioners require to evaluate the priority of
criteria and adopt a reasonable strategy to maximize their
payoffs.

5.2 Comparison with existing methods

In terms of traditional Pythagorean aggregation operators,
they did not consider the priority of Pythagorean fuzzy sets.
In the decision-making process, our proposed method
measured the priority of Pythagorean fuzzy sets, which
could eliminate subjective and objective errors.

As we state in last section, six experiments are con-
ducted to the illustrative robustness of our proposed model
and then comparing the performance between our proposed
approach and other existing approaches. To eliminate the
impacts of subjective decision makers’ evaluations on the
final decision, it is necessary to take into consideration the
priority of different decision makers (the strength of pro-
posed approach consider this important point). For exam-
ple, as shown in Table 12, the optimal solution will transfer
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to (Sa4, Sp1), which suggested that the priority of different
criteria is crucial to optimal outcomes. In terms of
Table 13, the optimal strategy combination (Sa2, Sps) is
different from illustrative examples (Sp4, Sp3), if three
decision makers are measured equally. Thus, our proposed
method is more robust than existing methods.

From the outcomes of performance analysis, we noted
that the optimal solutions (Nash equilibrium) are largely

Table 13 Experiment 4:
Expected utilities of player A’s
strategies for all player B’s
strategies

Table 14 Experiment 5:
Expected utilities of player A’s
strategies for all player B’s
strategies

Table 15 Experiment 6:
Expected utilities of player A’s
strategies for all player B’s
strategies

Table 16 Strategies for two enterprise under different configurations

dependent on the priority of criteria and decision makers.
The findings from in illustrative examples suggested that
enterprise A adopts strategy Ss4, while its opponent
enterprise B adopts strategy Sz;3.

Player B’s strategies

Sgi Sgo Sp3 Spa
Sai 1.22312 0.92312 1.07231 1.26052 1.10824 0.91933 1.13688 1.10964
Sa2 1.15002 1.12672 0.99882 1.23120 1.14542 1.08983 1.28347 1.24832
Sa3z 1.27260 1.18655 1.01682 1.15567 1.10214 1.20192 1.10373 1.01899
Saa 1.19065 1.21925 1.20194 1.15239 1.24173 1.20566 1.19668 0.93887
Sas 1.08779 1.6130 0.93774 1.10507 0.90679 1.2859%4 0.99210 1.06354

Player B’s strategies

Sgi Sg2 Sg3 Sp4
Sai 1.16345 1.07513 1.16130 1.31542 1.13372 1.02222 1.07362 1.07365
Saz 1.11862 1.12941 1.18816 1.35127 0.96643 1.09386 1.25057 1.19836
Sa3z 1.32602 1.17232 0.99972 1.19062 1.08312 1.21192 1.00272 1.11332
Saa 1.19813 1.19257 1.20931 1.11598 1.23677 1.30944 1.18910 0.83399
Sas 1.11162 1.15174 1.03735 0.92872 0.96265 1.11556 1.05109 1.10964

Player B’s strategies

Sp1 Sp2 Sp3 Spa
Sai 1.19417 1.06833 1.18746 1.26345 0.95788 1.01543 1.10253 1.12335
Saz 1.12345 1.12045 0.97813 1.27357 1.16613 1.09447 1.27837 1.19762
Sas 1.31907 1.24766 1.07975 1.20035 1.17214 1.20598 1.10334 1.05369
Saa 1.19536 1.17735 1.20874 1.08745 1.15485 1.17556 1.15816 1.19860
Sas 1.10145 1.12879 1.03265 1.12436 1.11236 1.21875 1.10652 0.82746

Order Circumstance Enterprise A Enterprise B
1 Cy > Cy > C3 > Cy; decision maker 1 > decision maker 2 > decision maker 3 Sa4 Sz3
2 Cy = Cy = C3 = Cy; decision maker 1 > decision maker 2 > decision maker 3 Saa Sg3
3 C, = Cy > C4 > C5; decision maker 1 > decision maker 2 > decision maker 3 Saa Sg3
4 Cy4 = C3 > C, = Cy; decision maker 1 > decision maker 2 > decision maker 3 Sa4 SB1
5 Cy = Cy = C3 = Cy4; decision maker 1 = decision maker 2 = decision maker 3 Sz Spa
6 Cy = Cy = C3 = Cy; decision maker 1 = decision maker 3 = decision maker 2 Saa Sp3
7 Cy = Cy = C3 = Cy; decision maker 3 > decision maker 2 > decision maker 1 Sa3 Sa1
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6 Conclusion

Since group decision making is ubiquitous in our daily life,
in this study, we mainly focus on an interactive situation
where each participant should take their opponent’s strat-
egy and maximize their payoffs as much as possible. The
decision maker’s judgments are unable to give a precise
evaluation in crisp number due to uncertainty and their
indeterminacy. To address this problem, we proposed a
novel framework with integrate interval-valued Pythagor-
ean fuzzy set and game theory. Within this framework,
domain experts express their opinions in the form of
interval-valued Pythagorean fuzzy sets and game theory is
utilized to analyze equilibrium of the decision-making
process. The proposed method provides a new perspective
to solve group decision-making problem within the
dynamic, interactive environment and it could be imple-
mented in various fields. Additionally, we also pay atten-
tion to pure strategy Nash equilibrium, other types of
equilibrium point like mixed strategy. In a word, the main
contributions of our proposed method are summarized as
follows:

1. A systematic framework to simulate group decision
making under uncertainty in an interactive environ-
ment is established.

2. An interval-valued Pythagorean prioritized operator is
established for decision making, and some unreason-
able and anti-intuitionistic situations are addressed in
the revision, seeking the applications in group decision
making.

3. The impacts of the priority of different criteria, as well
as decision makers, are quantified. Our experiments
implied that the priority of criteria and decision makers
in group decision making would exert significant
influence on an optimal solution (Nash equilibrium).
In practical, practitioners could evaluate the criteria
and decision makers, so that they can adopt accuracy
strategy to maximize their profits.

In terms of the amount of participating players, games can
be classified into two-person games and multiperson
games. In this paper, we focus on solving two-person
games. In the future, we pay more attention to investigate
on multiperson games, named polymatrix games. It will
guide practitioners to make precise decisions when there
are more than one opponent in a game.
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Appendix

Interval-valued Pythagorean fuzzy prioritized average
operators are defined as follows:

Definition 4 Let a; = {(so(a), [t5(ai), u¥(@)], [Vi(a),
v(a)])} (i=1,2,3,...,n) be a collection of IVPFSs,
then their aggregated, where [u5(a;), u3(ai)] C [0,1],

V(a;), vY(a;)] C [0,1] and let IVPFPWA V" — V. if:

IVPFPWA((ay, az,as, . . .,ay)
T, T,

T
SSL A O SLEet te T
The interval-valued Pythagorean fuzzy prioritized weigh-
ted average operator is abbreviated as IVPFPWA with T; =
H;i S(a;) (i=2,...,n), Ty =1 and S(a;) is the score of
IVPES a.

al@

We could obtain the Theorem 1 based on the operations
of IVPFSs described in Preliminary.
Theorem 1 Let a; = {(so(a), [15(@), ug(a)],  [s(a),

vB(a;)])} (i=1,2,3,...,n) be a collection of IVPFSs,

then their aggregated, IVPFPWA is

IVPFPWA((ay, az,as, . . .,ay)

- < =10 - ﬂ,e<a,->2)2?|“‘,

i=1

n

1T - wta)?) 2],

i=1

E

T

[r"[ @,&w»)ﬁ,ﬂ(vg(a,.))ﬁ] >>

i=1

where T; = H]';% S(aj) (i=2,...,n), Ty =1 and S(a) is

the score of IVPFS a.

Proof In the following, we prove the first result follows
quickly from Definition 2 and Theorem 1:
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IVPFPWA((ay,az, a3, .. .,a,) IVPFPWA (ay,a;,as, . . ., a;)
T ® T, ® © T, T, ® P o & T,
= n a n ao, ..., n ay = a arw, . .., a,
Yo T Y T > T Zf:] T; Zf;l T; Zf:] T,

= (< |:J - ,lj(l - ﬂ;%(mﬁ)E:il"'f’ _ < |:J = ﬁ(l _ ug(ai)z)Z?IT",

by using mathematical induction on n:

(1) For n = 2, then

IVPFPWA (a;, a;) =
<< N 1- (1 - uﬁ(al)z)ﬁ+l - (1 - u},(az)z)zf—l“, (1 - (1 - ug(al)z)zrzl") (1 - (1 - u,%(az)z)z'z*'r‘

J 1 (1 —ﬂg(mf)ﬁﬂ - (1 - ug(az)z)ﬁ7 (1 - (1 —Hg(a,f) )

M‘
/_\
|
—_
|
&
s
e
SN—

M‘
S~
_

(2) We suppose it holds for n = k, that is
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(3) We suppose it holds for n = k 4 1, we have

i=1

l’(kt! ZLH
+ +T
{(V;(akﬂ))z” e (V;/(akﬂ))z:’ i

Tit1 >
Tk KT ) ey p—
ZkLIT.ak+] = < \/1 - (1 lup(ak+l) )2:1 T’y\/l - (1 — /.l;j(ak+])2>21:| Tes1 ,

Ty

>>IVPFPWA(a1,a2,a3, .. .,ak+1)

<Jl—ﬁ(l—u,e(a,vf)ifﬂwl (1- u,,(ak“))ik‘t:"—( (1 - wa?) =

i=1

i=1

) (1 — (1= ielarn) )Z)

\,:1»

Jl (1= w8 (@)) 2™ 41— (1 = & (@ )) 2 ™

i=l1

i
k k+|

TT»II 7] Tkt
+
|:(Vp(ak+l) Z H(H,, ) = (vE (ags))

IVPFPWA (ay, a3, a3, . ..

TI(
4 O—2 0. .
] a | aro, . . .,

Zi;rl ’rl Zi;rl T’

aak+1) =

]71_[(]7”[) al

>“]>)

T,

T
i=1 i

T
k

an

= < Jlﬁ(lu,&(m)z)Z?f’qukf[](lug(ai)z)Z?f“ :

i=1

Tyi1
(]

AT = (1= p(agen)?)2em ™)

Theorem 2 (Idempotency) Let a; = {{(so(a,), [15(ai), 13
(@)l, [Via), vp(a))}(i=12,3,...,
of IVPFSs, if all a; (i=1,2,3,...,n)) are equal (a; =a),
then:

IVPFPWA(ay,az,a3,...,a,) = a

IVPFPWA(ay, az,as, . . .,ay)

n) be a collection

T, T, T,
B er'l:l Tia1 N er'l:l Tillz@, Y @Z?:1 T; “
T, T T,
:Z Tz Z?:]na@7'“,@2?:1 Tia
YT
ST
Corollary 1 If a; = {{su(a» [ts @) n&(a)]. Wh(a). vY

(@)} (i=1,2,3,...,n) be a collection of IVPFSs, if all

a; (i= 1,2,3, .. ,n)) =a* = ([1,1],]0,0]), then:

IVPFPWA((I] ,az,asz, ..., a,,)
= IVPFPWA(a*,a",a",...,a") = ([,

After the aggregating, it is also the largest IVPFS.

1], [0,0)

Proof In the similar way showed above:
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IVPFPWA ((ay, az,as, . . .,ay)

d Oy, ..., D
= a aro, ..., a
Z:‘:1 T Z?:l T; Z?:l T; !
Tl * T2 * Tn *
= a D 7 a @7 ey S3)
ST ST i T
Z:‘:I Tl * *
= a =a

Corollary 2 If a; = {(sp(a), [15(ai), 1§ (ar)], Vi(ai), ve

(al)]>} (l: 1,2,3,...
a; (l: 1,2,3,...,

IVPFPWA(Q] ,az,asz, ..., a,,)

= IVPFPWA(a, =,a, =,a. =,..

= ([070]7 [17 1])

,n) be a collection of IVPFSs, if all
l’l)) =ax = ([07 OL [17

1)), then:

@y =)

After the aggregating, it is also the smallest IVPFS.

Proof Since a; = ([0,0],[1,1

function:
S(al) =0

Since:

]), then we have the score
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i—1 k I’
T, = HS(ak) (i=2,3,...,n)and T} = 1 H(min<V,L,(al)>)Z:'T
k=1 =t N
k U k ul
We have < H<v[g(al)>22.z < H(mﬁx@s(a,)))zﬂ
i1 i=1 ‘ i=1
— - .. S(a; k 7
T = gs(ak) = S(ar) x S(az) x S(az) x ---S(ai-1) H(nllin<v;/(a,)> PO
i=1
=0x S(Clz) X S(Cl3) X -~S(a,<,1) d k ::
—0(i=2,3,...,n) < [1(v )27 < H(m?x(% (“')))Z:‘T
i=1 i=1
Thus, Z?:l T, =1 IVPFPWA(ay,a,as,. . .,a,)
Ula. Lia: )
IVPFPWA (ay, a3, a3, . . ., ay) = a={(so@): [p(a), wp(a)], [vila), va(a)])}
T o T, o o T, then
== a = @d,. .., = a
i—1 Ti i1 1 i—1 Ti
Tia T X 2 ey < 24 05+ 0=~ 01’
@ e, @ e =1 = (0,0 [1,1) .
=741 970D,..., D4, = Fd;p = (U, U}, [1, L(,3\2 U(y)2 i (v (a)? U(g)?
i i) )+ il (@)™ ) — i i i i
1 1 1 1 . max (,up(a) ) max (u, (a;) ) min, (vp(a) ) mm( (a;) )
This reveals that when the criteria owning the highest S(a®) 4
= S(a
priority has the smallest IVPFS, then any other criteria 2D e
could not compensate it even they are all satisfied. O Sa= 2+ () + () = (%) ~ ()]

Theorem 3 (Boundary) If a; = {(soa,), [15(a:), ul(as)],

L U . .
Vilai), vp(a))} (i=1,2,3,...,n) be a collection of
IVPFSs, and S(a;) is the scores of IVPFS a;:

a, = ( {m’in 15 (ai), min Hg(ai)} ) {mfix vi(ai), max v,‘.;’(a,»)} )
at = ( {max ,uP( a;), max iy (a,)} , {ml_in vf;(ai)7 ml_in vll,!(ai)})

Then, a,<IVPFPWA(a,az,as,...,a,) <a*

Proof Since min; pu5(a;) < s (a;) < max; ps(a;), min; pf
(a:) <y (a »)<maxiu§( ai), min; vi(a;) < vi(ai) <
max; v(a;), min; v (a;) <v¥(a;) < max; v¥ ()

n T; T;

[T1(1 - whia)?) == H(l By (ai)2)> s

i=1
=1- max(/,t‘,f(a,-)z)

And then

T

=TT (1 - htan)?) 2m < max (@)
i=1 !
In the similar way, we have:

T:
g

- H(l — () ) 2" > min(h(@)?),
- TT(0 - e0?) S = min (i 00?)

i=1

and

4
. min; (,uﬁ(al-)z) + min; (u,ﬁ’(a,-)2> ;max,- (vﬁ(a,-)z) — max; (v;,/(a,-)z)
= S(a.)

If S(a.) <S(a)<S(a
S(a,) <IVPFPWA(ay, az,as, . . .,

*) we could conclude that
an) <S(a*)
Otherwise, we have S(a) = S(a*):

sta) = 2+ D H ()~ 08~(8)']

_ max; (u;(a,-)z) + max; (,uf,’(u,)z) min; ( vi(a )2> - min,-(v[‘)/(a,-)z)
- 4

= S(a*)

Then, we have
,Ufs(ai) = miax .Ufa(ai)a ug(ai) = mlax .“fsj(ai)a Vfa(ai)

= minvi(a:), vy (a;) = minvy (a;)

h(a) = [(H§)2+(H5)2-2&-(v‘%)2+(vg)z}
o 1) ) ) 2107
2

= h(a")

Then, we have
IVPFPWA (a1, a2, a3, . . .,a,) = a’

On the other hand, if S(a) = S(a.):
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2+ (1) + () = ()"~ (v§) ]
4
min; (uIL)(ai)z) -+ min; (pll)/(ai)z) — max; (v;(a;)z) — max; (v[l,/(a[)z)
4

S(a) =

= S(a.)

Then we have:

~ e

() = min (@), uf (@) = min ul (@), V() =

oS

= max vk(a;), v

axvp (a;) = max V;g](ai)

Therefore
()™ () + ()" + ()]
2
min; (uﬁ(ai)z) + min; (,u[lf(a,-)z) + max,~<vﬁ(a,‘)2) + max,-(v;’(a,-)z)
- 2

h(a) =

= h(a.)

IVPFPWA(ay, az,as, . .

Wdp) =
O

Definition 5 Let a; = {<s()(ai),[u11§(a,-), ,u%/(ai)], [vlfg(ai),

v(ai)])} (i=1,2,3,...,n) be a collection of IVPFSs,

then their aggregated, where [u5(a;), uf(a;)] C [0,1],

V(ai),vY(a;)] C [0,1] and let IVPEPWG V" — V. If

IVPFPWG(ay, az,as, . . ., ay)

7y T Tn

u ~n u
T T T
D SIS S, ol

The interval-valued Pythagorean fuzzy prioritized weigh-
ted geometric operator is abbreviated as IVPFPWG with
Ti=11_1S(a) (i=2,...n), Ti=1 and S(a;) is the
score of IVPFS a.

Theorem 4 Ler  a; = {(so(a,), [15(ai), 1% (ai)], Vs(ai),

v8(a)))} (i =1,2,3,...,n) be a collection of IVPFSs, then

their aggregated value is still an IVPFS by using
IVPFPWG operator and:

IVPFPWG(al ,az,asz, ..., a,,)

7 7
7

- < [0

—

b
—
8
]
T

i=1 i=1

n

1— H(l — vg(ai)z)z;; n

i=1

n

- TT0 -

i=1

=
~—_—

where T; = H]l;i S(a)) (i=2,...,n), Ty =1and S(a) is
the score of IVPFS a.
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Proof The proof of Theorem 4 is similar to Theorem 1. [

Theorem 5 (Idempotency) Let a; = {(so(a,), [15(ai), 13
L U . .

()], vp(ai), v(a)))} (i=1,2,3,....n) be a collection

of IVPFSs, if all a; (i =1,2,3,...,n)) are equal (a; = a),

then

IVPFPWG(ay,as,a3,...,a,) = a

Proof The proof of Theorem 35 is similar to Theorem 2. [

Theorem 6 (Boundary) If a; = {(so(a,); [15(ai), 1d ()],
Vi(ai), vi(a)])} (i=1,2,3,...,n) be a collection of

IVPFSs, and S(a;) is the scores of IVPFS a;:
a. = ( |min . min ) [ ma v, ma ) )
1 l l l
* = Lia. YUeia. invi(a). minv¥ (a;
a = <{mlax wai), max i (a,)} , [mim vi(ai), minv; (al)}>

Then a, <IVPFPWG(ay,ay,as,...,a,) <a*.

Proof The proof of Theorem 6 is similar to Theorem 3. [
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