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Abstract
With the increasing severity of air pollution, PM2.5 in aerosols, as the most important air pollutant, has adversely affected

people’s normal production, life and work, and has caused harm to people’s health. Scientific and effective prediction of

PM2.5 can enable people to take precautions in advance to avoid or reduce harm to the human body. Therefore, the

prediction of PM2.5 concentration has become a topic of great practical significance. This paper selects the air quality data

released in real time, obtains the historical monitoring data of air environmental pollutants, and normalizes the data, then

divides the sample data, and divides it into training data set and test data set in appropriate proportion. Design the optimal

network structure based on BP neural network. An improved neural network is proposed, and the neural network is

optimized using genetic algorithms. The preprocessed data are input into the network for training and testing. The fitting

and prediction results were statistically and comparatively analyzed. The data results show that the neural network

optimized by genetic algorithm has better performance in PM2.5 mass concentration prediction, which improves the

accuracy of prediction results and reduces the error rate.
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1 Introduction

Air pollution is a serious problem on a global scale,

especially in developing countries, where the global

economy is developing rapidly and the degree of indus-

trialization is constantly increasing. This has led to a

continuous increase in the total amount of pollutants in

various places, the scope of pollution continues to expand,

the quality of air has also deteriorated drastically, and smog

has increasingly appeared around the world. Aerosols are a

general term for solid and liquid particulate matter sus-

pended in the atmosphere. The aerodynamic diameter of

the particles is between 0.001 and 100 lm. The sources of

particulate matter in the atmosphere can be divided into

two categories: one is called natural source, and the other is

called artificial source [1]. PM2.5 is called fine particles

and is derived from the combustion of coal, gasoline,

diesel, kerosene, natural gas and organic matter [2].

Atmospheric fine particulate matter (PM2.5) causes many

environmental and health problems, and the relationship

between environmental PM levels and health effects is

found in many epidemiological studies [3, 4]. PM2.5 can

penetrate deep into the lungs, irritating and corroding the

alveolar wall, thereby impairing lung function [5].

Microorganisms in PM2.5 and PM10 are thought to be

responsible for the spread of various allergies and respi-

ratory diseases [6]. PM2.5 is the primary pollutant in the air

today and the main factor in the formation of haze weather

[7]. Accurate prediction of its mass concentration is an

important criterion for judging air quality and an important

basis for making correct strategic decisions.

By investigating the concentration trends of ambient air

pollutants, the effects of air pollution emission control
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policies can be assessed [8]. Biancofiore F [9] and others

used three models to analyze data collected over 3 years in

urban areas along the Adriatic coast, all of which were used

to predict PM2.5 concentrations. Liu H [10] used 22

monitoring points to collect data on O-3, PM2.5 and PM10,

and conducted a comprehensive study on air quality in

Guangzhou and surrounding areas. Mchenry J N [11] and

others used an airborne quality prediction model including

remote sensing aerosol optical depth and ground PM2.5

observation data assimilation, which can achieve quanti-

tative improvement in model prediction skills, thereby

improving the accuracy of predictions issued by the offi-

cial. Li [12] proposed a new long short-term memory

neural network extension (LSTME) model for automati-

cally extracting inherent useful features from historical air

pollutant data and incorporating auxiliary data into the

proposed model to improve performance. Song [13] pre-

dicted 13 monitoring stations in Auckland, New Zealand,

using spatiotemporal PM2.5. Spatial data-assisted incre-

mental support vector regression was used to predict spa-

tiotemporal PM2.5. Tan [14] and others used multiple

linear regression and principal component analysis to pre-

dict the ozone column in Malaysia peninsula. Ghazali [15]

and others used time series plots to study the conversion of

nitrogen dioxide (NO2) to ozone (O3) in urban environ-

ments and used multiple linear regression models to predict

O3 concentrations based on data on environmental pollu-

tant concentrations and meteorological variables. Donnelly

[16] and others proposed a nonparametric kernel regression

and multiple linear regression to establish a statistical

model of NO2 real-time hourly forecasting. Mishra [17]

and others introduced a model based on statistical regres-

sion and specific computational intelligence to predict the

hourly NO2 concentration of the Agra Taj Mahal Historical

Monument. He [18] established a multiple linear regression

model by observing the concentration of pollutants and the

high-resolution weather data of the weather research and

prediction models to study the relationship between the

concentration of air pollutants and the ten meteorological

parameters in winter, and to estimate the concentration of

NO2 and PM10 in the northwest of Lanzhou.

In recent years, artificial neural networks have been

widely used in meteorological forecasting. Artificial neural

network methods are widely used in the prediction of pol-

lutant concentrations because they can build very complex

nonlinear models. Fang M [19] and others discussed the

feasibility of artificial neural network technology in pre-

dicting airborne particle pollution in major traffic routes.

Zheng [20] and others constructed a prediction model based

on RBF neural network to predict the concentration of PM2.5

and compared it with the traditional BP network model.

Yang [21] and others proposed a prediction method based on

TS fuzzy neural network based on the prediction of PM2.5

concentration in air. The PM2.5/hour concentration predic-

tion model was established based on the monitoring data of

Baoji monitoring station. Tian-Cheng [22] and others cal-

culated the influence of weather conditions and internal

factors of other air pollution particle concentrations on

PM2.5 concentration and selected PSO and fuzzy neural

network as optimization methods to make the prediction

method more effective. Hu [23] proposed an Elman neural

network prediction method based on chaos theory. The

reconstructed phase space and the future concentration of

PM2.5 are, respectively, used as the input and output of the

Elman neural network with chaotic theory (Elman-chaos).

According to the value of PM2.5 in Langfang City in 2015,

Zhu [24] and others proposed a new prediction technique

based on ARMA and improved BP neural network to predict

PM2.5 concentration. Zhou [25] and others proposed a

recursive fuzzy neural network prediction method to predict

PM2.5 concentration. Papadopoulos [26] proposed an

extension to conventional regression neural networks (NNs)

for replacing the point predictions they produce with pre-

diction intervals that satisfy a required level of confidence.

In this paper, the historical monitoring data collected

will be trained using neural network to obtain the optimal

training network, and the optimal network will be used to

predict PM2.5 in the future. With the increasing number of

monitoring data, find new optimal networks, update the

optimal training network, and gradually improve the net-

work prediction accuracy. The neural network is combined

with the genetic algorithm to judge the pros and cons of the

combined network performance through experimental data,

so as to continuously improve the prediction model and the

combination mode. By evaluating the accuracy and gen-

eralization ability of the network prediction results, the

advantages and disadvantages of the new network are

evaluated, so that the network can finally have faster

convergence speed, better generalization ability and smal-

ler prediction error. Provide real-time PM2.5 forecasts and

air quality indicators to provide a basis for social activities

and regulatory control departments.

2 Proposed methods

2.1 Artificial neural networks

Artificial neural network is a nonlinear, adaptive informa-

tion processing system composed of a large number of

processing unit interconnections. It attempts to process

information by simulating the way the brain neural network

processes and memorizes information. A large number of

simple artificial neurons are interconnected to form an

artificial neural network that can perform complex func-

tions. Artificial neurons have the following characteristics:

8218 Neural Computing and Applications (2019) 31:8217–8227

123



1. Each neuron is a multi-input/single-output nonlinear

information processing unit;

2. Each artificial neuron has an additional input signal

threshold in its modeling;

3. The output of the neuron has a closed-value charac-

teristic. When the input sum exceeds its threshold, the

neuron is activated and impulsive; when the input sum

does not exceed the threshold, the neuron is not

activated and does not emit an impulse.

As shown in Fig. 1, x1, x2,…xn in the figure are multiple

input components of neurons expressed by X and wi1,

wi2….win are the n components of the network connection

weight of the i neuron (also called the prominent coupling

coefficient) expressed by Wi. The connection weight com-

ponent acts like a synaptic connection strength in a bio-

logical neuron to store the learned knowledge. The input

component xn is, respectively, connected with each weight

component Win. When the external stimulus reaches a

certain value, the neuron will give an impulse. This value is

expressed by hi in the artificial neuron, and hi is also the

threshold. The threshold determines whether the neuron

will be activated to make an impulse.
P

is the part of the

neuron used to weight the sum, called the summation unit.

The input component xn of each afferent neuron i and its

corresponding weight component Win are calculated by the

weighted summation. When the results exceeds the

threshold hi, the neuron is activated to give an impulse.

Otherwise, the neuron will still in a state of inhibition and it

will not emit impulsive. There are two commonly used

weighted summation functions (also called basis functions):

neti ¼
Xn

j¼1

xijxj þ hi ð1Þ

neti ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xn

j¼1

xj � wij

� �2

v
u
u
t � X �W : ð2Þ

Formula 1 is a linear function, and Formula 2 is a dis-

tance function. In most neural networks, the basis function

uses a linear function as its weighted summation function.

The distance function is often used as a weighted

summation function of the radial basis function neural

network. The weighted summation value in a neuron can-

not directly become the output of a neuron. Its value needs

to undergo a series of changes of the function f(), which is

limited to a certain range, f() is called the activation

function, and the final output of the neuron is as follows:

yi ¼ f ðnetiÞ: ð3Þ

In Formula 3, yi is the output of the i neuron and neti is

the result of the weighted sum of the i neuron. When two or

more neurons are connected to each other, a basic artificial

neural network is formed. The learning ability of artificial

neural network is realized in the constant adjustment of

network connection weights and thresholds.

2.2 BP neural network

Back propagation neural network is referred to as the BP

network and is developed on the basis of the BP algorithm.

The characteristic of the BP algorithm is that in the process

of backward error propagation, the gradient descent

method is used to modify the connection weights and

thresholds of the network, so that the output of the network

is constantly forced to be expected in the process of net-

work parameters correction. The neural network optimized

by BP algorithm is called BP neural network. It is a mul-

tilayer feedforward neural network trained by the error

inverse propagation algorithm. The main feature of the

network is the forward transmission of the input signal and

the backward propagation of the error signal. Its network

structure is shown in Fig. 2.

As shown in Fig. 2, the network structure is divided into

three layers, namely an input layer, an implicit layer and an

output layer. The hidden layer can be a single layer or a

plurality of layers, and the dimension of the input quantity

determines the number of neurons in the input layer. The

2X
X3

Xn

n a

i

Input section Neurons

a=f(wp+

X1
Wi1

Win

Fig. 1 Artificial neuron model

Y1

Output Input 
… 

Yn

Y2

X1

X2

Xn

O… 

Hidden Layer 

Fig. 2 BP neural network structure
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input quantity X = {x1,x2,…,xn} enters from the input layer

and is processed layer by layer through the hidden layer to

finally obtain the output value of the network. The entire

training process can be divided into two phases:

1. The input signal propagates along the forward direction

of the network. When the input signal is forward

propagating, the input signal enters the network from

the input layer and is transformed by the weighted

summation of each layer and the activation function,

and then output through the output layer. At this time,

the output of each layer of neurons will only affect the

neurons in the next layer, and the input will only

receive the influence of the output of the previous layer

of neurons, and the weight and threshold of the

network remain unchanged.

2. The training error signal propagates in the reverse

direction of the network. When the error between the

network output value yd and the expected value ye does

not reach the target, and the network discovery error is

too large, the error signal is forwardly propagated, and

the error signal is backwardly propagated from the

output layer to the input layer in the original network

direction. In this process, the weight and threshold of

the network are continuously corrected according to

the gradient value of the training error, and finally the

output of the network can be gradually approached to

the desired result, so that the two phases are repeatedly

looped to finally obtain the desired output.

2.3 BP network learning algorithm

Let the input layer of a BP network have n neurons, the

hidden layer has P neurons, and the output layer has q

neurons. Define the input vector as X = [x1,x2,…,xn], the

hidden layer input vector hi = [hi1, hi2…hip,], the hidden

layer output vector ho = [ho1, ho2,…hop], the output layer

input vector yi = [yi1, yi2,…yiq], the output layer output

vector yo = [yo1, yo2,…yoq], the expected output vector

do = [d1, d2,…dq], the connection weight of the input layer

and the hidden layer is wih, the connection weight of the

hidden layer and the output layer is Who, the threshold of

neurons in each layer of the hidden layer is bh, the

threshold of neurons in each layer of the output layer is bo,

the number of samples is k = 1, 2, 3,…m, and the activa-

tion function is xðkÞ ¼ ðx1 kð Þ; x2 kð Þ; x3 kð Þ. . .; xn kð ÞÞ. The

error function is shown in Formula 4:

e ¼ 1

2

Xq

o¼1

do kð Þ � yoo kð Þð Þ2: ð4Þ

The learning process of the algorithm mainly has the

following steps:

1. Set the initial parameters of the entire network. Each

connection weight is assigned a random number within

the interval (- 1, 1), and the Formula 4 is taken as the

error function as e, given the accuracy of the calcu-

lation and the maximum number of learning M.

2. Randomly select the kth sample data and its corre-

sponding expected output within a given data sample

space.

xðkÞ ¼ x1 kð Þ; x2 kð Þ; x3 kð Þ. . .; xn kð Þð Þ ð5Þ

doðkÞ ¼ d1 kð Þ; d2 kð Þ; x3 kð Þ. . .; dq kð Þ
� �

: ð6Þ

3. Calculate the input and output of each layer of neurons

in the hidden layer

hih kð Þ ¼
Xn

i¼1

wihxi kð Þ � bhh ¼ 1; 2; 3; . . .p ð7Þ

hoh kð Þ ¼ f hih kð Þð Þ h ¼ 1; 2; 3; . . .p ð8Þ

yio kð Þ ¼
Xp

h¼1

whohoh kð Þ � boo ¼ 1; 2; 3; . . .q ð9Þ

yoo kð Þ ¼ f yio kð Þð Þo ¼ 1; 2; 3; . . .q: ð10Þ

4. Calculate the partial derivative doðkÞ of the error

function to each neuron in the output layer based on the

actual output of the network and the given expected

output

oe

owho

¼ oe

oyio

oyio

owho

ð11Þ

oyioðkÞ
owho

¼
o
Pp

h whohoh kð Þ � bo
� �

owho

¼ hohðkÞ ð12Þ

oe

oyio
¼

o 1
2

Pq
o¼1 do kð Þ � yoo kð Þð Þ

� �2

ox
¼ � do kð Þ � yoo kð Þð Þyo0

o kð Þ

¼ � do kð Þ � yoo kð Þð Þf 0 yio kð Þð Þ,� doðkÞ:

ð13Þ

5. Calculate the partial derivative doðkÞ of the error

function for each neuron in the hidden layer according

to the connection weight of the hidden layer to the output

layer, the partial derivative doðkÞ of the output layer of

the error function and the output of the hidden layer.
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oe

owho

¼ oe

oyio

oyio

owho

¼ �doðkÞhohðkÞ ð14Þ

oe

owih

¼ o

ohihðkÞ
ohihðkÞ
owih

ð15Þ

ohih kð Þ
owih

¼
o
Pn

i¼1 wihxi kð Þ � bn
� �

owih

¼ xi kð Þ ð16Þ

oe

ohihðkÞ
¼

o 1
2

Pq
o¼1 do kð Þ � yoo kð Þð Þ2

� �

ox

ohoh kð Þ
ohihðkÞ

¼ �
Xq

o¼1

do kð Þ � yoo kð Þð Þf 0 yio kð Þð Þwho

ohoh kð Þ
ohih kð Þ

¼ �
Xq

o¼1

doðkÞwho

 !

f
0
hih kð Þð Þ,� doðkÞ:

ð17Þ

6. Correct the connection weight whoðkÞ value according

to the partial derivative doðkÞ of each neuron in the

output layer and the output of each neuron in the

hidden layer.

Dwho kð Þ ¼ �l
oe

owho

¼ ldo kð Þhoh kð Þ ð18Þ

wNþ1
ho ¼ wN

ho þ gdo kð Þhoh kð Þ: ð19Þ

7. The connection weight is corrected according to the

partial derivative dhðkÞ of each neuron in the hidden

layer and the input of each neuron in the input layer.

Dwih kð Þ ¼ �l
oe

owih

¼ l
oe

ohih kð Þ

ohih kð Þ
owih

¼ dh kð Þxi kð Þ

ð20Þ

wNþ1
ih ¼ wN

ih þ gdh kð Þxi kð Þ: ð21Þ

8. Calculate the global error.

E ¼ 1

2m

Xm

k¼1

Xq

o¼1

ðdo kð Þ � yo kð ÞÞ2: ð22Þ

9. Determine whether the network error satisfies the

following two requirements: the network error reaches

the preset accuracy; the learning frequency is greater

than the set maximum number. The algorithm is

terminated as soon as it is satisfied, otherwise, the next

learning sample and its expected output are selected,

and a jump is made to step 3.

2.4 Genetic algorithm

The main principle of genetic algorithm is: after the gen-

eration of the first generation population, according to the

principle of survival of the fittest, each generation of the

descendant group, the algorithm uses the fitness function

and the genetic manipulation to screen the individual, so as

to produce a new generation of population. Through gen-

erational evolution, each generation’s population is more

adaptive to the environment than the previous generation,

and the final generation’s population can be regarded as the

optimal solution to the problem. The genetic algorithm is

mainly divided into the following steps:

1. Encoding the initial individual and generating the ini-

tial population

When using genetic algorithms to solve problems, it is

first necessary to map from the solution space of the

problem to the genotype space of the genetic algorithm.

This process is called coding. It is necessary to consider the

completeness, soundness and non-redundancy of coding.

That is, all possible solutions of the solution space have

corresponding gene strings, and each gene string has a

corresponding possible solution, and the possible solutions

are also one-to-one corresponding to the gene strings.

Binary coding or real coding is usually used to encode the

initial individual.

In this paper, the real number coding method is used.

Each individual is coded into a real string. Then, M indi-

viduals are randomly generated to form a group (initial

population), and the maximum evolution times are set up.

The algorithm uses the initial population as the starting

point for evolution.

2. Evaluation of individual fitness

According to the evolutionary goal, a suitable evaluation

mechanism of individual adaptability, fitness function, is

used to calculate the fitness of the individual in the popu-

lation according to the fitness function. In biological evo-

lution, the more highly the adapted organisms have the

stronger vitality, the easier it is to survive. In the genetic

algorithm, the solution space of the problem is mapped

onto the gene space, and the fitness evaluation of each

individual reflects the principle of survival of the fittest.

Each individual corresponds to a fitness function value, and

the preferred individual has a better function value. The

fitness value is the only criterion for judging whether an

Neural Computing and Applications (2019) 31:8217–8227 8221
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individual can exist, so the fitness function determines the

evolution direction of the population.

3. Performing a selection operation

The selection operation refers to the selection of the

individual in the old population to a new population

according to the fitness value of the individual, and the

purpose is to make the superior individual have the

opportunity to produce the next generation as the parent, to

avoid the loss of the superior gene group and to improve

the global convergence rate.

There are many methods for selecting operation. This

paper uses the roulette selection method, which is a simple

selection method based on the ratio. The probability that

each individual in the population is adopted is related to the

proportion of the fitness value. Let fi be the fitness of

individual i, the number of individuals in the population is

M, and the formula is:

Pi ¼
fi

PM
k¼1 fi

1� i�M: ð23Þ

pi is the ratio of the fitness value of the individual i in the

sum of the fitness values. The individuals selected by this

method are not necessarily the individuals with the highest

fitness ratio, but the higher the fitness ratio, the easier the

individuals are selected.

4. Cross operation

Two chromosomes are selected from the group to be

paired with each other, and one or more of them are

exchanged in a certain way to combine some of the genes,

and finally two new individuals are formed. This proba-

bility is called crossover probability. The crossover prob-

ability determines the frequency of crossover operations, so

the higher the crossover probability, the faster the indi-

vidual’s update in the population, but the excessive

crossover probability will lead to premature convergence to

some extent. The common methods of cross operation are:

single-point cross method, multipoint cross method, uni-

form cross method, arithmetic number cross method and so

on. Since the coding method of this paper is real number

coding, the cross operation selects the single-point real

number intersection method:

amj ¼ amj 1 � bð Þ þ anjb ð24Þ

anj ¼ anj 1 � bð Þ þ amjb: ð25Þ

aij means that the ith individual is in the jth position, and

b is a random number whose value interval is [0,1]. The

function of the formula is to cross the jth position of the

chromosomes am and an.

5. Mutation operation

The mutation operation refers to selecting an individual

from the population and performing an equidistant

exchange of two places on the individual coding string with

a certain probability to generate a new individual. In the

traditional genetic algorithm, the operator and the popula-

tion algebra are not directly related. When the algorithm

evolves to a certain extent, it is difficult to be optimized

due to the lack of local search ability. The variation

determines the local search ability of the algorithm. Indi-

vidual variation depends on the probability of mutation.

Generally speaking, the greater the probability of mutation,

the stronger the ability of the algorithm to explore a new

solution space, but the excessive probability of mutation

will affect the convergence of the algorithm. The formula

for the mutation operation in this paper is as follows:

aij ¼
aij þ aij � amax

� �
� f gð Þ r[ 0:5

aij þ amin � aij
� �

� f gð Þ r� 0:5

�

ð26Þ

f gð Þ ¼ r2

1 � g

G

� 	2

: ð27Þ

amax and amin are the upper and lower bounds of aij, and

g is the number of current iterations. In the formula, n is a

random number with a value interval of [0, 1], and yd is the

maximum number of evolutional times. Together, they

complete the operation of mutating the jth position of the

ith individual. The crossover and mutation operators in the

genetic algorithm work together to complete the global

search and local search of the entire space, so that the

genetic algorithm can have the ability to complete the

optimization problem.

6. Determination of termination conditions

The termination condition of the algorithm is: whether

the evolutionary algebra has reached the maximum, and

whether the error of an individual in the population has

reached the requirement. If both of the above conditions

have been met, the result is output and terminated, and if

not met and the maximum number of evolutional times is

not reached, step 2 is returned.

2.5 BP neural network optimized by genetic
algorithm

Genetic algorithms and neural networks are two hot

research branches of current bionic algorithms. In essence,

genetic algorithm is a kind of direct problem-oriented

intelligent problem optimization method. It uses multipoint

and path optimization methods. In the optimization pro-

cess, multiple individuals in the group are processed and

evaluated at the same time, so they can find the global

optimal solution or the best performance suboptimal
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solution with the greatest probability and have a good

global search ability. In the optimization process, the

genetic algorithm can directly use the fitness value of the

objective function as the optimization direction and greatly

improve the optimization efficiency.

Since the BP neural network uses the learning based on

the gradient descent method, it will have problems such as

insufficient network global search ability, easy to fall into

local optimum and slow training speed. Using genetic

algorithm to optimize BP neural network is to use genetic

algorithm to optimize the threshold and weight of BP

neural network. Each individual in each generation of the

genetic algorithm contains the ownership value and

threshold in the BP network. By calculating the fitness

value of each individual and carrying out genetic manip-

ulation (selection, cross, variation) to find the fitness value

of each individual, and the BP network finally assigns the

values to the network using the weights and thresholds

obtained by this optimal individual.

When BP neural network is combined with genetic

algorithm, it will get a new network with strong local

optimization ability, good global search and fast conver-

gence. The flow of BP neural network optimized by genetic

algorithm is shown in Fig. 3.

3 Simulation study

3.1 Data source and processing

The air quality monitoring data used in this paper are the

real-time air quality data released by the Ministry of

Environmental Protection of China, including CO hourly

average, No2 hourly average, SO2 hourly average and

PM10 hourly average. Taking 900 data which use 80% of

the data (720) as the original sample data to train the

network and use 20% of the data (180) as the test data to

test the training results. The hourly PM2.5 mass concen-

tration is predicted under MATLAB R2014b.

There are two sets of input matrices and two sets of

output matrices in the network, which are used for network

training and using trained network parameters for predic-

tive simulation. The input data are represented by a 4 * m

matrix.

A ¼

a11 a12 k a14

a21 a22 k a24

M M O M

am1 am2 k am4

:

Each column represents an influence factor when pre-

dicting the mass concentration of PM2.5. a1–a4 represent

the measured values of the four data of CO, No2, SO2 and

PM10 in the ith data. Each row represents the measured

value of the four data points at the same time, where m

represents the time sequence. The output data are repre-

sented by a column vector of m * 1: D = [d1, d2,

d3,…dm], where dm represents the measured value of

PM2.5 at that time.

3.2 Data normalization

The normalization process is to ensure that each data item

can take values in the same interval, eliminate the influence

on the network output result caused by the different data

dimensions, and prevent the feature data items with small

order of magnitude caused by large order of magnitude

difference which cannot play a role. Data normalization is

to unify data of different dimensions into a reference frame

and to remove data from dimensional effects. Using nor-

malized data input network, the convergence speed of the

program is accelerated at run time. If the input data are

normalized when they are inputed, the output results of the

network are inverse-normalized and the output value is

restored to the original dimension value. In this paper, the

mapminmax() function in MATLAB is used as a normal-

ization method, which belongs to the method of range

normalization. mapminmax() can normalize each line of

the matrix to [-1,1]. Its general form is given in Table 1.

The normalized data have a value limited to [- 1,1]. At

12 o’clock, the values of CO and PM10 are - 0.534 and

Start 

Determine the BP
network structure 

Initialization weights
and thresholds 

Get optimal network

weights and thresholds 

Calculate network
error 

Update weights and
thresholds 

Meet the end

condition 

Output result 

Encode the initial value of 
the genetic algorithm 

Calculating population 
fitness 

Select operation 

Cross operation 

Mutation operation 

Calculating 
fitness values 

Meet the end
condition 

Fig. 3 Algorithm flowchart of GA-BP
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- 0.813, and the magnitude difference is significantly

reduced.

3.3 Experimental prediction simulation

3.3.1 PM2.5 prediction based on BP neural network

After training the network using 720 of the filtered 900

data, the trained network is used to predict the 180 data of

the test set. The following results are obtained as shown in

Fig. 4:

The prediction results of the BP neural network have a

large deviation from the expected value when the PM2.5

mass concentration is abrupt. In order to display the pre-

diction performance of the network more intuitively, all the

fitting data and forecast data are counted, and the accept-

ability of the prediction results of PM2.5 quality concen-

tration is further analyzed, and the acceptability of the

prediction results is judged by the formula:

Pi ¼ ydi�ycij j
ydi

� 100%, where ydi is the measured value, yci is

the predicted value, and Pi is the absolute error of the

prediction result. Set when Pi B 10%, the task prediction

result is very good. When 10% B Pi B 30%, the prediction

result is considered acceptable. When 30% B Pi B 50%,

the prediction result is considered to be poor. When

50% B Pi, the prediction result is considered unacceptable.

According to the rule, Table 2 can be obtained.

In the prediction results of PM2.5 mass concentration

based on BP neural network, the acceptable rate of fitting

data is about 86.9% and the acceptable rate of test results is

about 80%. The average relative error of fitting is 15.1%

and the maximum relative error is 90.1%. The average

relative error of test is 20.5% and the maximum relative

error is 93.4%. It can be seen from the above data analysis

that the network does not show excessive gaps in data

fitting and testing. Therefore, the network does not have a

fitting phenomenon during the training process, and the

network has generalization.

BP neural network has strong nonlinear mapping ability,

high self-learning and self-adaptive ability, good general-

ization ability and fault tolerance. However, since BP

neural network is a network model based on negative

gradient descent algorithm, it still has many defects and

shortcomings. The network can converge to a minimum

value at the end of each training, but it cannot guarantee

convergence to the global minimum after each training.

That is to say, the network is easy to fall into the local

minimum; the learning speed of the network is fast enough,

and the convergence speed is slow. Based on the defects of

the BP neural network above, combined with the actual

situation in the prediction of PM2.5 mass concentration,

Table 1 The data after normalization training

Time CO No2 So2 PM10

12:00 - 0.534 0.489 - 0.902 0.813

13:00 - 0.690 - 0.014 - 0.887 - 0.839

14:00 - 0.73 - 0.26 - 0.913 - 0.839

15:00 - 0.649 - 0.136 - 0.877 - 0.836

16:00 - 0.6471 - 0.178 - 0.909 - 0.876

17:00 - 0.501 - 0.369 - 0.991 - 0.811

…
23:00 - 0.671 - 0.067 - 0.995 - 0.826

00:00 - 0.541 - 0.205 - 0.991 - 0.8391
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Table 2 Acceptable degree of

PM2.5 predictive based on BP

neural network

Data source Total data Very good Acceptable Poor Unacceptable

Training data 720 412 207 63 38

Test data 180 75 69 21 15
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the BP neural network method optimized by genetic

algorithm is used to predict it.

3.3.2 PM2.5 prediction of BP neural network based
on genetic algorithm optimization

Since the absolute value of the training result error of BP

neural network is taken as the individual fitness value, the

lower the fitness value, the higher the corresponding indi-

vidual fitness. Therefore, the individual fitness evolution

curve is first obtained through MATLAB, as shown in

Fig. 5.

As can be seen from the figure, the average fitness value

decreases fastest in the 1–10 evolution, the speed slows

down in the 11–30 evolution, and the fitness value tends to

be stable and optimal after 30 times. The initial weights

and thresholds obtained by the optimal individual are

assigned to the BP neural network, and the network is

trained using the normalized training data. The network

iterates 100 times, the training data are fitted after the

training, and the result is shown in Fig. 6.

From Fig. 6, it can be seen that the fitting results of the

PM2.5 quality concentration of the training data are con-

sistent with the overall trend of the measured values. The

actual output is mostly coincided with each point of the

predicted output. Although there is a certain error between

the two, the total error difference is smaller in the case of

better fitting results of the training set, using the trained

network to predict the PM2.5 quality concentration of the

test data, and the result is shown in Fig. 7:

From the result of PM2.5 mass concentration prediction

in the test data set of Fig. 7, it can be seen that the value of

PM2.5 is sharply changed at the 21st time point, but the

prediction result is very close to the measured value, and

the prediction error does not increase due to the mutation,

and only a small prediction bias occurs near the 21, 32 and

58 time points in this data segment. In the 80 test data of

the data segment, there are only eight error points. By

comparing the network prediction results between the test

set and the training set in Figs. 6 and 7, it can be found that

the fitting result is basically the same as the test result, and

the network does not have an over-fitting phenomenon in

which the fitting result is good and the test result is poor.

According to the acceptability formula, statistical analysis

of all data is obtained in Table 3.

By analyzing the data in Table 3, it can be found that the

PM2.5 quality concentration prediction is performed on the

training data set and the test data set, respectively, using

the trained network: 94% of the data in the fitting results

reached an acceptable level, of which 79.4% were very

good; 89.4% of the predictions reached an acceptable level,

of which 69.7% of the forecast results reached a very good

degree. The fitting and test prediction results of GA-BP

increased by 6% and 9%, respectively, but the prediction

results reached very good data, from 412, 207 to 472,217,

which increased by 13% and 9%, respectively, which
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means that the prediction error of the entire network

becomes smaller.

3.4 Experimental prediction results and analysis

For further analysis, the prediction results of BP neural

network optimized by genetic algorithm are compared with

the prediction results based on BP neural network. The

results are given in Table 4.

In the training data, the average relative error and

maximum relative error of the GA-BP neural network

PM2.5 prediction are lower than those of the BP network.

In the test data, the average relative error and maximum

relative error of the GP-BP neural network PM2.5 predic-

tion were lower than those of the BP network. From the

above data, GA-BP’s network generalization can be better

than BP neural network.

4 Relate work

Two kinds of neural networks are used to simulate the

PM2.5 mass concentration prediction based on MATLAB

in this paper, the results are compared by the prediction

results, and the network is evaluated. The results show that

the prediction results of neural network optimized by

genetic algorithm are better than BP neural network. The

BP neural network optimized by genetic algorithm not only

has the generalization and mapping ability of neural net-

work, but also has the global search ability of genetic

algorithm and get the good result. The prediction results of

BP neural network based on genetic algorithm optimization

are improved compared with BP neural network in pre-

diction accuracy and accuracy. This shows that it is fea-

sible to use neural networks for such predictions. However,

due to the limited data acquisition channels and data vol-

ume, the feature information contained in the actual data is

not sufficient, and there are still a small amount of errors in

the prediction model results.

5 Conclusion

The neural network has feasibility and good prospects in

PM2.5 prediction. The research in this paper is based on

the data of one sampling point, while the atmospheric

particulate pollution has obvious temporal and spatial

variation characteristics. It is very important to analyze the

change of particulate matter with space. If the amount of

data of the training samples can be expanded and the input

data dimension is increased, the accuracy and accuracy of

the prediction results may be further improved.
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Fig. 7 PM2.5 prediction test

result based on GA-BP neural
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Table 3 Acceptable degree of

PM2.5 predictive based on BP

neural network

Data source Total data Very good Acceptable Poor Unacceptable

Training data 720 472 217 21 10

Test data 180 132 29 13 6

Table 4 The contrast between

two kinds of network prediction

results

GA-BP BP neural network

Training (%) Test (%) Training (%) Test (%)

Average relative error of PM2.5 96 13.3 15.1 20.5

Maximum relative error of PM2.5 59.6 56.3 90.1 93.4
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