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Abstract
Aiming at the problems of long measurement period of online measurement parameters and untimely feedback of IoT

technology based on wireless sensor network, this paper designs a multi-parameter online measurement method based on

BP neural network algorithm. The collection, analysis, processing and display of parameters are completed through the

sensing layer, the network transmission layer and the integrated application layer. The BP neural network algorithm is

added to the integrated application layer to optimize the real-time acquisition parameters to shorten the parameter mea-

surement time and accurate prediction. That is, based on the collection of environmental information, by training and

learning the BP model with known historical data, it is possible to predict the environmental value at a later time. The

known three-layer forward propagation (BP) neural network has the property of approximating the nonlinear curve, and it

can achieve good results by predicting the temperature trend. The experimental results show that the system has better

ability to monitor and predict the temperature trend. The algorithm simulation experiment shows that the online mea-

surement system based on BP neural network algorithm proposed in this paper can speed up the data collection time,

accurately predict the trend of environmental parameters and provide timely warning for potential safety hazards.

Keywords Internet of Things technology � Perception layer � Integrated application layer � BP neural network

1 Introduction

At present, although the Internet of Things technology [1]

is widely used in smart enterprises, in the online mea-

surement of the Internet of Things [2], the parameters

collected in real time are not analyzed and processed. As a

result, the data acquisition time is too long, and the

abnormal feedback is not timely. How to build a smart

factory with reliable perception, real-time transmission,

intelligent calculation, precise control and information

service is an urgent problem to be solved. The basis is to

build a real-time sensing and measurement system based

on the Internet of Things [3]. At the same time, for intel-

ligent factories, how to ensure the normal and effective

operation of various electronic equipments is the guarantee

and foundation for maintaining the normal operation of the

enterprise. In order to ensure the normal and effective

operation of its electronic equipment, connect various

sensors, controllers, environmental data, related users, etc.

through IoT technology [4, 5] and its IPV6 wireless net-

work communication technology [6], forming a network in

which people and things, objects and objects are connected,

thereby implementing periodic measurement acquisition

and monitoring functions for the environment.

Shuanning Zheng et al. [7] established a real-time

measurement system for the environmental Internet of

Things subsystem to measure the WEC value of Pingtan

Island in Fujian in real time. The system uses four layers to

handle data measurements, simultaneous data transfers,

data manipulation and application tasks. The results show
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that EIOT enables the system to successfully perform real-

time measurements in urban areas. Bandyopadhyay and

Sen [2] applied the Internet of Things sensing technology

to the mine gas monitoring system, established a perceptual

layer distributed wireless sensor network and studied the

information fusion algorithm of key technologies in the

Internet of Things. According to different fusion levels,

applying fuzzy approximation rules, DS evidence theory

and fusion method based on gray relational analysis, the

intelligent mobile Sink node is designed and developed to

provide a good sensing layer solution for mine gas moni-

toring and measurement application Internet of Things.

Experiments show that the application of sensing technol-

ogy in the Internet of Things can improve information

collection efficiency and system tolerance error. Lan and

Zhang [8] used the Internet of Things and other technolo-

gies to establish an online measurement and remote fault

diagnosis system framework based on the Internet of

Things. They designed the RFID lithium battery protection

board to measure the electric current, voltage, temperature

and depth of discharge of the lithium battery, enabling life

cycle management and remote fault diagnosis of the

lithium battery. In order to achieve real-time temperature

monitoring, Cao [9] placed the wireless temperature sensor

network at the temperature measurement point of the

substation and then transmitted it to the base station

wirelessly. Finally, it is transmitted to the management

center through the power communication network. The

temperature management software monitors the tempera-

ture in time, visualizes the display and alarm linkage, etc.

and can accurately realize the online temperature moni-

toring of the substation.

Due to the rapid development of the Internet of Things,

a large number of data results can be generated. Extracting

advanced patterns from raw data has become an important

part of IoT middleware. Predictive analysis is an important

technology to support active complex event processing

[10]. BP neural network model [11] is one of the most

widely used forecasting models and has good nonlinear

prediction ability [12]. Therefore, this model is very suit-

able for data prediction in complex environments such as

Internet of Things, and it is often widely used in classifi-

cation or prediction models of the Internet of Things [13].

Cui et al. [14] proposed the application of BP neural

network in the Internet of Things. Experiments show that

BP is superior to RFID in the Internet of Things. Yang [15]

proposed a fire detection algorithm based on neural net-

work and fuzzy theory. By using the neural network tool-

box and fuzzy logic toolbox, the combination of the two

algorithms is applied to the conclusion of fire detection.

Wang [16] has a slow convergence rate and is easy to fall

into the local minimum for traditional BP neural networks.

It limits the application of BP neural network in the

Internet of Things. An improved BP algorithm is proposed,

which integrates variable learning rate. Experimental

results show that the algorithm has better data classification

performance.

Based on the above research, this paper designs a multi-

parameter online measurement IoT system based on BP

neural network algorithm [17, 18] and an online test and

early warning system based on BP neural network.

According to the actual operating environment, after the

environmental data acquisition, a nonlinear BP neural

network [19] is adopted as the prediction model. According

to the characteristics of the three-layer BP network model

[20], any nonlinear function can be approximated. The BP

network is learned and trained by using the collected his-

torical environmental data to establish an accurate predic-

tion model system [21]. It not only provides the function of

monitoring environmental information, but also effectively

predicts the trend of temperature and humidity. The BP

neural network is used to establish a prediction model

using historical temperature and humidity information.

When the trend of the environmental parameters exceeds

the threshold, an early warning is made to detect hidden

dangers of equipment in advance. In this paper, the tem-

perature prediction results and actual results from the four

moments are compared with the gray linear regression

combination model. The overall error based on the BP

network model is smaller, the prediction accuracy is

higher, and it is easier to meet the prediction requirements.

2 Proposed method

The Internet of Things (IoT) is a network that connects

embedded electronic devices, wireless sensor networks,

software systems and the Internet, enabling it to access vast

amounts of data through extensive data exchange with

other devices. Each of these physical devices can only be

uniquely addressed in all infrastructure of the Internet.

With the dramatic increase in the number of devices con-

nected to the Internet, massive amounts of data are gath-

ered through a vast network of sensors distributed

throughout the world, making it possible to store and

process and analyze the data.

2.1 Internet of Things technology architecture

The Internet of Things technology covers the whole pro-

cess of acquisition, transmission, storage and application of

sensing information, namely the three-layer structure

model of the Internet of Things: the perceptual recognition

layer, the network construction layer and the integrated

application layer, as shown in Fig. 1.
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1. The perceptual recognition layer. It consists of sensors,

RFID, QR code, GPS and other data acquisition

devices. The main role is to identify objects, collect

data information and realize real-time collection and

transmission of multi-point data, which is the link

between the physical world and the information world.

An important feature of the Internet of Things that

distinguishes it from other networks is that its infor-

mation is generated in a variety of ways.

2. The network construction layer. This layer is located

between the sensing layer and the service management

layer to implement information transmission and

processing. It is mainly responsible for ensuring the

reliability of information transmission between the

identification layer and the service management layer.

This guarantee is achieved through various network

communication technologies.

3. The integrated application layer. It is at the top of the

IoT model framework and is mainly responsible for

solving the data processing analysis and human–

machine interface problems of the perception layer.

The application layer is the interface between the

Internet of Things and the user, directly meeting the

service needs of various industry sectors. This layer

contains various application servers for real-time

monitoring of various parameters of the enterprise

production process or environment and must also

analyze and process the data collected in real time. In

this paper, an online measurement technology based on

BP artificial neural network model is proposed. BP

network model is added to the application layer server

for data analysis and processing, in order to shorten the

time of parameter measurement and display.

2.2 Artificial neural network model

In the field of machine learning and cognitive science,

artificial neural networks are a widely used basic model

inspired by biological neural networks for evaluating or

predicting something or an indicator. Artificial neural

networks usually consist of interconnected neurons, each of

which is shown in Fig. 2.

From the above figure, a1–an are the component values

of the input vector of the neuron, and w1–wn is the weight

of each synapse connected between the neurons. b is the

output threshold, and the output of the transfer function is

not zero only when the product of the input vector and the

weight is greater than the threshold. The function f is a

transfer function, and the function f is usually a nonlinear

function, usually a tansig() function, a sigmod() function, a

logsig() function. The function of a neuron is to find the

inner product of the input vector and the weight vector and

then pass the transfer function to process the final result,

which can be used to calculate the next layer of neurons.

Assuming the neuron output is t, the single neuron output

is:

t ¼ f a1w1 þ a2w2 þ � � � þ anwn þ bð Þ ð1Þ

Through a large amount of data, the neural network

learns and trains, thereby adjusting the weights of the

synapses of each neuron. The neural network has the ability

to have adaptive output. The overall schematic is shown in

Fig. 3.

GPS RFID sensor smart device industrial camera 

the perceptual 
recogni�on layer

Wireless WAN Wireless MAN Wireless LAN Wireless PAN the Internet 

the network 
construc�on layer 

Intelligent logis�cs Intelligent grid Intelligent Building Intelligent transporta�on environmental test 
the integrated 

applica�on layer 

Fig. 1 Frame of IOT system

t f 

w1 

… 
an 

w3

a1 

a2 

a3 

Sum 
w2 

wn 
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Fig. 2 Single neural
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2.3 BP neural network model

According to the direction of error propagation inside the

neural network, the neural network can be divided into a

neural network with a forward architecture and a neural

network with a feedback architecture. As a multilayer feed

forward network trained by error inverse propagation

algorithm, BP neural network is one of the most widely

used neural network models. The learning rule of BP neural

network is to constantly adjust the weights and thresholds

of the network through backpropagation to minimize the

sum of squared errors of the network. The BP neural net-

work model topology includes an input layer, a hide layer

and an output layer.

Based on the incremental learning rules (a rule of error

correction), the BP algorithm searches and traverses the

neural nodes of the entire network, and finally minimizes

the error between the actual output of the network and the

expected result. The training process of the BP algorithm

can be divided into two parts:

1. Part of the forward training process of the sample; the

forward training process of the sample means that

when the topology of the network (the number of

network layers, the number of nodes per layer) is

determined, the sample is input from the input layer of

the neural network, each neuron weighted sum is

calculated in the hidden layer, and the output is passed

to the output layer to obtain an output sample. If the

network output value deviates too much from the

network expectation error, error backpropagation is

performed.

2. The error is backpropagated to correct the weights and

thresholds of each node of the neural network. The

backpropagation process of the error means that after

calculating the network output value and the network

expectation value, the total output error is obtained.

The total error is backpropagated, and the weights and

thresholds of each layer are gradually adjusted during

the propagation process, thereby making the error

smaller. The BP network continuously repeats this

process for training and gradually adjusts the weights

and thresholds of each layer until the total error of the

network output meets the requirements or the BP

network reaches the specified number of trainings

before stopping the training. The BP algorithm

flowchart is shown in Fig. 4.

Suppose there is a three-layer BP network. The three

layers are the input layer vector X = (x1, x2, … xn) as the

data entry, the hidden layer output vector Y = (y1, y2, …
ym) and the output layer output vector of the predicted

result exit O = (o1, o2, … ol), record the expected value of

the output D = (d1, d2, … dl). The synaptic weight between

the X layer and the Y layer is set to V = (v1, v2, … vn) and

X1

X2

Xn

y1

Y2

Y3 

Y4

Ym

….

….

Adjust connec�on weights and 
thresholds through training 

Output Input 
y1

Y2

Yn 

….

Fig. 3 Neural network

YES

Sample input and expected output

Start

Ini�alize the network structure

Calculate the input and output of each layer

Calculate the learning error of each layer

Backpropagateerror, adjustment weight coefficient 

and threshold

Calculate the average error

Whether it meets the accuracy 

End

Fig. 4 Flowchart of BP algorithm
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the threshold is B = (b1, b2, … bm). The weight between

the Y layer and the O layer is denoted as W = (w1, w2, …
wm), and the threshold is C = (c1, c2, … cl). The number of

neurons included in the input layer X is set to n, the number

of neurons included in the hidden layer Y is set to m, and

the number of neurons included in the output layer is set to

1. When the sample is set to P, the total error of the BP

network output is ERME ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
P

PP
P¼1 EPð Þ2

q

. Suppose the

input of the training sample is X, the expected output of the

training sample is D, and the actual output is O. The cal-

culation flow is as follows:

(1) Calculate the output of the hidden and output layers

in the network:

Hidden layer: yi ¼ f VT
j X þ bi

� �

; j ¼ 1; 2; . . .;m

Output layer: Ok ¼ f WT
k Y þ cl

� �

; k ¼ 1; 2; . . .; l

(2) Calculate the overall output error of the BP network:

Ep ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Xl

k¼1
d
p
k � o

p
k

� �2

r

(3) Calculate the error between the output layer and the

hidden layer in the network:

The error of output layer: dok ¼ dk � okð Þ 1� okð Þ;
k ¼ 1; 2; . . .; l

The error of hidden layer: dyj

¼
X

l

k¼1

dokWjk

 !

1� yj
� �

;

j ¼ 1; 2; . . .m

(4) Adjust the weights of synapses between layers of the

network:

The weight between the hidden layer in the

middle of the network and the output layer at the end

of the network is adjusted as follows:

Wjk ¼ Wjk þ gdykyj; k ¼ 1; 2; . . .l; j ¼ 0; 1; . . .m

The threshold is adjusted as follows:

Bjk ¼ Bjk þ gdyk; k ¼ 1; 2; . . .l; j ¼ 0; 1; . . .m

The input layer and implicit layer weights at the

head end of the network are adjusted as follows:

Vij ¼ Vij þ gdyj xj; j ¼ 0; 1; . . .m; i ¼ 0; 1; . . .n

The threshold is adjusted as follows:

Aij ¼ Aij þ gdyj ; k ¼ 1; 2; . . .l; j ¼ 0; 1; . . .m

Repeat the above steps to make the BP artificial neural

network continuously trained, and the weights and

thresholds of each layer of the neural network are gradually

adjusted. End of learning process until the output layer

error is below the set error accuracy or the number of

learning reaches a maximum.

2.4 Construction of network prediction model

The sensor network collects real-time information of each

sensor node and predicts the environmental data at a later time

using the BP neural network model, thereby knowing the trend

graph of the parameter, and according to the trend graph, the

user knows the future status of the parameter in advance.

1. Configure the sensor node and sensor network, set the

transmission period and transfer the collected data

information to the SQL Server database located in the

server every fixed period.

2. In order to establish a BP neural network model,

historical data are obtained from SQL Server; that is, a

sensor node datum in a fixed time interval is selected,

and two samples are formed after normalization to be

used for training and testing.

3. The training of the neural network is performed using

the training samples obtained from (2), and the trained

BP model is obtained.

4. After the model training is completed, record and save

this network structure, for example, the weights,

thresholds and other important parameters of each

node of each layer of the network, and then use the test

samples obtained in (2) to detect whether the BP model

meets the accuracy requirements.

5. If the prediction model finally obtained in the above

steps satisfies the functional requirements of the

system, the model is stored for subsequent prediction.

After determining the BP network model, the MATLAB

code is compiled into a jar package that is independent of

MATLAB using the built-in compiler and JAVA library in

MATLAB. The generated jar package file is imported into

the project and referenced in the class to apply the model.

The overall structure of the BP model is shown in Fig. 5.

3 Relate work

The purpose of this study is to collect the real-time infor-

mation of the sensor nodes through the sensor network and

use the collected data to predict the environmental data in a

certain period of time, so as to obtain the trend graph of the

parameter, and let the user know the future of the param-

eter according to the trend graph. The collected data is used

to predict the environmental data at a certain time later,

thereby obtaining a trend graph of the parameter, and

according to the trend graph, the user can know the future
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status of the parameter in advance. The model uses the

Windows 7 operating system and MATLAB R2014a, as

well as the SQL Server database for simulation experi-

ments. The neural network parameters are set by calling the

neural network toolbox in MATLAB. After determining

the BP network model, the MATLAB code is compiled

into a jar package that is independent of MATLAB using

the built-in compiler and JAVA library in MATLAB. The

generated jar package file is imported into the project and

referenced in the class to apply the model.

1. Determining the number of BP network layers: The more

the number of neural network layers, the higher the

prediction accuracy of the network, but the more compli-

cated the network structure at the same time, which

increase the training time of theweight and threshold of the

network, so a three-layer BP network structure is used to

meet the requirements in the system model.

2. Training function for setting threshold and weight:

Select tradingdm() function as learning function. This

function has faster convergence speed and avoids the

local minimum problem in the network.

3. Setting the learning rate: The learning rate is very

important for establishing a suitable neural network

model. Generally, a smaller learning rate is selected,

and the learning rate in this model is 0.03.

4. Set the transfer function: the transfer function is usually a

nonlinear function, using the logsig() function. f xð Þ ¼
1

1þe�x, which is weaker than the larger input amplification

effect. The input amplification effect is enhanced.

4 Experiments

We use Windows 7 operating system, MATLAB R2014a

and SQL Server database in this paper to simulate the

experiment process, and the neural network parameter

settings are made by calling the neural network toolbox in

MATLAB.

1. Sample collection and preparation

The application of this model is to obtain the original

sample by collecting data on the temperature sensor nodes

in an environment. The software used is MATLAB 2014b,

and the operating system uses Windows 2010.

According to the method described above, the training

samples and test samples of the network are first selected.

Normalize the sample. Then the specific parameters of the

model are then determined. In the process of determining

the number of neurons in the hidden layer of the model, a

new optimization scheme is proposed and demonstrated

through experiments.

It is planned to use the data collected in the former 8

times to predict the 9th time. For example, the 9th time is

predicted from the 1st to the 8th, and the 10th time is

predicted from the 2nd to the 9th. There are a total of 40

samples, of which 36 are training samples and 4 are test

network performance samples. The sample is normalized,

using the function premnmx in MATLAB, the normalized

data will be distributed in [- 1,1], and the resulting partial

structure is shown in Table 1.

Sensor 

generates data 

Set the network 

topology 

Train samples 

Sample data 

normaliza�on 

Sample data 

normaliza�on 

Train network 

Determine the 

weights and 

thresholds of each 

layer of the 

network Save BP model

Output predic�on results 

Select input data 

Test network error 

Fig. 5 Design of BP neural network

Table 1 Use function premnmx to normalize the samples

4 5 6 7 8 9 10

0.5792 0.5833 0.3611 0.2083 0.1389 0.0417 - 0.0556

0.5946 0.4459 0.3784 0.2029 0.1014 0.0234 - 0.029

0.5396 0.4348 0.2754 0.2838 0.1892 0.1622 0.0108

0.4881 0.3919 0.2973 0.2571 0.2296 0.1714 0–0.0123

0.3415 0.3203 0.2941 0.2703 0.085 0.0511 0

0.3125 0.2927 0.1462 0.2418 0.122 0.0327 0.0588

0.2912 0.1515 0.103 0.1273 0.061 0.111 - 0.0732
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2. The dichotomy method is used to optimize the number

of hidden layer nodes: the maximum number of

training sessions is 10,000, and the final target error

is less than 0.5%.

(a) Since the number of input layer nodes is n = 8,

the number of output layer nodes is l = 1. A = 5

and b = 20 can be obtained by the formula. The

first point 12 is determined on the interval [5,

21], and the experimental result when the

number of nodes is 12 is recorded; that is, the

network error is 0.0073.

(b) Determine the position of the second test point,

point 18 of [11, 21], and record the experimental

results; that is, the network error is 0.0067,

which still does not meet the demand.

(c) The position of the test point is determined for

the third time. When the interval is [17, 21], that

is, when the number of hidden layer nodes is 20,

the error is 0.0056, which still does not meet the

demand.

(d) The position of the test point is determined for

the third time. When the interval is [19, 21], that

is, when the number of hidden layer nodes is 21,

the error is 0.0053, which still does not meet the

demand.

(e) The initial interval is expanded to obtain the

interval [21, 33], and the above steps are

continued for the extended interval. It is found

that the optimal solution satisfying the condition

is obtained when the number of nodes is 26, and

the precision is 0.0041, as shown in Table 2.

From the above, the number of hidden layer nodes sat-

isfying the error can be selected only by 5 calculations, and

the method can quickly and accurately determine the

number of nodes satisfying the requirements in comparison

with the trial and error method to randomly set the number

of hidden layer nodes.

3. Training of BP neural network model

From the above analysis process, the number of neurons

in the hidden layer is 29, the learning rate is 0.03, the

maximum number of training times is 5000, the accuracy

of the training requires a prediction error of 0.5%, and the

results of the first day of training and the second day of

training are shown in Figs. 6 and 7. The actual results and

simulation results after training are shown in Fig. 6.

It can be seen that the error between the actual tem-

perature results of the BP neural network model’s tem-

perature data prediction results is not very large, and the

predicted temperature data curve can well approximate the

actual temperature curve (Fig. 8).

4. Error Analysis

The BP network model and the gray linear regression

combined model prediction results are compared with each

other. The results are shown in Table 3. A total of four

measurements, the first measurement of BP network actual

results and prediction results of the error is 0.40%, while

the gray linear regression combination model prediction

error is 0.36%. The error between the second measurement

actual result and the prediction result is 0.13%, and the

prediction error of the gray linear regression combination

model is 0.27%. The error between the third actual result

Table 2 Process of choosing neurons

Number of

training

Number of hidden layer

nodes

Prediction

accuracy

10,000 13 0.0073

10,000 18 0.0067

9678 20 0.0056

8670 21 0.0053

9513 26 0.0041

Fig. 6 Actual output predictive output after training in first day

Fig. 7 Actual output and predictive output after training in second

day
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and the prediction result is 0.27%, and the prediction error

of the gray linear regression combination model is 0.32%.

The error of the fourth measurement is 0.18%, while the

error of the gray linear regression combination model is

0.23%. It can be seen from the temperature prediction

results and actual results of the above four moments that

compared with the gray linear regression combined model,

the overall error of the BP network is smaller, the predic-

tion accuracy is higher, and the prediction requirements are

more satisfied.

5 Conclusion

This paper designs a multi-parameter online measurement

IoT based on BP neural network algorithm. That is to say,

for the forecasting demand, a general scheme based on BP

prediction network, environmental temperature prediction

model is designed. In the paper, the setting process of some

important parameters of the model and the number of

hidden layer nodes are introduced in detail, and a new

optimization scheme is proposed. This paper simulates and

experiments on the BP model. The model is implemented

in MATLAB, and finally, the prediction results of the BP

model and the gray linear regression combination model

are compared. Compared with the gray linear regression

combination model, the BP network has smaller overall

error, higher prediction accuracy and higher prediction

requirements. By comparison, the model has good predic-

tive performance.

This paper constructs a BP model that can accurately

predict temperature and humidity, and optimizes the pro-

cess of determining the number of hidden nodes in the

model. It not only realizes real-time monitoring of envi-

ronmental data, but also achieves the goal of temperature

and humidity warning. The users can monitor and manage

the environment more easily through this system. There are

many imperfections in this article, it may exhibit nonlinear

characteristics when the temperature change in the scene

due to different heating characteristics, and the same BP

prediction network model cannot be directly applied to

predict and warn. The generalization ability of the neural

network model can be considered. Just use a similar

method to learn and train the neural network and then form

a suitable model before forecasting and warning.
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