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Abstract
During the last decades, educational data mining constitutes a significant tool, offering a first step and a helping hand in the

prediction of students’ progress and performance. In this work, we present a user-friendly decision support software, for

accurately predicting the students’ performance at the final examinations of the academic year. The proposed software

incorporates a classification scheme which has two major features. Firstly, it identifies with high accuracy the students at-

risk of failing the final examinations; secondly, it classifies the students based on their predicted grades. Our numerical

experiments show that it achieves better performance than any examined single learning algorithm. The proposed software

was developed to provide assistance to students’ evaluation and mostly to the early identification of students’ at-risk in

order to take proper actions for improving their performance.
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1 Introduction

Nowadays, where knowledge and quality constitute a

critical factor in global economy, education plays a sig-

nificant role as knowledge center and human resource

developer [6]. The main objective of the educational

institutes and one of their biggest challenges is to provide

quality education to their students. One way to accomplish

the higher level of quality is by predicting students’ aca-

demic performance and consequently taking early actions

by providing appropriate support to students with learning

difficulties in order to improve their performance. During

the last decades, one of the most important innovations in

the educational systems was the extraction of relevant

knowledge hidden in the educational dataset utilizing data

mining techniques.

Educational data mining (EDM) is an essential process

where intelligent methods are applied to extract data pat-

terns from students’ databases in order to discover key

characteristics and hidden knowledge. This new research

field has grown exponentially and gained popularity in the

modern educational era because of its potential to improve

the quality of the educational institutions and system. The

application of EDM is mainly concentrated on improving

the learning process by the development of accurate

models that predict students’ characteristics and perfor-

mance. The importance of EDM is founded on the fact that

it allows educators and researchers to extract useful con-

clusions from sophisticated and complicated questions such

as ‘‘find the students who are at-risk in failing the exami-

nations’’ or ‘‘find the students who will exhibit excellent

performance’’ in which traditional database queries cannot

be applied [23].
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In Greece, like in most countries, secondary education is

a two-tied system which comprises two main stages:

Gymnasium and Lyceum. Gymnasium covers the first

3 years with the purpose to enrich students’ knowledge in

all fields of learning while Lyceum covers the next 3 years

which further cultivates the students’ personalities while at

the same time prepares them for admission in higher edu-

cation. Essentially, Lyceum acts like a bridge between

school education and higher learning specializations that

are offered by universities [23]. Thus, the ability to monitor

students’ academic performance and progression is con-

sidered essential since the early identification of possible

low performers could lead the academic staff to develop

personalized learning strategies (extra learning material,

exercises, seminars, training tests) aiming to improve stu-

dents’ performance.

During the last decade, the application of data mining on

educational data for the development of accurate and

efficient decision support systems (DSS) for monitoring

students’ performance is becoming very popular

[7, 10, 14, 23, 27, 28]. More analytically, an academic DSS

is a knowledge-based information system that captures,

handles and analyzes information which affects or is

intended to affect decision making performed by people in

the scope of a professional task appointed by a user [5].

Through the use of a predictive DSS, it is possible to

forecast students’ success in a course and identify those at-

risk. Therefore, the development of an academic DSS is

significant to students, educators and educational organi-

zations and it will be more valuable if knowledge mined

from the students’ performance is available for educational

managers in their decision-making process.

More comprehensively, students will be properly

informed about their academic standing and teachers can

identify slow learners, improve their teaching methods and

design better strategies for early intervention. Furthermore,

analyzing students’ learning and making predictions

regarding further aspects of their performance is essential

for an educational system in order to provide personalized

learning activities tailored to each student’s special needs

or even guiding them to follow technical education.

Nevertheless, the development of such prediction model

is a very attractive and challenging task (see [2, 34–36] and

references therein). Generally, educational datasets have

skewed class distribution in which most cases are usually

located in one class [16, 22, 23]. Therefore, a classifier

induced from an imbalanced dataset has typically a low

error rate at the majority class and an unacceptable error

rate for the minority classes. Moreover, the difficulty to

distinguish between noise and rare cases is also responsible

for poor performance on the minority class.

The objective of this research is to contribute on the

prediction of students’ performance with major emphasis

on the detection of students who may fail to meet the

course requirements. Therefore, we are dealing with the

following two main tasks:

(a) prediction of students’ success or failure (pass/fail),

and

(b) prediction of the passed students’ final grades (good/

very good/ excellent).

In this work, we present DSS-PSP (Decision Support

Software for Predicting Students’ Performance) which

consists of an integrated software application and provides

decision support for evaluating students’ performance in

the final examinations. The proposed software identifies the

students at-risk of failing the final examinations and clas-

sifies the students based on their predicted passing grades.

To this end, the DSS-PSP incorporates a two-level

classifier [21] which achieves better performance than any

single learning algorithm. Moreover, significant advantages

of the presented tool are the employment of a simple and

user-friendly interface, its scalability due to its modular

nature of design and implementation and its operating

system neutrality.

Our primary goal is to support the academic task of

successfully predicting the students’ performance in the

final examinations of the school year. Furthermore, deci-

sion-makers are able to evaluate various educational

strategies and generate forecasts by utilizing several input

data.

The remainder of this paper is organized as follows: The

next section presents a survey on machine learning algo-

rithms that have been successfully used for predicting

students’ performance. Section 3 presents a description of

the educational dataset utilized in our study and our pro-

posed 2-level machine learning classifier. Finally, Sect. 4

presents the main features of our decision support software

and Sect. 5 presents our conclusions.

2 Related studies

During the last decade, the application of data mining

techniques for the development of accurate and efficient

(DSS) provided useful outcomes and results that assist in

addressing many issues and problems in the educational

domain. Romero and Ventura [34, 35] and Baker and

Yacef [2] have provided some extensive reviews of dif-

ferent types of educational systems and how data mining

can be successfully applied to each of them. More specif-

ically, they described in detail the process of mining

learning data, as well as how to apply the data mining

techniques, such as statistics, visualization, classification,

clustering and association rule mining. Along this line,

recently Dutt et al. [12] presented a review of how EDM
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seeks to discover new insights into learning with new tools

and techniques, so that those insights impact the activity of

practitioners in all levels of education.

Deniz and Ersan [10] demonstrated the usefulness of an

academic decision support system in evaluating huge

amounts of student-course related data. Moreover, they

presented the basic concepts used in the analysis and

design of a new DSS software package, called ‘‘Academic

Decision Support System’’ and presented various ways in

which student performance data can be analyzed and pre-

sented for academic decision making.

Kotsiantis [16] compared some state-of-the-art regres-

sion algorithms to find out which algorithm is more

appropriate not only for the accurate prediction of student’s

performance but also to be used as an educational sup-

porting tool for tutors. Additionally, he presented a proto-

type decision support system for predicting students’

academic progress in a distance learning system using key

demographic characteristics, attendance and their marks in

written assignments.

In their study, Chau and Phung [7] highlighted the

importance of educational decision-making support to

students, educators and educational institutes and pointed

out that this support will be more valuable if lots of rele-

vant data and knowledge mined from data are available for

educational managers in their decision-making process.

Additionally, they proposed a knowledge-driven DSS for

education with a semester credit system by taking advan-

tage of educational data mining. Their proposed educa-

tional DSS is helpful for educational managers to make

more appropriate and reasonable decisions about students’

study and further give support to students for their

graduation.

Romero et al. [33] studied how web usage mining can be

applied in e-learning systems in order to predict the marks

that university students will obtain in the final examination

of a course. Instead of traditional classification algorithms,

they propose a classification via clustering to improve the

prediction of first-year students’ performance. In addition,

they developed a specific mining tool which takes into

account the student’s active involvement and daily usage in

a Moodle forum.

Nagy et al. [27] proposed a ‘‘Student Advisory Frame-

work’’ that integrates educational data mining and knowl-

edge discovery to build an intelligent system. The system

can be used to provide pieces of consultations to a first-year

university student to pursue a certain education track where

he/she will likely succeed in, aiming to decrease the high

rate of academic failure among these students. The

framework acquires information from the datasets which

stores the academic achievements of students before

enrolling to higher education together with their first-year

grade after enrolling in a certain department. After

acquiring all the relevant information, the intelligent sys-

tem utilizes both classification and clustering techniques to

provide recommendations for a certain department for a

new student. Additionally, they presented a case study to

prove the efficiency of the proposed framework. Students’

data were collected from Cairo Higher Institute for Engi-

neering, Computer Science and Management during the

period from 2000 to 2012.

Grivokostopoulou et al. [14] presented a data mining

methodology to discover relationships between the stu-

dents’ learning performance data and predict their final

performance in the ‘‘Artificial Intelligence’’ course. More

specifically, they analyzed the students’ performance at six

interim examinational tests during the semester using

decision trees and extract semantic rules to make predic-

tions. Their primary goal was to trace students that are in

edge to fail the examinations and in danger to drop off the

course. Moreover, their proposed methodology has been

integrated in an educational system used to assist students

in learning the course and enhance the quality of the edu-

cational content.

Mishra et al. [25] focused on the early identification of

secondary school students who are at high risk of failure,

thereby helping the educators to take timely actions in

order to improve the students’ performance and success

rate through extra coaching and counseling. Moreover, the

authors classified the important attributes that influenced

students’ third semester performance and established the

effects of emotional quotient parameters (i.e., assertion,

empathy, decision-making ability, leadership ability, drive

and stress management skills) that influenced placement.

Paz et al. [29] developed a DSS based on a clustering

algorithm for college completion model. Their proposed

system utilized data from students’ registration and grades

databases while the client front-end ensures adequate pre-

sentation so as to reveal significant details and dependen-

cies. The system can be used to not only for supplying

information to the user but also to aid the decision-making

process aiming to decrease the high rate of academic

failure among students.

In more recent works, Livieris et al. [22] introduced a

software tool for predicting the students’ performance in

the course of ‘‘Mathematics’’ of the first year of Lyceum.

They conducted an experimental analysis utilizing a variety

of classification algorithms which revealed that the neural

network classifier achieved the best accuracy and exhibited

more consistent behavior. Along this line, in [23] the

authors presented a user-friendly decision support software

for predicting students’ performance, together with a case

study concerning the final examinations in Mathematics.

Their proposed tool is based on a hybrid prediction system

which combines four learning algorithms utilizing a simple

voting scheme. Their experimental results revealed that the
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application of data mining can offer significant insights in

student progress and performance.

Marquez-Vera et al. [24] studied the serious problem of

early prediction of high school dropout and proposed a

methodology to discover comprehensible prediction mod-

els of student dropout as soon as possible. Additionally,

they presented a case study using data from 419 first-year

high school Mexican students. The authors illustrated that

their proposed method is possible of successfully predict-

ing student dropout within the first 4–6 weeks of the course

and trustworthy enough to be used in an early warning

system.

Recently, Kužnar and Gams [18] presented ‘‘Metis’’, a

novel system which predicts students’ failure and provides

tools in form of smartphone application to apply preventive

measures aiming to mitigate a negative outcome. Metis

utilizes machine learning techniques on educational data

stored in a Slovenian school information system to identify

students with an increased risk of failing a course. The

identified students are then referred to an education advisor

who will construct an action plan to support the student

through individual consultations with the student. Fur-

thermore, the action plan can be followed by a smartphone

application which serves as an interface for praising pro-

gress and achievements of the objectives of the action plan.

Finally, the authors presented that one of the most impor-

tant advantages of Metis is the ability to perform according

to the educator’s needs with respect to the required mini-

mum precision detection.

3 Methodology

The aim of this study is to develop a decision support tool

for predicting students’ performance at the final examina-

tions. For this purpose, we have adopted the following

methodology which consists of three stages.

The first stage of the proposed methodology concerns

data collection and data preparation and in the next stage,

we introduce our proposed 2-level classification scheme. In

the final stage, we evaluate the classification performance

of our proposed 2-level classification algorithm with that of

the most popular and frequently utilized algorithms by

conducting a series of experiments.

3.1 Dataset

For the purpose of this study, we have utilized a dataset

concerning the performance of 2260 students in courses of

‘‘Algebra’’ and ‘‘Geometry’’ of the first 2 years of Lyceum.

The data have been collected by the Microsoft showcase

school ‘‘Avgoulea-Linardatou’’ during the years 2007–2016.

Extensive research has been conducted to determine the

factors that have amaterial impact in students’ success in the

examinations. The majority of these studies focused on

predicting students’ grade in a course based on a variety of

assignment methods [9, 22, 23, 32]. Table 1 reports the set of

attributes used in our studywhich concern information about

the students’ performance such as oral grades, tests grades,

final examination grades and semester grades which assess

students’ understanding of important mathematical concepts

and topics daily.

Each instance is characterized by ten (10) time-variant

attributeswhich refer to the students’ performance utilizing a

20-point grading scale, where 0 is the lowest grade and 20 is

the perfect score. The assessment of students during each

semester consists of oral examination, two 15-min pre-

warned tests, a 1-h examination and the overall semester

performance of each student. The 15-min tests include

multiple choice questions and short answer problems while

the 1-h examinations include several theory questions and a

variety of difficult mathematical problems requiring solving

techniques and critical analysis. Finally, the overall semester

grade of each student addresses the personal engagement of

the student in the lesson and his progress. The final grade of

each semester is dependent on the student’s performance on:

written assignments/homeworks (� 20%), student’s

behavior and active participation in the classroom (� 30%),

written tests and the 1-h examination (� 50%). The final

examination is run at the end of the course and encompasses

the material taught in both semesters. This assessment sys-

tem is followed by all Lyceums across the country and is

prescribed by the Ministry of Education.

The students were classified utilizing a four-level clas-

sification scheme according to students’ performance

evaluation in the Greek schools:

• ‘‘Fail’’ stands for student’s performance between 0 and

9 (212 instances).

• ‘‘Good’’ stands for student’s performance between 10

and 14 (690 instances).

• ‘‘Very good’’ stands for student’s performance between

15 and 17 (659 instances).

• ‘‘Excellent’’ stands for student’s performance between

18 and 20 (699 instances).

Moreover, similar to [22, 23], since it is of great

importance for an educator to recognize weak students in

the middle of the academic period, two datasets have been

created based on the attributes presented in Table 1 and on

the class distribution.

– DATA1: It contains the attributes concerning the

students’ performance during the 1st semester.

– DATA2: It contains the attributes concerning the

students’ performance during the 1st and 2nd

semesters.
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3.2 2-Level classifier

Our primary goals in the present research are the accurate

and early identification of the students who are at-risk and

the accurate classification of the students who have suc-

cessfully passed the course.

For this purpose, we consider a two-level classification

scheme, aiming on achieving higher classification accuracy

than any individual classifiers. Two-level classification

schemes are heuristic pattern recognition tools that are

supposed to yield better classification accuracy than single-

level ones at the expense of a certain complication of the

classification structure [3, 17, 41].

On the first level of our proposed classification scheme,

we utilize a classifier to distinguish the students who are

likely to ‘‘Pass’’ or ‘‘Fail’’ in the final examinations. More

specifically, this classifier predicts if the student’s perfor-

mance is between 0 and 9 (Fail) or between 10 and 20

(Pass). In the rest of our work, we refer to this classifier as

A-level classifier. Clearly, the primary goal of this classi-

fier is to identify the students’ who are at-risk. In case the

verdict (or prediction) of the A-level classifier is ‘‘Pass’’ in

the final examinations, we utilize a second-level classifier

in order to conduct a more specialized decision and dis-

tinguish between ‘‘Good’’, ‘‘Very good’’ and ‘‘Excellent’’.

This classifier is titled as the B-level classifier. An over-

view of our proposed 2-level classifier is depicted in Fig. 1.

Furthermore, it is worth mentioning that the corre-

sponding training sets TSA and TSB of the A-level and

B-level classifier are generated by the original training set

as follows:

Let (x, y) be an instance contained in the training set,

where x stands for the vector of attributes (as listed in

Table 1) while y stands for the output variable. In case,

‘‘y ¼ Fail’’ then it is immediately imported to the training

set TSA. In contrast, in case ‘‘y 6¼ Fail’’ then the instances

(x, ‘‘Pass’’) and (x, y) are imported in the training sets TSA
and TSB, respectively.

Essentially, TSA contains all the instances in which the

respective output variable y is ‘‘Fail’’ and the rest of instances

the training set with the output variable y changed into

‘‘Pass’’, while TSB contains all the instances of the training

set in which the respective output variable y is not ‘‘Fail’’.

It is worth mentioning that the rationale behind the

development of the presented 2-level classifier lies in the

diversified pedagogical actions to be taken in order to

support a student’s performance so as to succeed (i.e.,

classified as ‘‘Pass’’ or ‘‘Fail’’) and those needed so as to

obtain a better final mark (i.e., classification among

‘‘Good’’, ‘‘Very good’’ and ‘‘Excellent’’). On this basis, any

other classification scheme (e.g., ‘‘Excellent’’ vs (‘‘Very

good’’, ‘‘Good’’, ‘‘Very good’’)) may be technically

preferable in terms of accuracy but pedagogically invalid.

3.3 Experimental results

In this section, we report a series of tests in order to

evaluate the performance of our proposed 2-level classifi-

cation scheme with that of the most popular and commonly

used classification algorithms.

The multi-layer perceptron (MLP) [37] and the RBF

algorithm [26] were representatives of the artificial neural

networks which has been established as well-known

learning algorithm for building and training a neural net-

work [20]. From the support vector machines, we have

selected the sequential minimal optimization (SMO)

algorithm since it is one of the fastest training methods [30]

while Naive Bayes (NB) algorithm was the representative

of the Bayesian networks [11]. From the decision trees,

C4.5 algorithm [31] and logistic model tree (LMT) [19]

Table 1 List of features used in

our study
Attributes Type Values Mean SD

Oral grade of the 1st semester Integer [0,20] 15.24 3.69

Grade of the 1st test of the 1st semester Real [0,20] 14.19 4.59

Grade of the 2nd test of the 1st semester Real [0,20] 14.73 4.76

Grade of the 1st semester’s final examination Real [0,20] 14.42 4.48

Final grade of the 1st semester Integer [0,20] 15.58 3.13

Oral grade of the 2nd semester Integer [0,20] 14.83 4.37

Grade of the 1st test of the 2nd semester Real [0,20] 14.44 4.64

Grade of the 2nd test of the 2nd semester Real [0,20] 14.23 4.73

Grade of the 2nd semester’s final examination Real [0,20] 14.40 4.42

Final grade of the 2nd semester Integer [0,20] 15.87 2.98

Grade in the final examinations Ordinal ‘‘Fail’’,

‘‘Good’’,

‘‘Very good’,

‘‘Excellent’’
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were chosen for our study and RIPPER (JRip) [8] and

PART [13] algorithms were selected as typical rule-learn-

ing techniques since they probably consist the most usually

used methods for producing classification rules. Finally,

3-NN and 10-NN algorithms were selected as instance-

based learners [1] with Euclidean distance as distance

metric. Studies have shown that the above classifiers con-

stitute some of the most effective and widely used data

mining algorithms [40] for classification problems. More-

over, in our numerical experiments voting stands for the

voting scheme using JRip, 3-NN, MLP and SMO as base

classifiers presented in [23].

The classification algorithms have been implemented in

WEKA 2.9 Machine Learning Toolkit [15] and the clas-

sification accuracy was evaluated using the stratified ten-

fold cross-validation, i.e., the data were separated into folds

so that each fold had the same distribution of grades as the

entire data set. Moreover, in order to minimize the effect of

any expert bias, instead of attempting to tune any of the

algorithms to the specific datasets, all algorithms were used

with their default parameter settings included in the WEKA

software.

We evaluate the performance of our proposed 2-level

classification scheme in terms of accuracy which consists

as one of the most frequently used measures for assessing

the overall effectiveness of a classification algorithm and is

defined as follows:

Accuracy ¼ Number of correctly classified students

Total number of students

Table 2 summarizes the accuracy of each individual clas-

sifier and the accuracy of the 2-level classification scheme,

relative to both datasets. Clearly, our proposed 2-level

scheme considerably improved the performance of each

individual classifier from 3.8 to 9.5%.

Moreover, it is worth to mention that most classifiers

present lower classification accuracy in case where the

students’ grades in the 2nd semester are also taken into

consideration. In contrast, LMT and NB improved their

accuracy while SMO and C4.5 present almost identical

performance.

In the sequel, motivated by the efficiency of our proposed

2-level classification scheme, we consider to perform a

performance evaluation utilizing different classification

algorithms at each level and explore its classification accu-

racy. Our aim is to findwhich of these classifiers is best suited

for A-level and B-level for producing the highest perfor-

mance. Therefore, we consider three performance metrics:

Accuracy

ðFailÞ
¼ Number of students correctly predicted to fail

Total number of failed students

Accuracy

ðPassÞ
¼ Number of students correctly predicted to pass

Total number of passed students

Accuracy

ðGradeÞ
¼ Number of passed students correctly predicted their grade

Total number of passed students

The first two metrics evaluate the performance of A-level

classifier while the last metric evaluates the performance of

B-level classifier. Furthermore, since the number of stu-

dents who failed in the examinations is about 10%, it is

crucial for a prediction model to correctly identify them.

As a goal of this study is to identify the students at-risk, it

is significant to achieve the highest possible predictive

accuracy for the student who failed in the examinations.

Therefore, we present an additional performance metric:

F1 ¼
2nFiF

2nFiFþ nFiPþ nPiF
;

where nFiF stands for the number of students who failed

and correctly identified, nFiP stands for the number of

students who failed and identified as passed and nPiF

stands for the number of students who passed and identified

as failed.

It is worth mentioning that the performance metric F1

constitutes a harmonic mean of precision and recall. In

A−level
classifier

B−level
classifierPass

Fail

Excellent

Very good

Good

Fig. 1 An overview of the 2-level classifier
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particular, this metric takes into account accuracy for the

students who passed and failed the examinations and

weights more the accuracy for students who failed, than the

students who passed [39]. From an educator’s perspective,

it is better to misidentify a ‘‘good’’ student than a ‘‘failed’’

student. Misidentifying a ‘‘good’’ student as a potential fail

may encourage him/her to work harder and improve his/her

performance. In contrast, misidentifying a ‘‘failed’’ student

as a potential ‘‘pass’’ may prevent him/her from taking the

proper actions to pass the course and consequently fail in

the final examinations.

Tables 3 and 4 present the performance evaluation of

A-level and B-level classifiers utilizing various classifica-

tion algorithms, for both datasets, respectively. The

Table 2 Individual classifier

and 2-level classifier Accuracy
Classifier DATA1 DATA2

Individual (%) 2-Level (%) Individual (%) 2-Level (%)

MLP 81.13 89.12 76.22 89.08

RBF 83.76 89.69 83.49 89.56

SMO 84.09 89.94 82.71 89.93

NB 75.77 81.24 71.72 81.46

C4.5 84.22 89.83 84.13 89.78

LMT 85.20 89.56 86.46 90.09

JRip 84.68 90.04 86.09 89.64

PART 84.38 89.42 84.86 88.32

3-NN 85.21 88.14 78.67 85.33

5-NN 84.39 88.05 80.44 84.98

10-NN 84.86 86.90 80.44 85.97

Voting 85.81 88.22 84.42 87.03

Table 3 Performance

evaluation of A-level and B-

level classifiers on DATA1

Classifier Accuracy (Fail) (%) Accuracy (Pass) (%) F1 (%) Accuracy (Grade) (%)

MLP 82.55 99.51 88.16 90.92

RBF 83.49 99.27 87.62 90.77

SMO 84.45 99.37 88.61 91.14

NB 81.60 99.41 87.15 86.82

C4.5 84.48 99.56 89.50 91.02

LMT 83.96 99.46 88.58 90.92

JRip 83.96 99.37 88.34 91.02

PART 83.49 99.46 88.50 90.43

3-NN 81.60 99.31 87.15 89.36

5-NN 82.55 99.37 87.50 89.21

10-NN 80.66 99.51 87.02 89.11

Table 4 Performance

evaluation of A-level and B-

level classifiers on DATA2

Classifier Accuracy (Fail) (%) Accuracy (Pass) (%) F1 (%) Accuracy (Grade) (%)

MLP 82.55 99.41 87.72 90.72

RBF 83.96 99.32 88.12 90.63

SMO 84.43 99.37 88.61 91.11

NB 82.55 99.32 87.28 87.42

C4.5 84.91 99.61 90.00 90.92

LMT 84.43 99.37 88.61 91.11

JRip 84.43 99.17 87.75 90.87

PART 82.08 99.41 87.44 89.40

3-NN 82.55 99.12 86.42 89.84

5-NN 80.66 99.17 85.50 87.35

10-NN 80.19 99.27 85.64 88.18
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accuracy measure of the best performing algorithm is

highlighted in bold for each dataset.

Clearly, C4.5 illustrates the best performance as A-

level classifier, since it exhibits the highest accuracy of

correctly classified passed and failed students, relative to

both datasets. More specifically, C4.5 predicts that a

student will fail in the final examinations with probability

84.48% and 84.91%, relative to DATA1 and DATA2,

respectively. Moreover, C4.5 predicts that a student will

successfully pass the final examinations with probability

99.56% and 99.61% in the same situations. As regards F1

metric, C4.5 reports the best performance, exhibiting

85.9% and 90% for datasets DATA1 and DATA2,

respectively.

Finally, SMO reports the best performance as B-level

classifier, illustrating the highest percentage of correctly

classified students who have successfully passed the

course, followed by LMT.

Tables 5 and 6 summarize the performance of the pro-

posed 2-level classifier utilizing various A-level and

B-level classifiers for both datasets, respectively. The best

performing technique for each dataset is illustrated in

boldface. Furthermore, Figs. 2 and 3 present the average

performance of A-level and B-level classifiers,

respectively.

Firstly, we observe that the C4.5 reports the best clas-

sification performance as A-level classifier, followed by

LMT and JRip, relative to both datasets. In particular, it

Table 5 2-level classifier classification accuracy (%) on DATA1

B-level classifier

MLP (%) RBF (%) SMO (%) NB (%) C4.5 (%) LMT (%) JRip (%) PART (%) 3-NN (%) 5-NN (%) 10-NN (%)

A-level classifier

MLP 89.12 89.60 89.73 85.93 89.69 89.60 89.73 89.47 88.19 88.23 88.23

RBF 89.96 89.69 89.78 84.93 89.91 89.73 89.73 89.38 88.14 83.76 88.19

SMO 89.42 89.65 89.94 86.24 90.00 89.91 90.04 89.47 88.50 88.32 88.54

NB 84.38 85.13 84.96 81.24 84.91 84.82 84.96 84.38 83.41 83.81 83.27

C4.5 89.42 89.65 90.13 86.24 89.83 90.04 90.04 89.56 88.50 88.27 88.54

LMT 88.23 89.60 90.00 85.14 90.00 89.56 89.96 89.42 88.31 88.27 88.32

JRip 89.42 89.69 90.04 86.24 90.00 89.73 90.04 89.47 88.50 88.36 88.54

PART 88.45 89.51 90.00 86.15 89.96 89.42 90.00 89.42 88.45 88.19 88.23

3-NN 89.07 89.38 89.69 85.84 89.69 89.56 89.25 89.12 88.14 88.05 86.62

5-NN 89.34 89.32 88.23 85.66 89.69 89.51 89.51 89.16 87.92 88.05 87.96

10-NN 89.07 89.34 89.69 85.84 89.69 89.56 89.65 89.20 86.41 88.01 86.90

The highest accuracy is highlighted in bold

Table 6 2-level classifier classification accuracy (%) on DATA2

B-level classifier

MLP (%) RBF (%) SMO (%) NB (%) C4.5 (%) LMT (%) JRip (%) PART (%) 3-NN (%) 5-NN (%) 10-NN (%)

A-level classifier

MLP 89.08 89.03 89.91 81.77 90.00 90.09 89.73 88.36 86.68 85.80 86.15

RBF 88.72 89.56 89.65 81.68 89.34 89.78 89.47 89.07 85.66 85.44 85.88

SMO 88.01 89.65 89.93 80.49 88.58 88.67 88.41 88.58 85.27 85.93 84.73

NB 89.07 84.89 89.56 81.46 89.65 89.73 89.38 82.83 86.33 85.44 85.80

C4.5 89.60 90.10 90.43 81.80 89.80 90.09 89.80 88.98 86.60 85.88 87.11

LMT 88.85 89.65 89.91 81.77 90.00 90.09 89.73 88.58 86.68 85.93 86.64

JRip 89.42 89.47 90.22 81.77 90.00 89.96 89.64 88.41 86.68 85.80 86.15

PART 88.58 89.38 89.65 81.55 89.73 89.82 89.47 88.32 86.42 85.49 85.84

3-NN 87.43 88.23 89.65 79.91 88.01 88.10 87.74 87.12 85.33 84.03 83.85

5-NN 87.39 87.65 87.08 79.69 87.96 87.96 87.70 87.30 83.89 84.98 84.12

10-NN 89.25 87.65 90.00 81.59 89.82 89.91 89.56 86.55 86.50 83.76 85.97

The highest accuracy is highlighted in bold
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exhibits 86.24–90.13% and 81.80–90.34% classification

performance, for DATA1 and DATA2, respectively.

Moreover, the interpretation of Fig. 2 reveals that C4.5

reported the highest average classification accuracy for

both datasets. As regards B-level classifier, SMO exhibited

the best performance slightly outperforming C4.5 and

LMT. More specifically, SMO reported 89.4% and 89.85%

average classification performance, for DATA1 and

DATA2, respectively while C4.5 exhibited 89.39% and

89.49% and LMT 89.19% and 89.64%, in the same

situations.

Conclusively, it is worth noticing that based on the

previous discussion, we conclude that the best classifica-

tion performance of the 2-level classifier was presented in

case C4.5 was selected as A-level classifier and SMO as a

B-level one.

Finally, in order to illustrate the classification accuracy

of our proposed algorithm with a more traditional

approach, we compare the confusion matrix of 2-level

classification scheme with that of best single classifier

(LMT), relative to both datasets. Notice that confusion

matrix gives an additional information about classes

which are commonly mislabeled one as another. Tables 7

and 8 present the confusion matrices of the 2-level clas-

sification scheme and LMT, relative to both datasets.

Each row of the matrix represents the instances in a

predicted class while each column represents the instances

in an actual class.

4 DSS-PSP: decision support software

For the purpose of this study, we present a user-friendly

decision support software, which is called DSS-PSP1 for

predicting the performance of an individual student at the

final examinations based on its grades on the 1st and/or 2nd

semester. The software is based on the WEKA Machine

Learning Toolkit and has been developed in JAVA, making

it platform independent and easily executed even by non-

experienced users. Notice that DSS-PSP is in fact a sig-

nificantly updated version of the software presented in [23]

with enhanced functionalities.

Fig. 2 Box plot for the average performance of A-level classifier for

each dataset

Fig. 3 Box plot for the average performance of B-level classifier for

each dataset

Table 7 Confusion matrix of 2-level classification scheme

Table 8 Confusion matrix of LMT

1 The tool is available at http://www.math.upatras.gr/livieris/

DSSPSP.zip. Notice that Java Virtual Machine (JVM) 1.2 or newer

is needed for the execution of the program.
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Figure 4 illustrates a screenshot of our proposed deci-

sion support software DSS-PSP illustrating its main

features:

• Student personal data This module is optionally used to

import student’s name, surname, father’s name and

remarks.

• 1st semester’s grades This module is used to import the

student’s grades of the first semester.

• 2nd semester’s grades This module is used to import

the student’s grades of the second semester.

• Messages This module is used to print the messages,

warnings and outputs of the tool.

Subsequently, we demonstrate a use case in order to illustrate

the functionalities ofDSS-PSP. Firstly, the user/educator can

use our data embedded in the software by clicking on the

button ‘‘Import data’’ or he can load his/her data collected

from his/her own past courses in XLSX (Microsoft Office

Excel 2007 XML) file format. Notice that if the first row of

the users’ data refers to the names of the attributes then it is

automatically ignored by the software.

Next, by clicking on the ‘‘Select classifier’’ button, DSS-

PSP enables the user to choose between the old classifier

based on a voting scheme [23] and the proposed 2-level

classification algorithm (Fig. 5) which utilizes C4.5 as a

A-level classifier and SMO as B-level classifier. Based on

the previous discussion, we recall that the proposed 2-level

classification algorithm is more accurate and it can be

trained significantly faster than the voting scheme pre-

sented in [23].

Subsequently, the user can import the new student’s

grades of the 1st and/or 2nd semester in the corresponding

fields. Then, the DSS-PSP is able to predict the student’s

performance at the final examinations by simply clicking

on the button ‘‘Prediction’’. More specifically, the software

presents the prediction and the confidence (probability of

the prediction) of the A-level classifier for passing/falling

of a given student in the final examinations. Moreover, in

case that the A-level classifier verdict (or prediction) is

‘‘Pass’’, then the software also presents the prediction of

the B-level classifier along with its confidence which dis-

tinguishes the student’s final grade in three categories

between ‘‘Good’’, ‘‘Very good’’ and ‘‘Excellent’’. Notice

that the way in which the confidence predictions are

measured is dependent on the type of utilized base learner

(see [4, 38] and the references there in).

In the example presented in Fig. 6, the model predicts

that the student is classified as ‘‘Excellent’’ based on the

student’s grades of both academic semesters. Furthermore,

we have updated DSS-PSP adding a new functionality

allowing the user to massively import the students’ grades

from an XLSX for evaluation. Firstly, by clicking on the

button ‘‘Import students’ grades from file’’ the tool asks if

the user imports students’ data concerning grades from the

1st and/or 2nd semester. After the grades have been

imported, the software presents its predictions about each

individual student as presented in Fig. 7.

Additionally, the DSS-PSP stores all its previous pre-

dictions and user actions and provides the ability to present

them by simply clicking on the button ‘‘Show results’’ as it

Fig. 4 DSS-PSP: interface Fig. 5 Selection of the classifier

Fig. 6 DSS-PSP prediction about the performance of a new student at

the final examinations
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is illustrated in Fig. 8. Moreover, the tool provides online

help, for novice users and the ability to see all previous

predictions by clicking the button ‘‘Online help’’.

5 Conclusions

In this work, we provided an extended analysis of DSS-

PSP, a user-friendly decision support system for predicting

the students’ academic performance at the final

examinations which incorporates a 2-level machine learn-

ing classifier. Our numerical experiments revealed that the

proposed scheme considerably improves the accuracy of

each individual classification algorithm, producing better

classification results. Moreover, the software is highly

adaptable and expandable due to its modular design and

implementation. Additional functionalities can be easily

added according to the user needs.

The software was developed to provide an assistance to

students’ evaluation and mostly to the early identification

of students’ at-risk in order to take proper actions for

improving their performance. Our objective and expecta-

tion is that this work could be used as a reference for

decision making in the admission process and strengthen

the service system in educational institutions by offering

customized assistance according to students’ predicted

performance.

Since the experimental results are quite encouraging, a

next step could be a systematic and extensive evaluation of

the tool by several groups of external teachers in order to

evaluate its usability. Furthermore, another direction for a

future research would be to evaluate the performance of the

presented 2-level classifier utilizing data from several les-

son and apply our methodology for predicting the students

performance at Panhellenic (national)-level examinations

for admission to universities.
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