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Abstract
Movie box-office research is an important work for the rapid development of the film industry, and it is also a challenging

task. Our study focuses on finding the regular box-office revenue patterns. Clustering algorithm is unsupervised machine

learning algorithm which classifies the data in the absence of early knowledge of the classes. Unlike static data, the time

series data vary with time. The work focused on time series clustering analysis is relatively less than those focused on static

data. In this paper, the sparse subspace clustering (SSC) algorithm is introduced to analyze the time series data. The SSC

algorithm has a better performance both on the artificial data set and the daily box-office data than recently developed well-

known clustering algorithm such as K-means and spectral clustering algorithm. On the artificial data set, SSC is more

suitable for time series, whether from the angle of clustering error or visualization. On the actual data, movies are divided

into five clusters by SSC algorithm, and each cluster represents a distinct type of distribution pattern. And these patterns

can be used in movie recommendation, film evaluation and can guide theater exhibitors and distributors. In addition, this is

the first time to apply SSC to deal with time series clustering problem and get a pleasant effect.

Keywords Movie box office � Sparse subspace clustering � Time series � Data mining

1 Introduction

With the increasing demand for cultural consumption and

the rapid growth of theaters and screens, Chinese film

industry continues to show a boom. However, the film

industry is a high-investment, high-risk industry. Most

movies are not able to recover the cost of production by

box-office revenues. Therefore, the research of the film box

office plays a significant role in avoiding risks.

The box-office study began in the last century, and most

previous studies focused on the motion picture box-office

forecasting [1–3], the influencing factors of the box-office

revenue [4, 5] and the box-office prediction based on social

media [6–8]. These studies focused mainly on forecasting

the total revenue of a film or the movies’ opening weekend

revenues and do not pay attention to the daily box-office

trend of each movie. With the advent of the big data era,

more detailed data are being stored, and people in the film

industry want to know the pattern of daily box-office

trends. Therefore, studying the trend of daily box office has

become a new problem: whether there are some regular

patterns of box-office trend.

There have been several prior studies aimed at finding

the regular box-office revenue patterns. Jedidi, Krider and

Weinberg used a finite mixture regression method to find

the existence of the regular sales pattern in weekly box-

office revenues of 102 successful movies. Based on an

exponential decay model, four clusters of movies, varying

in opening strength and decay rate, were found [9]. Li Bo

and Lu Fengbin established the Gamma demand model
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with seasonal factor and some other important factors, to

analyze the movie life cycles in Chinese movie market

[10]. Inbal Yahav suggested that films which attract the

same audience similar film audiences are thought to have

similar demand pattern, and therefore, he offered a model

to forecast the entire weekly per-screen demand of a film,

by using information on movie similarity network which is

an important step to understanding consumers’ choice in

the film industry [11]. However, with the rapid increase of

Chinese film production, the release time of films is

shortened dramatically. The life cycles of the film are

generally three weeks, and only a few films can last for

more than five weeks. Therefore, weekly box-office trend

research is no longer suitable to the film market analysis,

and the daily box-office trend research, with finer particle

size, is more in line with the current situation of Chinese

film.

In this paper, our study focuses on finding the regular

box-office revenue patterns by clustering algorithm to

understand box office as a process which changes with

time. Daily box-office data are a time series, whereas the

traditional methods which are used to describe similarity,

such as Euclidean distance, will not be able to provide an

effective description of the similarity of time series [12]. A

suitable clustering algorithm should be able to identify the

trend similarity of time series [13]. Traditional clustering

algorithms based on Euclidean distance, such as K-means,

ignore time information when distance is calculated [14].

To address the above challenges, we try to use the SSC

model to cluster the data of daily box-office revenue to find

the regular box-office revenue patterns. Sparse subspace

clustering can reveal the real subspace structure of high-

dimensional data, and it can also deal with noise data and

missing items [15]. So, it would be a better choice to apply

SSC algorithm to cluster time series of movie box office.

The spectral clustering and K-means algorithm model are

also used to compare with SSC algorithm. As clustering

data sets are not labeled, it is an open problem to measure

the effect of clustering. Visualization and some computa-

tional indexes are often used to measure the effectiveness

of clustering. We first used an artificial labeled data to

analyze the performance of different clustering algorithms.

Then, we use SSC to analysis the patterns in box-office

data. In addition, for each cluster, the distributions of other

information of movies such as genre and origin country are

analyzed to find characteristics of each cluster.

The main contributions of this paper are as follows:

• It is the first time to apply SSC to deal with time series

clustering problem and get a pleasant effect.

• This paper analyzes the applicability of SSC in time

series clustering problem by artificial data sets. The

result is that SSC is more suitable for time series than

well-known clustering algorithm such as K-means and

spectral clustering algorithm, whether from the angle of

clustering error or visualization.

• This paper successfully extracts five distinct potential

trend patterns from box-office data using SSC algo-

rithm and analyzes the characteristics of films with

these patterns. These patterns are interesting and

valuable for movie recommendation, cinema manage-

ment and movie box-office forecasting.

This paper is divided into the following sections: In the

second chapter, the SSC, spectral clustering and K-means

algorithm model are introduced; in the third chapter, the

data source is introduced; in the fourth chapter, we use SSC

algorithm to analyze the data, and compare the clustering

results of several common clustering algorithms. And the

box-office revenue shape patterns and characteristics of

each cluster are discussed. In the fifth chapter, we sum-

marize the main conclusions of the study and analyze the

realistic significance of the result of sparse subspace

clustering.

2 Model

2.1 K-means algorithm

K-means is a commonly used and simple clustering algo-

rithm. Given an integer K and data set X = {x1, x2,

x3,…xn}, xi [ Rd, the algorithm cluster the data into K

categories, C = {ck, i = 1,2,3,… K}. The Euclidean dis-

tance is taken as the criterion of distance, and the sum of

square distances between each point and its center of the

cluster is calculated as [16]

J ckð Þ ¼
X

xi2ck

xi � u2
k

�� ��: ð1Þ

Clustering goal is to minimize the sum of squared for all

clusters [17],

J cð Þ ¼
XK

k¼1

X

xi2ck

xi � u2
k

�� ��: ð2Þ

The K-means clustering algorithm starts with an initial

K class partition and then assigns the data points to each

category to reduce the total distance square sum. As the

J(c) of K-means clustering algorithm tends to decrease

with the increase of the number of categories K (when

K = n, J(c) = 0), the sum of squares of distances can only

be obtained under the K of a certain number of categories

[18]. Its key steps are as follows:

Step 1 Arbitrarily select K initial clusters centers

C = {ck, i = 1, 2, 3, … K}.
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Step2 Obtain a new classification by distributing points

to its closest cluster center.

Step3 Calculate new cluster center for each cluster.

Step4 Repeat steps 2 and 3 until C stop to changes.

2.2 Spectral clustering

Compared to the common algorithms such as K-means,

spectral clustering algorithm based on spectrum theory

often has better performance [19]. The scheme the algo-

rithm generally includes two steps. First, similarity graph is

constructed to describe the similarity of all the data points,

and the Laplacian matrices are solved. Then, the graph is

divided into some sub-graphs which are as disjoint as

possible, according to some optimization goal. The point

set contained in each sub-graph is considered as a cluster

[20].

Given a set of n data points x1, … xn, similarity graph

G = (V, E) is a useful way to represent the data. G is an

undirected graph and its vertex set is V, and vertex vi in the

graph represents a data point xi, and edge ei is formed

between every pair of nodes. w(i,j) is the weight of each

edge, and it represents the similarity between nodes i and j

[21]. Generally, the data points are in the Euclidean space,

so the Gaussian similarity function is chosen to represent

the similar relationship. Then, the definition of similar

matrix W matrix is:

Wij ¼ exp �
xi � xj

�� ��
2r2

� �
: ð3Þ

The parameter r in (3) also needs to be chosen, and the

degree di of a vertex vi [ V is defined as

di ¼
Xn

j¼1

wij: ð4Þ

The degree matrix D is the diagonal matrix with the

degrees d1, …, dn on the diagonal.

The import tools for spectral clustering are Laplacian

matrices. Laplacian matrices are divided into unnormalized

graph Laplacian and the normalized graph Laplacians. The

unnormalized graph Laplacian is defined as L = D - W,

and the normalized graph Laplacians have two forms: Lsym

and Lrw. They are defined in (5) and (6).

Lsym ¼ D�1
2LD�1

2 ¼ I � D�1
2WD�1

2 ð5Þ

Lrw ¼ D�1L ¼ I � D�1W : ð6Þ

Lsym is a symmetric matrix, and the Lrw is a random

walk matrix [20].

According to different similarity functions and graph

partitioning methods, the spectral clustering algorithm has

a lot of different implementation methods, but they can be

summarized as the following three main steps:

Step1 Construct a Laplacian matrix L, representing the

data set.

Step2 Figure out the eigenvalues and eigenvectors of the

Laplacian matrix.

Step3 Use K-means or other classical clustering algo-

rithms to cluster the eigenvectors in eigenvector space.

2.3 Sparse subspace clustering

Sparse subspace clustering has been widely used in t

machine learning, image processing and pattern recogni-

tion, such as face recognition, image segmentation, the

detection of closely related gene clusters in the genome and

detection of epileptic seizures in patients with EEG data

[22].

For data sets xn, n = 1 … N, assuming that each data

point is one of the elements in the K subspace (usually

K needs to be given), then the subspace clustering is to

solve the problem for which data points belong to which

subspace. And the scheme of sparse subspace clustering is

shown in Fig. 1. The sparse representation coefficient

matrix is obtained. Then, the similarity matrix is con-

structed by sparse representation coefficient matrix.

Finally, we use the spectral clustering framework to cal-

culate the clustering result of the data set [15].

Sparse representation (SR) is a hot topic in the field of

image processing and applied mathematics. Sparse repre-

sentation is designed to represent the data more effectively

or to reveal the essential structure of the data. Sparsity

refers to the use of a smallest group of basis to linear

combination of data. For the given data, the position of

nonzero element indicates that the point belongs to the

subspace, which is spanned by the corresponding base, and

the number of nonzero element indicates the intrinsic

dimension of the data. The sparsity of a vector is usually

characterized by the number of nonzero elements in a

vector, that is, the l0 norm which corresponds to the general

NP-hard problem. So, under mild assumptions, the SR can

be obtained by using l1 optimization [23].

Input
Data

Sparse
Coefficients

Affinity
Matrix Output

Sparse
Representation

Spectral
Clustering

Fig. 1 Scheme of sparse subspace clustering
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More precisely, each data point xi 2 Uk
l¼1Sl can be

expressed as

xi ¼ Xzi; zii ¼ 0: ð7Þ

And the purpose of constraint zii ¼ 0 is to avoid the

trivial solution. The coefficient zi is arranged in a matrix in

a certain way, and then (7) is equivalent to

X ¼ XZ; diag Zð Þ ¼ 0: ð8Þ

Here, X is the data matrix, and Z is the matrix of coeffi-

cients. In order to find the sparse representation, (9) can be

written as

minZ1s:t:X ¼ XZ; diag Zð Þ ¼ 0 ð9Þ

where diag Zð Þ 2 RN is the vector of the diagonal elements

of Z.

If the subspace structure of the data is known, and the

data are clustered by class, then the coefficient matrix Z can

be made with block diagonal structure under certain con-

ditions [24].

Z ¼

z1 . . . 0

z2

..

.
: ..

.

:
0 . . . zk

2

666664

3

777775

However, as is often the case, data are often corrupted

by noise. In such cases, we change (9) to (10).

min Z1k k þ k1 E1k k þ k2 R2
F

�� ��s:t:X ¼ XZ ð10Þ

where E is a matrix of noise, and R is a matrix of sparse

outlying entries. k1 and k2 are used to balance these three

terms of the objective function. Then, (10) can be solved

efficiently by common convex programming tools, and

then the similarity matrix can be obtained by (11).

W ¼ Zj j þ Zj jT ð11Þ

In summary, sparse subspace clustering can be divided

into two steps:

(1) Construct a similarity matrix of all points by using

sparse representation, which can be solved using

convex optimization tools.

(2) Use spectral clustering on the similarity matrix to

obtain the data clustering results, which can be

solved by using existing spectral clustering methods.

What is more, the spectral clustering step can get rid

of the noise in the similarity matrix, which can be

regarded as a process of information gain [25].

Algorithm: Sparse Subspace Clustering

Input: A set of points {xi} lying in a union of n linear

subspaces {Sl}, l = 1, …, k.

1: Solve the sparse optimization program (9) if the data

is uncorrupted, or optimization program (10) if the data

is corrupted.

2: Normalize the columns of Z.

3: Make a similarity graph with N nodes to represent the

data set. Set the weights on the edges between the nodes

by (11).

4: Use spectral clustering to the similarity graph to get

the ultimate clustering result.

Output: Segmentation of the data: X1; X2;…; Xk.

3 Data source

As clustering data sets are not labeled, it is an open

problem to measure the effect of clustering. Visualization

and some computational indexes are often used to measure

the effectiveness of clustering. We first use the labeled data

to analyze the effect of different clustering algorithms on

the clustering of time series. Then, we analyze the box-

office data using clustering algorithm.

3.1 Artificial data set

This paper first uses the artificial time series data set with

label information constructed in the paper [14]. Four

groups of five vectors were structured, and each group has

the same parameters of linear transformation between time

points. For the group j, 1 B j\ 4, xn(t) = wjtxn(t-1) ? bjt,

with 0 B t\ (nt - 1) and 1 B n\ 5. The values of W

and b were obtained randomly for each group. A group of

sequence with similar shape can be gained using different

initial value, which is shown in Table 1.

3.2 Movie box-office data set

From the Maoyan (http://piaofang.maoyan.com/), this

article climbed box-office data in Chinese movies’ market,

from January 1, 2015, to March 10, 2016. These data are

basically the same with the data from The State Press and

Publication Administration. So, the knowledge mined from

Table 1 Artificial data set

Time points Value

x0 Initial value

x1 w1x0 ? b1

x2 w2x1 ? b2

… …
xnt w(nt)x(nt-1) ? b(nt)
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these data sets can reflect the real regular pattern of Chi-

nese film market at the box office. In order to analyze the

characteristics of each cluster of the film, we got the

‘‘Watercress Movie Ratings’’ for each film and the Com-

ments number from the Internet from (https://movie.dou

ban.com/). In addition, From the Chinese box-office (http://

www.cbooo.cn/), we got the basic information of the film

such as the origin country and genre (see Table 2 for

detailed information).

4 Results and analysis

4.1 Experiment on artificial data set

The resulting artificial data set, shown in Fig. 2a, was

clustered using SSC, K-means and spectral clustering

algorithms, respectively. We can see that from the per-

spective of visualization, SSC algorithm can accurately

identify patterns in time series and successfully cluster the

similar shape sequences into one class.

From Fig. 2, we can see that from the perspective of

visualization, SSC algorithm can accurately identify pat-

terns in time series and successfully cluster the similar

shape sequences into one class. From Table 3, we can find

that SSC can classify data without error.

Therefore, in view of this problem, the SSC algorithm is

superior to the traditional clustering algorithm in terms of

classification accuracy and subjective feeling.

4.2 Experiment on box-office data set

The movies with low box-office and short release period

have little research value, and they have complex shape

patterns which make them not easy to study and use.

Therefore, this paper selects 68 movies from Chinese

movies’ market, from January 1, 2015, to March 10, 2016.

These films were released on Friday, and their release

period is more than 22 days. Time series of movie box

office over release period for 68 movies are shown in

Fig. 3. In Fig. 3, it clearly illustrates the heterogeneity of

daily box-office shape patterns, in which some movies’

decay over time, with different decay rates and shapes;

some movies have one peak point and some have several

peak points. And the peak time is also different.

4.2.1 Comparison of the SSC and classical algorithm

In the following sections, this article uses the classical

K-means and spectral clustering algorithm to analyze the

68 films’ box-office data. In the experimental analysis, in

order to facilitate the comparison with the SSC algorithm,

the parameter (number of cluster) in the K-means and

spectral clustering algorithm are set to 5. The maximum

number of iterations of the K-means will be set to 1000.

We select canonical Laplacian matrix in spectral cluster-

ing. The experimental results are shown in Fig. 4a, b.

It can be found through Fig. 4a, b, either the K-means or

the spectral clustering algorithm can be used to interpret

the clustering results of the box-office data which have

time information. They cannot be used to analyze the dif-

ferent aspects of daily box-office patterns, such as decay

rate, time of first box-office peak, revenue value at peak

time, existence of other peaks and their time. The K-means

clustering results are related to the total box-office revenue,

and it clustered high box-office films into one category, low

box-office film into another class. Using spectral clustering

algorithm, the majority of the film is divided into a class.

Therefore, the above two methods are not like the SSC

algorithm, which can find regular patterns from the com-

plex data.

Table 2 Movies’ raw characteristics

Variable name Description Value range

Genre Movie genre, or combination of genres (e.g., adventure/drama) 23 distinct values

Origin country Film producing country 7 countries and regions

Distributor The name of the film distribution company 28 distributors

Runtime Film runtime [100 min, 137 min]

Release date Date of movie has released to screens From January 1, 2015, to

March 10, 2016

Watercress

movie ratings

To investigate the powerful influence of electronic word of mouth (eWOM), we select

China’s famous film critic website ‘‘Watercress’’

[0,10]

Comments

number

Number of movie comments for a movie [247, 299584]

Box office Total box-office revenues [2.192 million,

1.467 billion]
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4.2.2 Data analyzed by SSC

In order to achieve the best clustering results, SSC code in

[19] needs to optimize the parameters. This paper chooses

‘‘outliers’’ as ‘‘true,’’ so the program will remove outliers,

and chooses ‘‘affine’’ as ‘‘false.’’ And this paper chooses

the number of the clusters as 5.

Clustered by SSC, the data are divided into five clusters,

and the results are shown in Fig. 5a–e. Figure 5f is an

average of every day’s box office for the movie of each

cluster, and it can be used to represent the pattern of the

box office for each cluster.

Therefore, 68 movies can be clustered into five cate-

gories, according to the different patterns hidden in time

series of each movie box office as is shown in Table 4. The

following section will add the basic information of the film

such as origin country and genre of the film and other

information, to analyze the characteristics of each cluster.

4.3 Clustering result analysis

Figure 6 reflects the distribution of different genres of films

in these five clusters of films.

In order to find characteristics of five clusters, we ana-

lyze the country of origin, ‘‘Watercress’’ Movie Ratings,

comments and box office of each movie, and the results are

written in Table 5.

(a) (b) (c)   (d)

Fig. 2 K-means clustering and spectral clustering result

Table 3 Classification error

Clustering algorithm SSC K-means Spectral clustering

error 0% 20% 40%

Fig. 3 Time series of movie

box office over release period

for 68 movies
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The following section mainly analyzes each cluster, to

explore whether these features are related to cluster

membership, combining with the clustering results and the

basic data of the movie.

Cluster 1 The typical representatives of these films were

Ant Man and Taken3. This kind of film was mainly

imported films which accounted for as high as 70.59%.

And they also had good scores. Interestingly, they did not

have a great advantage at the box office and the number of

comments. Adventure and animation films accounted for a

large proportion of these films. Adventure movies

accounted for 23.81% and animation films accounted for

14.29%.

Cluster 2 The typical representatives of these films were

Wolf Warriors and Mr. Six. This kind of films was mainly

domestic films, which are good at the box office and word

of mouth. In this cluster, films imported from USA

accounted for only 14.29%. The average ‘‘Watercress’’

Movie Ratings of this cluster was the highest of these five

clusters and the average number of comments was also the

largest one. From the time series of the movies’ box office,

it could be seen that the box-office peak does not appear in

the opening day, and these movies still have strong com-

petitive advantages in the second weeks. So, their good

word of mouth could gradually open up. In these movies,

romance and nostalgia movies had a larger proportion.

Cluster 3 The typical representatives of these films were

Devil and Angle, The Assassin and Chappie, and this kind

of film was mainly domestic films. The average score in

‘‘Watercress’’ Movie Ratings was only 5.4, which is the

lowest score in these five clusters. In this cluster, films

imported from USA accounted for only 16.67%. What is

more, the number of comments and the box office of these

movies was also the worst in the five categories. So, this

type of film mainly represents a class of films with poor

competitiveness. In this kind of film, the action and com-

edy movies accounted for a large proportion, and they

reached 25% and 21.43%, respectively.

Cluster 4 The typical representatives of these films were

Chronicles of the Ghostly Tribe, Where Are We Going?

Dad 2 and Pixels, and domestic films accounted for a large

proportion. It is interesting that though these films have a

lot of the number of reviews, their score is low and the box-

office performance is poor. The feature of this type of film

was that they are popular IP on the Internet or had a strong

star lineup. So, the audience had a great expectation on

them before they are released, but the bad reputation hin-

dered the growth of their box-office revenues. In this kind

Fig. 4 K-means clustering and spectral clustering result
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of film, motion film took up a large proportion, and the

types of these movies were more diversified.

Cluster 5 The typical representatives of these films were

Kung Fu Panda 3, The Man From Macau II and The

Monkey King 2, and they were mostly blockbusters with

high quality. Most of them were the sequels of the suc-

cessful movies. This kind of film had the best box-office

performance and the largest number of comments, and they

represented the most successful movies. In this kind of

film, comedy and action films accounted for a larger pro-

portion, and they, respectively, reached 20.59% and

17.65%.

Fig. 5 Clustering results for SSC. a Cluster 1, b Cluster 2, c Cluster 3, d Cluster 4, e Cluster 5, f means of each cluster
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5 Conclusion

Sparse subspace clustering has been widely used in image

processing and pattern recognition. It is a useful and

effective exploration to use SSC to cluster the time series.

It effectively solves the problem how to measure the

similarity of time series. Compared with the traditional

clustering algorithm, the SSC clustering algorithm has the

best results of these three methods to express the correla-

tion of time series, in terms of classification accuracy and

subjective feeling. The SSC is also superior to K-means

and spectral clustering algorithms in pattern discovery.

Through clustering analysis, we find that the movie box-

office data can be clustered into five clusters, and each

cluster has its own unique pattern.

The first cluster movies are mainly imported films, and

their life cycle can last for three weeks. But it is interesting

that their box-office revenues and the number of comments

are very ordinary. The second cluster is mainly domestic

films, with good word of mouth and box-office revenues.

There are two obvious peaks in their time series of the box

office. So, good reputations play an important role in the

high box office. The third cluster is mainly domestic films,

with low score, their time series of box-office correspond to

a rapid decay pattern. They represent a kind of film with

poor competitiveness. The fourth cluster of films has many

comments, but their score and the box office are poor. The

Table 4 Description of clusters

Cluster Proportion Trend description

Cluster1

Figure 4a

10.29% The time series of box office has (have) obvious periodicity, and the peak appears on Saturday in every week

Cluster2

Figure 4b

26.47% Box office performs well in the first two weeks, but it decays rapidly in the third week. Compared with the first cluster,

it has a short life cycle, and the weekly box-office peak has delays

Cluster3

Figure 4c

17.65% Time series of box office correspond to a rapid decay pattern, and box office in second week and third week is far lower

than it in the first week

Cluster4

Figure 4d

25.00% Compared to third cluster, the peak of its box office is not on the first day of release

Cluster5

Figure 4e

20.59% Box office of this cluster performs well, and the peak does not appear in the weekend

Fig. 6 Genre distribution of the movies in each of the five clusters

Table 5 Characteristics of five

clusters
Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5

Country of origin

China 29.41% 57.14% 66.67% 50.00% 50.00%

Europe and America 70.59% 14.29% 16.67% 27.78% 42.86%

China–Hong Kong 0.00% 14.29% 16.67% 16.67% 7.14%

China–Taiwan 0.00% 14.29% 0.00% 0.00% 0.00%

Korea 0.00% 0.00% 0.00% 5.56% 0.00%

‘‘Watercress’’ Movie Ratings:

Average score 6.79 7.07 5.40 5.92 6.65

Average comments number 48,313.44 145,692.57 43,996.42 52,678.50 89,134.64

Box office (million)

Mean 188.94 429.80 161.41 193.68 506.82
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fifth cluster is mainly the sequel of the successful movies,

with high box office and good word of mouth.

The clustering analysis of the time series of movie box

office based on SSC algorithm can effectively cluster the

films based on their time information, and it can find the

unique pattern of the box-office trend. These patterns can

be used in the field of box-office prediction, movie rec-

ommendation, film evaluation and so on, in future research.
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