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Abstract
Recently, using of the intelligent technologies in the field of clinical decision making is increased rapidly to improve the

lifestyles of patients and to help for reducing the workload and cost concerned in their healthcare. Heart diseases are one of

the primary causes of death. However, if the diseases are identified at the early stage, the rate of death can be decreased.

Thus, the disease identification process has become a matter of concern. An efficient medical recommendation system has

been proposed in this paper, namely Fourier transformation-based heart disease prediction system (FTHDPS) by using

Fourier transformation and machine learning technique to predict the chronic heart diseases effectively. Here, the input

sequences rely on the patient’s time series details or data, which are crumbled by Fourier transformation for extracting the

frequency information. In FTHDPS, a bagging model is utilized for predicting the conditions of the patients in advance to

produce the absolute recommendation. In FTHDPS, three classifiers are used, namely artificial neural network, Naive

Bayes and support vector machine, and real-life time series chronic heart disease data are used to evaluate the proposed

model. The experimental results demonstrate that FTHDPS is much efficient to provide a reliable and accurate recom-

mendation to the heart patients.

Keywords Intelligent system � Naive Bayes classifier � Neural network � Support vector machine � Rough sets �
Heart disease

1 Introduction

Day-by-day heart diseases are rapidly increasing, and

gradually, it has become the major reason of death in all

over the world [1]. Some heart diseases are: heart failure,

myocardial infarction, heart arrhythmia, cardiomyopathy,

angina pectoris, atrial fibrillation, etc. Heart diseases

mainly affect the functions and structure of the heart, and

the diseases have many features. Doctors and medical

practitioners usually used these features to detect the heart

diseases, and sometimes, it is difficult for them to diagnosis

the diseases accurately and quickly. So, a computer-based

model can be highly beneficial to diagnosis the heart

diseases at the early stage, so that the causes of these

diseases can be decreased up to an extent.

In today’s intelligent word, it is very difficult to use and

store huge amount of medical data, and cloud computing

and big data are widely used to store these huge amount of

medical data [2–13]. It can be meaningless, if there is no

advanced technology to use or extract information from

these huge amount of medical data [14]. Data mining

techniques have significant impact over the decades to

extract the information from a dataset and to predict the

human’s behavior [15]. These techniques are useful for

converting any stored data into some valuable information

that supports decision support ability, i.e., to enhance the

accuracy and speed of a diagnosis system. Recently, dis-

ease prediction system (DPS) and data mining techniques

have a great attention [16]. One of the most popular data

mining tools is single-layer perceptron (SLP) classifier that

is used in many applications to predict the diseases [15].

Some other popular techniques are Naive Bayes classifier,
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SVM and so on. Naive Bayes classifier is based on Bayes’

Theorem. In Naive Bayes classifier, it is assumed that the

existence of any particular feature set in any class is not

related to other feature. For an example, any fruit can be

considered as apple, if the color is red and round. Even

when these features are dependant on each other, all these

properties contribute independently to the probability that

the particular fruit is an apple. This model is very simple

and efficient also for a very large datasets. Along with its

simplicity, it is fast to predict the class for any test dataset

and also performs efficiently for multi-class prediction.

SVM is a supervised learning model that analyzes data or

information for classification as well as for regression. It is

mainly based on decision planes. A decision plane sepa-

rates a number of objects, which have different class

memberships. SVM algorithm can be implemented by

using a kernel for performing linear classification. SVM is

very efficient for real-world and complex problems like

hand-writing recognition, image and text classification, etc.

It can also perform for the datasets having many attributes.

Many researchers have proposed many advanced tech-

nologies to predict the heart diseases by using many

important features or attributes of the heart, such as blood

pressure, gender, fasting cholesterol, blood sugar, etc.

[17–22]. However, in most of the datasets, there are some

relevant as well as some irrelevant features along with the

redundant features. Redundant features are unable to

improve the results. However, creates some noises, which

may degrade the results or the system may run very slowly.

Therefore, removing of those redundant features is

mandatory prior to apply any classification technique.

Sometimes, too many features in a datasets may slow the

execution. Thus, reduction in the irrelevant features or

attributes is also mandatory for an efficient heart disease

diagnosis system. In 2013, Shilaskar and Ghatol [23] have

proposed a diagnosis system for predicting the heart dis-

ease. This scheme consists of classification and feature

selection techniques. Here, SVM classifier is combined

with the inclusion of forward feature. However, this tech-

nique is quite complex. Shao et al. [24] have proposed a

novel technique for identifying the heart diseases at the

early stage. Their scheme is mainly based on the reduction

of the features or attributes. After reduction in the features,

the remaining attributes are used to classify by using arti-

ficial neural network classifier. However, this scheme is

slow. Guan et al. [25] have introduced a novel feature

selection scheme for predicting the heart diseases. Here,

SVM classifier is used to predict the disease at the early

state. Their experiments give 76.5% accuracy, when 12

features or attributes are selected out of 44. Nowadays,

rough set theory is used for reducing the number of subset

from a dataset. Rough sets can be applied for removing the

redundant attributes and to select a number of significant

attributes that can produce high prediction accuracy and

high speed. By using greedy heuristics algorithms and

rough set, many researchers have proposed many diagnosis

systems for predicting the heart diseases [26]. To find the

best minimal attributes, another solution is used to combine

the rough set with metaheuristic algorithms [27]. Firefly

algorithm (FA) can be considered as one of the swarm

intelligent techniques, which is a metaheuristic approach or

algorithm that depends on the behavior of the fireflies of

the nature. FA algorithm is more efficient than the genetic

algorithms and practical swarm optimization technique to

find the global optima [28]. These schemes have high

accuracy than the traditional schemes, and these schemes

can be also applied for optimization problems, NP hard

problems, etc. All these existing schemes are helpful to

predict the heart diseases. However, these existing schemes

are slow to predict the heart diseases. Moreover, accuracy

is not high, which is one of the major criteria for any heart

disease prediction system.

A novel scheme has been introduced here in this paper

for an efficient heart disease prediction, which can mini-

mize the aforementioned problems. The proposed diag-

nostic system has been developed by using fast Fourier

transformation and machine learning approaches for pro-

viding accurate recommendations that is necessary to do a

medical test in the future. This recommendation system is

mainly based on the heart conditions of the patients, i.e.,

time series data or information of past days. The perfor-

mance of this novel proposed recommendation system is

evaluated in terms of accuracy, risk and workload saving.

The experiments are executed by using time series data,

which are gathered from a number of heart disease patients,

and the results are compared with other classifiers, namely

Naive Bayes, neural network, etc.

The main contributions of this paper are mentioned

below:

• A novel system has been introduced in the paper on the

basis of fast Fourier transformation and machine

learning approach to predict the heart diseases at the

early stage.

• FTHDPS is evaluated by using real-life time series

information or data. The proposed recommendation

system is highly helpful for the medical practitioners to

diagnosis the heart diseases.

• Experimental results demonstrate the proficiency or

efficiency of the proposed diagnosis system over the

existing models.

The remaining part of this paper is structured into dif-

ferent parts: related works are presented in Sect. 2. In

Sect. 3, background studies have been discussed. The

proposed heart disease diagnosis system is presented in

Sect. 4. Results and discussions have been presented in
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Sect. 5. Finally, conclusions of this paper are given in

Sect. 6.

2 Related works

Tsumoto [29] has introduced a novel approach in 2000 for

medical data. Here, in this paper, Tsumoto has presented

that data mining techniques can be considered very useful

to find hidden patterns from any database or dataset that

may be reused for stored dataset because human begins are

not able to maintain a huge number of dataset having

numerous records. Characteristic of the clinical data is also

discussed in this paper by Tsumoto.

In 2003, Neagoe et al. [30] have proposed a model based

on neuro-fuzzy approach for diagnosing heart diseases.

This scheme is mainly distinguished the electrocardiogram

(ECG) signals by using two steps: removal of features from

the ECG signals and pattern classification. This proposed

scheme is experimented by using a database of ECG con-

taining 40 subjects in which 20 subjects are having heart

diseases and rest of the subjects are normal ones. However,

accuracy of this scheme is not high to predict the diseases,

so it might not be trustable for the doctors and medical

practitioners.

Ordonez [31] has proposed a rule for identifying and

predicting the heart diseases at the early stage. Here,

attributes of the risk factors are also considered for the

heart diseases, and three processes are proposed by Ordo-

nez to reduce the number of patterns. The experimental

results illustrate that the rule is very efficient to decrease

the chances of heart diseases. However, the presence of

heart diseases is anticipated in this scheme, which may not

be a suitable solution in many cases.

In 2006, Noh et al. [32] have proposed an associative

classification for diagnosis the cardiovascular disease.

They have extracted multi-parametric features or attributes

by using the preprocessing technique. The proficient fre-

quent pattern (FP) growth technique is the fundamental of

this method. Their rule of cohesion plays an important role

on pruning patterns. The several rules and pruning and

dataset consist of 670 participants, which are grouped into

two categories, namely patients having coronary artery

disease and normal people. However, accuracy is not high

in this scheme.

Koutsojannis and Hatzilygeroudis [33] have proposed a

novel approach by using neuro-fuzzy technique for medical

science. This paper represents the using of fuzzy Adaline

neurons and differential evolution to optimize the mem-

bership functions. Based on this scheme, many schemes

have been proposed by many researchers to predict the

heart diseases. However, their scheme is slow at the time of

diagnosis the diseases.

In 2008, Tsipouras et al. [34] have introduced a novel

method by using fuzzy logic and data mining approach for

diagnosing coronary artery disease. Here, a fuzzy logic

rule-based decision system is used in this paper to diag-

nosis the diseases. There are four stages in this proposed

scheme, namely induction of the decision tree, extraction

of rules, alteration of the crisp set into a fuzzy logic model

and optimization. For experiments, 199 subjects are used in

this decision model, which show significant results for

diagnosis the heart diseases at the early stage.

Vazirani et al. [35] have proposed a novel model for

identifying the heart diseases by using modular neural

network. They have mainly discussed about two ways for

diagnosis the heart diseases, namely manual and automatic

diagnosis. In the automatic diagnosis system, modular

neural network and intelligent expert system are used for

diagnosis the diseases of heart. In this system, attributes are

divided based on some properties, which are given into two

different modules for training and testing, namely radial

basis function neural network (RBFNN) and backpropa-

gation neural network (BPNN). However, this scheme is

slow.

Anooj [36] has introduced a fuzzy rule-based decision

support system for the heart diseases by using computer-

aided technologies. The automatic processes to diagnosis

the diseases is one of the main advantages of this scheme.

This proposed scheme consists of two steps for diagnosis

the heart diseases, namely weighted fuzzy rules generation

phase and fuzzy rule-based decision system development

phase. In this scheme, suitable attributes or features are

generated by using data mining procedure, and then, these

features are used for generating the fuzzy rules. Then, these

rules are weighted on the basis of occurrence in the data-

sets. However, this scheme is not much efficient to predict

the heart diseases.

Shao et al. [24] have proposed a novel technique to for

identifying the heart diseases at the early stage. Their

scheme uses multivariate adaptive regression splines,

logistic regression and rough set approaches to reduce the

features or attributes for predicting the heart diseases. After

reduction in the features, the remaining attributes are used

to classify by using artificial neural network classifier. The

datasets are taken from UCI datasets for training and

testing the model. However, logistic regression method of

this scheme only reduces one feature and it helps to

increase 2% accuracy. Moreover, this scheme is slow.

3 Background studies

A detailed description has been presented in this section

regarding background studies. The proposed model con-

sists of mainly three machine learning classifiers, namely
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Naive Bayes (NB), least square SVM (LSSVM) and arti-

ficial neural networks (ANN).

3.1 Artificial neural network

ANN is considered as a supervised learning technique,

which can be utilized for providing an efficient solution for

numerous complex problems. It uses numerous number of

processing nodes or neurons that are interconnected to each

other. This network is sometimes considered as the directed

graph, where each and every neuron i performs the transfer

function fi by using below Eq. (1) [37]:

yi ¼ fi
Xn

j�1

wijxj � hi

 !
ð1Þ

where output of the neuron i is represented by yi, input of

the jth neuron is represented by xj, and the weight of

connection between two neurons i and j is represented by

wij. Threshold bias is represented by h, and fi is used for

taking nonlinear, such as a sigmoid, Gaussian function,

Heaviside, etc.

3.2 Least square support vector machine

LSSVM [38] is also considered as a supervised learning

technique, where statistical learning theory is used. It is

mainly used in medical science for predicting heart dis-

eases [39], breast cancer, etc. [40].

A linear LSSVM is mainly designed for classifying a

dataset, which keeps two different classes represented by

using 1;�1f g. LSSVM attempts to set the data containing

high-dimensional space. It then utilizes a hyperplane sep-

aration technique to maximize the distance between the

support vectors and plane. For an example if a training

dataset holds n data denoted by x1; y1ð Þ; x2; y2ð Þ; . . .;
xm; ymð Þ 2 Rm, LSSVM classifier selects optimal separating

hyperplane for separating the classes. This classifier works

based on the following rules to find a solution of the given

problem:

yi wxið Þ þ w0½ � ¼ 1� ei; where i ¼ 1; 2; . . .;m ð2Þ

1

2
wj jj j2þ c

2

Xm

i¼1

e2i ð3Þ

Equations (2) and (3) show the problem, which is solved

by using LSSVM, and it can be shown by Eq. (4).

w; b; a; eð Þ ¼ 1

2
wj jj j2þ c

2

Xm

i¼1

e2i

�
Xm

i¼1

ai yi wxið Þ þ w0½ � � 1þ eif g ð4Þ

3.3 Naive Bayes

Naive Bayes algorithm is mainly used for creating models

that have the predictive capabilities. Naive Bayes classifier

provides the new approaches to understand and explore

data, and it is mainly used, when the inputs have high

dimension [41]. Here, in the proposed technique, Naive

Bayes classifier takes the characteristics or attributes of the

patients having heart diseases. This classifier is executed in

the below cases:

• When the dataset have high dimension.

• When the attributes or characteristics are not dependent

on each other.

• Exhibits the speed and high accuracy, when the

classifier is applied to large databases.

According to the Bayes theorem, the probability of a

problem can be denoted by using Eq. (5).

PðCxjYÞ ¼
PðY jCxÞP Cxð Þ

P Yð Þ ð5Þ

where Y is a dataset that needs to classify. Class label is

denoted by Cx, and the probability of belongingness of Y to

Cx is denoted as PðCxjYÞ.

4 Proposed scheme

The proposed scheme has been designed by using fast

Fourier transformation and machine learning technique to

provide medical recommendations to the users or patients,

who are suffering from the heart diseases. In this section,

FTHDPS has been discusses in details.

In FTHDPS, the medical test-related data of a patient are

segmented into the sliding windows, which are used during

data analysis or data processing. Each and every sliding

window has been passed throughout fast Fourier transfor-

mation for extracting the statistical attributes or features.

Fast Fourier transformation is used to study about the

features of the medical data, which are difficult to attain in

the time domain. The extracted features, which are from

the data, are taken into the proposed learning model as the

input for making a decision-making system, which can

predict the heart diseases of a patient on the coming days.

Figure 1 shows the architecture of the proposed recom-

mendation system.

4.1 Fast Fourier transformation (time series
data)

Fast Fourier transformation (FFT) can be referred as an

efficient approach for calculating discrete Fourier trans-

form (DFT), and FFT is also useful for computing the
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inverse of DFT. The data sequence of input is decomposed

by using DFT for extracting the frequency information to

predict the condition of the patient in advance.

The input is scaled by using any normalization tech-

nique prior to perform FFT. The variables of normalization

technique fall within the range of 0; 1½ � [42]. Equation (6)

is used for performing normalization.

Dnorm ¼ Dorig � Dmin

Dmax � Dmin

ð6Þ

where normalized data and original raw data are repre-

sented by using Dnorm and Dorig, respectively. The maxi-

mum and minimum data values are represented by using

Dmax and Dmin, respectively.

Now, let x tð Þ be the time series for a sliding window.

DFT of x tð Þ can be shown by using Eq. (7).

X cjw
� �

¼
X1

t¼�1
x tð Þc�jwt ð7Þ

where the discrete time index and the frequency are rep-

resented by using t and w, respectively. The transform pair

regarding DFT is defined by Eq. (8), when T number of

time series are presented.

X Pð Þ ¼
XT�1

t¼0

x tð ÞWtp
T , x tð Þ ¼ 1

T

XT�1

p¼0

X Pð ÞW�tp
T ð8Þ

where W ¼ c�
j2P
T .

In addition, DFT can be defined as the discrete time

Fourier transformation by using the following equations:

x ¼

x 0ð Þ
x 1ð Þ
..
.

x T � 1ð Þ

2
6664

3
7775; X ¼

X 0ð Þ
X 1ð Þ
..
.

X T � 1ð Þ

2
6664

3
7775 ð9Þ

W ¼ W
tp
T ¼

1 1 1

1 WT WT�1
T

..

.

1

..

.

WT�1
T

..

.

W
T�1ð Þ T�1ð Þ

T

2
6664

3
7775 ð10Þ

The association between X and x is represented by

Eq. (11).

X ¼ Wx , x ¼ 1

T
WHX ð11Þ

For a given input signal x tð Þ consists of length T , DFT

matrix W needs T2 multiplications on the basis of the

above equation. Thus, the requisite implementation cost to

factorize FFT into a matrix denoted by W is less than the

cost of the simple Fourier transformation because each and

every phase of FFT requires only T additions and T
2
mul-

tiplications [43, 44].

In the proposed system, the input data are denoted as

X ¼ y1; y2; . . .; ynf g that contains n data, and it is seg-

mented by using a number of sub-segments on the basis of

predefined value kð Þ, which specifies sliding window’s size

regarding each and every sub-segment. Here, data are

analyzed by using FFT for extracting frequency details for

predicting the condition of the patient. In FTHDPS, few

frequency bands denoted as a; b; c; d; and h have been

obtained by using FFT for each and every sliding window.

High-frequency band is divided into eight parts because it

captures almost all the information or details of a sliding

window. As a reference, the original or main sliding win-

dow has been added with the extracted features set. In total,

14 frequency bands have been generated as a result for

each and every slide window. Moreover, FFT coefficient’s

power has been evaluated for all the 14 bands. Thus, there

are 14þ 14 ¼ 28 frequency bands, which are extracted

from each and every sliding window.

Eight separate statistical features or attributes can be

extracted from each and every frequency band. The

extracted attributes or features have been denoted by using

XMax, XMin, XSD, XMed, XMean, XFQ, XRG and XSQ. The

dataset keeps dependent features give best performance. In

FTHDPS, the extracted features or attributes from each and

every band are clustered into a single vector, and then, it is

taken for the proposed model as the input to predict the

condition of the patient or user.

Time series data 

Segment data into a number of slide window 

Decompose the segmented time series 
by using fast Fourier transformation 

Feature extraction based on statistics 

Extracted features are taken as input in 
the proposed model 

Final recommendation 

Fig. 1 Architecture of the proposed recommendation system
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4.2 Bootstrap aggregation or bagging

The proposed model is very efficient, which combines the

results or decisions of several classifiers to improve the

performance of each and every base classifier by providing

accurate predictions. Bootstrap aggregation or bagging is

one of the machine learning algorithms designed for

enhancing the stability and accuracy [45, 46]. It can be

used for both regression and classification, and always used

by using decision tree. Here, multiple models are used, and

then, aggregate the results of all the models for final pre-

diction. All these models must be specialized in a specific

part of the feature space, which support accurate predic-

tions and maximum use. There are mainly two parts in

bootstrap aggregation, namely bootstrapping and aggrega-

tion. Bootstrapping can be considered as sampling tech-

nique, and in aggregation, all the results from different

models are aggregated. The proposed model is mainly

divided into two steps. Here, at first, the system model

utilizes bootstrap sampling technique for generating many

training sets. Then, in the second step, three base classi-

fiers, namely NB, neural network and LSSVM, are per-

formed on the training sets, which are generated in the first

step. Here, the training set is separated into the multiple

datasets by applying the bootstrap aggregation technique.

The above-mentioned classifiers are then applied individ-

ually on datasets for generating the concluding prediction.

Thus, in the bagging approach, different classifiers can

perform individually or differently. So, a weight is

assigned for each and every classifier on the basis of how

all these classifiers are actually performed, and this weight

is calculated on the basis of the error rate. The classifier,

which holds less error rate, has been treated more accurate,

and then, assigned high weight. The classifier’s weight Ci

is calculated by using Eq. (12).

w Cið Þ ¼ log
1� error Cið Þ
error Cið Þ ; 1�Ci � 3 ð12Þ

The weighted bagging technique is presented in the

following example:

1. Neural network (NN), LSSVM and Naive Bayes

classifiers are used individually in the proposed

technique. Let on the training data the classifiers are

performed, and for each classifier, the error rate is

taken as 0.25 for NN, 0.30 for NB and 0.14 for

LSSVM.

2. By using Eq. (12), weight 0.78 has been assigned for

LSSVM, 0.47 for NN and 0.36 for NB.

3. Let the classifiers provide the below predictions, which

is mainly for the coming testing day:

a. LSSVM predicts 1.

b. NN predicts 0.

c. NB predicts 0.

In the above terminology, 0 implies no test is needed for

a medical recommendation and 1 implies a test is needed.

4. The proposed technique uses the weight for generating

the below prediction recommendation:

a. Class 0: NBþ NN ¼ 0:36þ 0:47 ¼ 0:83.

b. Class 1: LSSVM ¼ 0:78.

5. At last, as per the weight, class 1 has lesser value than

class 0. Thus, the proposed classifier classifies the test

as being in Class 0.

5 Results and discussion

Experiments are executed for evaluating the efficiency of

FTHDPS. In this section, the details of results are

presented.

5.1 Experimental setup

Real-life datasets are used to evaluate FTHDPS. Here,

Tunstall datasets are gathered from a pilot research, which

are performed on numerous heart disease patients or users.

The collected details or data hold day to day details of

patients regarding different medical measurements. The

dataset is considered mainly a time series data, which holds

six patient’s details. There are in total 8148 time series

details. Each and every record or detail in the dataset holds

several metadata attributes of the patient, namely visit

identity (ID), patient ID, measurement question, measure-

ment value, date, measurement unit, date received and

measurement type. Table 1 shows the characteristics

regarding the attributes of the metadata. Several medical

measurements of many patients of each day for a specific

time period are there in the dataset, namely heart rate,

mean arterial pressure (MAP), diastolic blood pressure

Table 1 Metadata attributes

Attribute name Attribute type

Visit ID Numeric

Patient ID Numeric

Measurement question Nominal

Measurement value Numeric

Date Numeric

Measurement unit Nominal

Date received Numeric

Measurement type Nominal

S98 Neural Computing and Applications (2019) 31 (Suppl 1):S93–S102

123



(DBP), blood glucose, weight and oxygen saturation (SO2),

where heart rate, SO2, MAP and DBP are taken for the

evaluation purpose.

The datasets are separated into two different parts for

the evaluation purpose, namely testing set and training set.

Three base classifiers of the proposed model or system are

trained by utilizing the training dataset, and then, it is

validated. In these experiments, 25% datasets are used as

the testing data and the remaining 75% are used as the

training dataset. The recommendations performed for each

measurement of medical tests by the proposed model are

compared with the authentic value of the testing dataset for

evaluating the efficiency of the system.

The performance of all three classifiers and the proposed

model have been evaluated based on three metrics, namely

workload saving, accuracy and risk. Workload saving can

be referred as the percentage of the amount of days at the

time of recommendations providing to skip the medical

examinations [49] with respect to the amount of days of the

training dataset. Accuracy can be referred as the percentage

of the accurate recommended days with respect to the

amount of days. Risk can be referred as the percentage of

wrong recommended days with respect to the amount of

days of the training dataset. Workload saving, accuracy and

risk can be defined by the following equations:

Workload saving ¼ NN þ NA

Dj j � 100% ð13Þ

Accuracy ¼ NN

NNþ NA
� 100% ð14Þ

Risk ¼ NR

Dj j � 100% ð15Þ

where NN = Number of days for which accurate or correct

recommendations are given. NA = Number of days for

which wrong recommendations are given. NR = Number

of days for which risky recommendations are provided.

|D| = Number of days of the training dataset.

Here, an accurate recommendation implies that the

system recommends for no test required or test required.

By using MATLAB, the proposed recommendation system

has been developed on a computer system of Intel core i5

processor, 3.40 GHz, 8 GB RAM and 1 TB hard disk.

5.2 Effectiveness of the recommendation
for different statistical features

For appraising the performance of the novel proposed

recommendation system, many statistical features are

extracted from the dataset.

At first, eight statistical features or attributes are tested

differently for evaluating the proposed model’s accuracy.

Figure 2 shows the statistical features ranking on the basis

of the performance. Here, features are placed in the

ascending order on the basis of the effectiveness to predict

the condition of the patient. The extracted statistical attri-

butes or features are taken as the input in this experiment to

train the base classifiers.

With respect to the different number of attributes or

features, the proposed recommendation system tested for

its effectiveness. The performance of the proposed system

for different features ranges starting from two to eight are

experimented and recorded. Table 2 shows the experi-

mental results. It can be observed from the results that a

positive correlation is there between the extracted statisti-

cal features or attributes and the proposed system’s per-

formance regarding workload saving, accuracy and risk.

Thus, the proposed system is much better, when the total

amount of the features are increased.

5.3 Comparisons of the effectiveness
with the existing schemes

The experiments presented in the previous subsection

shown that the proposed system is better regarding the

performance of the recommendation. The proposed system

is compared in this subsection with some other existing

schemes. A heuristic method is proposed in [47] based on

heuristic rules for the patients of heart disease supported by

a telehealth system. In [48], a novel recommendation sys-

tem has been proposed by Lafta et al. by combining

0
10
20
30
40
50
60
70
80
90

100

First
quar�le

Second
quar�le

Standard
devia�on

Max Range Min Median Mean

A
cc

ur
ac

y 
(%

)

Features

Fig. 2 Accuracy of the statistical features

Table 2 Performance of FTHDPS for different number of features

Feature sets Workload saving (%) Accuracy (%) Risk (%)

2 66.32 85.31 7.00

3 66.71 86.21 6.23

4 66.86 89.56 5.94

5 68.10 90.12 4.56

6 68.23 91.85 4.18

7 70.42 92.79 3.24

8 71.80 93.56 2.75
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heuristic approach, regression-based prediction technique

and hybrid approach [50].

Table 3 represents the comparison results of effective-

ness. From Table 3, it can be easily identified that the

proposed model or scheme is much better than the other

schemes since it provides 93% accuracy. FTHDPS saves

workload of 71%, where the risk is also less compared to

the other existing schemes. Thus, FTHDPS is effective than

the existing schemes.

5.4 Efficiency comparisons with the existing
schemes

To evaluate the efficiency, the execution time has been

calculated for different datasets for the proposed scheme as

well as for all the classifiers. Figures 3 and 4 show the

calculated execution time for the proposed scheme and for

the classifiers in the prediction and training stages.

From Figs. 3 and 4, the following statement can be

made:

1. For all the models, the training stage has more

execution time than the prediction stage.

2. For different feature sets, linear execution time for the

proposed model and for all three classifiers supports

the efficiency to provide fast recommendation.

3. The proposed model consumes less time among all the

classifiers for completing the prediction and training.

Thus, FTHDPS can provide the recommendation in

less time to the patients, which can be very effective

for the doctors or medical practitioners.

6 Conclusions

Heart diseases are one of the major issues of death. In this

paper, a novel recommendation system has been proposed

(FTHDPS) on the basis of fast Fourier transformation

technique and machine learning approach to predict the

heart diseases at the early stage. FTHDPS uses the patient’s

time series data or details for the past days. The perfor-

mance of FTHDPS is evaluated in terms of workload

saving, accuracy and risk. Real-life time series data are

used for the experimental purpose. The results of the

experiments prove that the proposed model provides high

accuracy as well as minimize the workload for the patients.

Moreover, FTHDPS also achieves low risk for wrong

recommendations. In future, FTHDPS can be evaluated for

the cancer diseases to predict it at the early stage.
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